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In the list below, an item with no annotation is one which I know contains some method-
ological discussion on relative importance, but which I have not yet seen. DF
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