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1 Special structures in hard optimisation problems

Given a hard optimisation problem, we are interested in identifying conditions
on underlying data so that the problem can be solved efficiently. The paper below
is an example of a possible research outcomes in this well established research
area of combinatorial optimisation.

Having identified special conditions, the next step would be to find out
whether the conditions can be easily recognised.

For the problem in the paper below, it is not for example clear whether the
recognition problem can be solved efficiently if the set of points is not partitioned
into two sub-sets.

The objective of the project would be an investigation of special solvable cases
of hard optimisation problems and design and implementation of algorithms for
recognising special cases and for possible use of the recognition algorithms as
approximation algorithms in the general case.

The paper below is suggested as a starting point for the research in this area.
One possible way to proceed could be a computational investigation of cases
where the low bounds based on special cases can identified good approximate
solutions.

Interests in algorithms and abilities to code and implement algorithms would
be a strong advantage.
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1 Introduction

In the travelling salesman problem (TSP) the objective is to find for a given
n × n distance matrix C = (cij) a cyclic permutation τ of the set {1, 2, . . . , n}
that minimizes the sum c(τ) =

∑n
i=1 ciτ(i). In the maximization version of the

TSP (MaxTSP), one is interested in finding the longest tour.
The cyclic permutations are also called tours, the elements of {1, 2, . . . , n}

are called cities or points , and c(τ) is referred as the length of the permutation
τ . The set of all permutations over set {1, 2, . . . , n} is denoted by Sn. For τ ∈ Sn,
we denote by τ−1 the inversion of τ , i.e. the permutation for which τ−1(i) is the
predecessor of i in the tour τ , for i = 1, . . . , n. We also use a cyclic representation
of a cyclic permutation τ in the form

τ = 〈i, τ(i), τ(τ(i)), . . . , τ−1(τ−1(i)), τ−1(i), i〉.

In the bipartite travelling salesman problem (BTSP) the set of n = 2k cities
is partitioned into two subsets: set K1 = {1, 2, . . . , k} of blue cities and set
K2 = {k + 1, k + 2, . . . , n} of white cities. Any feasible tour in the BTSP has to
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alternate blue and white cities. The objective is to find the shortest tour with
this special structure. The set Tn of all feasible tours for the BTSP can formally
be defined as

Tn = {τ ∈ Sn|τ
−1(i), τ(i) ∈ K2 for i ∈ K1; τ

−1(i), τ(i) ∈ K1 for i ∈ K2}.

By C[K1,K2] we denote the k × k matrix which is obtained from matrix C
by deleting rows with numbers from K2 and columns with numbers from K1.
Clearly, the length c(τ) of any feasible BTSP tour τ is calculated by using only
elements from C[K1,K2]. We will say that the inequality a ≤ b is reverse to the
inequality b ≤ a (and vice versa).

The BTSP has also drawn attention of researches ([3, 4, 8, 11]) in particular
due to its relevance to pick-and-place robots([1, 2, 17, 19]).

The BTSP is NP-hard, moreover, there is no a constant factor approxima-
tion algorithm for the BTSP, unless P = NP ([11]). The characterization of
polynomially solvable cases is one of the recognized directions for research of
NP-hard problems. While there are quite a lot of solvable cases for the TSP (see
[12],[5],[15]), we aware of only two papers [14, 20] published on the solvable cases
of the BTSP.

Halton [14] considered the BTSP as a shoelace problem, in which cities rep-
resent the eyelets of shoes and the objective is to find an optimal shoe lacing
strategy that minimizes the length of the shoelace. In Halton’s model the eyelets
can be viewed as the points on the Euclidean plane: blue points {1, 2, . . . , k}
have coordinates (0, d), (0, 2d), . . . , (0, kd) and white points {k+ 1, k+ 2, . . . , n}
have coordinates (a, d), (a, 2d), . . . , (a, kd), correspondingly. Halton proved that
in this case the tour

τ∗ = 〈1, k + 1, 2, k + 3, 4, k + 5, 6 . . . , 7, k + 6, 5, k + 4, 3, k + 2, 1〉

is the shortest tour in Tn (see Figure 1).
Misiurewicz [20] argued that Halton’s case is only a crude approximation of

the real situation. He noticed that, to prove the optimality of τ∗, it is sufficient
to require that the inequalities

cij + cℓm ≤ cim + cℓj (1)

hold for all 1 ≤ i ≤ ℓ ≤ k and k+ 1 ≤ j ≤ m ≤ n. (In fact Misiurewicz assumed
strong inequalities in (1).) Now the points-eyelets are not necessarily have to be
on two parallel lines (see Figure 2), and therefore the shoelace problem can be
solved “even for old shoes”.

In this note we show that the technique developed for the analysis of the
TSP can successfully be used to further investigate solvable cases of the BTSP.
In Section 2 we shortly review some of the well solved cases of the TSP which
are relevant to the BTSP. We generalize results of Halton and Misiurewicz and
characterize a new polynomially solvable case of the BTSP. If we use the shoelace
analogy, then in our case eyelets may have indeed very peculiar locations. We
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hope this justifies the title of the paper: the case of very old shoes. In Section 3
we represent an algorithm for recognizing this solvable case independently of the
initial numbering of the points.
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Point number 1 2 3 4 5 6 7 8 9 10 11 12

X coordinate 5 5 5 5 5 5 40 40 40 40 40 40

Y coordinate 10 17 24 31 38 45 10 17 24 31 38 45

Fig. 1. Points with their coordinates and an optimal BTSP tour: An illustration to
Halton’s [14] optimal lacing.

2 Polinomially solvable TSP cases and the BTSP

A reader, who is familiar with the literature on combinatorial optimization, may
have already recognized in inequalities (1) the notorious Monge structure (see
[6] for further references).

An n×n matrix C = (cij) is called a Monge matrix if it satisfies the following
conditions for all indices i, j,m, ℓ ∈ {1, . . . , n} with i < ℓ and j < m:

cij + cℓm ≤ cim + cℓj. (2)

Clearly, system (1) is a relaxation of (2), because it defines Monge inequalities
only for items from C[K1,K2].

Supnick [21] showed that the TSP with a symmetric Monge matrix is solved
by the tour π∗

1 = 〈1, 3, 5, . . . , 6, 4, 2, 1〉, while the MaxTSP on Monge matrices is
solved by the tour σ∗ = 〈1, n, 2, n− 2, 4, n− 4, . . . , n− 3, 3, n− 1, 1〉. Notice that
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Point number 1 2 3 4 5 6 7 8 9 10 11 12

X coordinate 11 6 13 15 15 11 41 32 44 36 31 16

Y coordinate 10 14 26 31 36 40 10 22 34 38 40 46

Fig. 2. An illustration to Misiurewicz’s [20] optimal lacing for irregular shoes; an in-
stance with the Euclidean distance matrix.

if the white points in the shoelace problem were numbered in the reverse order,
i.e. i ∈ K2 were renumbered by n+ k+1− i, then the permutation τ∗ identified
by Halton would become the Supnick permutation σ∗. We mention this fact here
in order to stress that the BTSP seems to have something in common with the
MaxTSP.

Another well-known polinomially solvable case is the TSP with Kalmanson
distance matrices. A symmetric n×n matrix C is called a Kalmanson matrix if
it fulfils the Kalmanson conditions

cij + cℓm ≤ ciℓ + cjm, (3)

cim + cjℓ ≤ ciℓ + cjm, for all 1 ≤ i < j < ℓ < m ≤ n. (4)

Kalmanson [16] showed that the TSP with a Kalmanson matrix is solved by the
tour π∗

2 = 〈1, 2, 3, . . . , n− 2, n− 1, n, 1〉, while an optimal tour for the MaxTSP
can be found among n/2 specially structured tours containing among them the
tour τ∗.

The generalization of Supnick and Kalmanson matrices is the class of Demi-
denko matrices. A symmetric matrix C = (cij) is called a Demidenko matrix
if

cij + cℓm ≤ ciℓ + cjm, for all 1 ≤ i < j < ℓ < m ≤ n. (5)
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Demidenko [10] showed that an optimal tour for the TSP with a Demidenko
matrix can be found in O(n2) time. The MaxTSP with a Demidenko matrix is
NP-hard (see [9]), however, for a special subclass of these matrices the longest
tour can be found in the set Tn of all feasible tours for the BTSP (tours of type
(I) in [9]).

Proposition 21 (from Theorem 4.1 in [9])
Let C be a symmetric n × n Demidenko matrix, n = 2k, that additionally

fulfils the conditions

cik + ck+1,j ≤ ck+1,k + cij , for i ∈ K1 \ {k}, j ∈ K2 \ {k + 1}, (6)

then there exists an optimal MaxTSP tour which belongs to the set Tn.

The problem of finding an optimal MaxTSP tour in Tn remains NP-hard,
however, it becomes trivial, if a distance matrix has the following special struc-
ture:

Proposition 22 (from Theorem 4.1 in [9])
Let C be a symmetric n× n matrix, n = 2k, that fulfils the conditions

c1,k+1 + cij ≥ c1j + ci,k+1, i = 2, . . . , k, j = k + 2, . . . , n (7)

cp+1,k+p + cij ≥ cp+1,j + ci,k+p, i = p+ 2, . . . , k, j = k + p+ 1, . . . , n (8)

cp,k+p+1 + cij ≥ cpj + ci,k+p+1, i = p+ 1, . . . , k, j = k + p+ 2, . . . , n (9)

p = 1, . . . , k − 2,

then the tour τ∗ is a tour of maximum length in Tn

It is easy to see that conditions (7)-(9) is a relaxation of the Kalmanson
conditions (4). Therefore, the TSP with a Kalmanson matrix that fulfills (6)
has τ∗ as the tour of maximum length. Any Supnick matrix fulfils inequalities
(6) and the inequalities which are reverse to (7)-(9). Therefore, if points i ∈ K2

are renumbered by n + k + 1 − i, then by Propositions 21 and 22 permutation
σ∗, which is obtained from τ∗ by the renumbering, is a solution to the MaxTSP
with a Supnick matrix. (Notice that the renumbering does not affect (6).) This
comment explains the relationship between the TSP and the MaxTSP with a
Supnick matrix.

In the prove of Proposition 22 in [9] the well-known tour-improvement tech-
nique is used: starting from an arbitrary tour τ , a sequence of tours τ1, τ2, . . . , τT
is constructed, with τ1 = τ and τT = τ∗ such that

c(τ1) ≤ c(τ2) ≤ · · · ≤ c(τT ).

The inequalities (7)-(9) are used to prove the relationship c(τi) ≤ c(τi+1).
If inequalities (7)-(9) are reversed, then it can be proved in a similar way that

the tour τ∗ is the shortest tour in Tn. We formulate this result as the following
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Theorem 23 Let C be a symmetric n×n matrix, n = 2k, that fulfils conditions

c1,k+1 + cij ≤ c1j + ci,k+1, i = 2, . . . , k, j = k + 2, . . . , n (10)

cp+1,k+p + cij ≤ cp+1,j + ci,k+p, i = p+ 2, . . . , k, j = k + p+ 1, . . . , n (11)

cp,k+p+1 + cij ≤ cpj + ci,k+p+1, i = p+ 1, . . . , k, j = k + p+ 2, . . . , n (12)

p = 1, . . . , k − 2,

then the tour τ∗ is a tour of minimum length for the BTSP with C as the distance
matrix.

System (10)-(12) is just a further relaxation of Monge inequalities (2) and
their relaxation (1). On Figures 3 and 4 we show two instances of the BTSP
with the Euclidean distance matrices that satisfy (10)-(12) but violate some of
Misiurewicz inequalities (1).
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Fig. 3. Instance 1 of the BTSP with relaxed Monge structure in the Euclidean distance
matrix.

System (10)-(12) contains Θ(n3) inequalities, however it can be checked in
O(n2) time as shown in the proposition below.
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Fig. 4. Instance 2 of the BTSP with relaxed Monge structure in the Euclidean distance
matrix.

Proposition 24 Inequalities (10)-(12) can be checked in O(n2) time.

Proof. To simplify notations, we consider an asymmetric k × k sub-matrix A of
n × n, (n = 2k), matrix C: A = C[K1,K2]. System (10)-(12) can be rewritten
then as

a11 + ast ≤ a1t + as1, 1 < s, t ≤ k (13)

ap,p−1 + ast ≤ apt + as,p−1, s = p+ 1, . . . , k; t = p, . . . , k; (14)

ap−1,p + ast ≤ ap−1,t + asp, s = p, . . . , k; t = p+ 1, . . . , k; (15)

p = 2, 3 . . . , k − 1.

We claim that system (13)-(15) is equivalent to the following system of 2(k−
1)(k − 2) + 1 inequalities:

a11 + a22 ≤ a12 + a21; (16)

ap,p−1 + asp ≤ ap,p + as,p−1, (17)

ap,p−1 + as,p+1 ≤ ap,p+1 + as,p−1, s = p+ 1, . . . , k; (18)

ap−1,p + apt ≤ app + ap−1,t, (19)

ap−1,p + ap+1,t ≤ ap+1,p + ap−1,t, t = p+ 1, . . . , k; (20)

p = 2, 3, . . . , k − 1.



The Shoelace TSP: the case of very old shoes 9

Indeed, it can be easily checked that the set of inequalities (16)-(20) is a
proper subset of system (13)-(15). In particular, inequalities (14) and (15) with
p = k − 1 are in (16)-(20). So what we need to prove is that (13)-(15) follow
from (16)-(20). Consider p∗ <= k − 1, and assume that (14)-(15) are satisfied
for all p ≥ p∗. Inequalities (14) with s = p∗ and s = p∗+1, and inequalities (15)
with t = p∗ and t = p∗ + 1 are in (16)-(20). The inequalities for s > p∗ + 1 and
t > p∗ + 1 follow immediately from (16)-(20) and the following straightforward
algebraic rearrangements:

ap∗,p∗−1 + ast − ap∗t − as,p∗−1 =

(ap∗,p∗−1 + as,p∗+1 − ap∗,p∗+1 − as,p∗−1) + (ap∗,p∗+1 + ast − ap∗t − as,p∗+1);

ap∗−1,p∗ + ast − ap∗−1,t − as,p∗ =

(ap∗−1,p∗ + ap∗+1,t − ap∗−1,t − ap∗+1,p∗) + (ap∗+1,p∗ + ast − ap∗+1,t − as,p∗).

Inequalities (13) follow from (14),(15), (16) and the following simple transfor-
mation:

a11 + ast − a1t − as1 = (a11 + a22 − a12 − a21) +

(a12 + ast − a1t − as2) + (a21 + as2 − a22 − as1).

It completes the proof of the proposition.

3 Recognition of specially structured matrices

Clearly, the combinatorial structure of a distance matrix depends on the number-
ing of the rows and columns. Therefore it is naturally to formulate the following
recognition problem:

Given an n×n distance matrix C = (cij), does there exist a renumbering
of the cities, i.e. a permutation α of the rows and columns of C, such
that the resulting matrix (cα(i)α(j)) satisfies conditions (10)-(12)?

If we consider matrix A = C[K1,K2], then the recognition problem above is
reduced to the problem of finding two permutations: a permutation for permuting
rows and a permutation for permuting columns in the asymmetric matrix A:

Given a k×k matrix A = (aij), does there exist a permutation of rows γ
and permutation of columns δ, such that the resulting permuted matrix
(cγ(i)δ(j)) satisfies conditions (13)-(15)?

The recognition algorithm below is based on the technique developed in [7] for
the recognition of a similar relaxed Monge structure in the symmetric distance
matrix.
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Proposition 31 Given a k × k matrix A = (aij), it can be decided in O(k4)
time whether there exist permutations γ and δ such that the permuted matrix
(aγ(i)δ(j)) satisfies conditions (13)-(15). If the permutations γ and δ exist, then
they can explicitly be determined within this time bound.

Proof. First try all k indices as candidates for the first position in γ. Let γ(1) = 1.
An index i can be placed on the fist position in δ if and only if the following
inequalities hold:

a1i + ast ≤ asi + a1t for all s 6= 1, t 6= i. (21)

If there is another candidate j with the same property, then it follows imme-
diately from (21) that a1i + asj = asi + a1j , i.e. asj = asi + d for all s, where
d = a1i − a1j is the constant for fixed i and j. Since adding a constant to a row
or a column of matrix A does not affect inequalities (13)-(15), any of the indices
i or j can be placed on the first position in σ.

We claim that the candidate i can be chosen in O(k2) time. Indeed, the
transformation a′st = ast − a1t, s = 1, . . . , k, t = 1, . . . , k, transforms matrix A
into matrix A′ with zeros in the first row. The inequalities (21) are equivalent
to a′st ≤ a′si for all s, t and i. Clearly, index i can be found in O(k2) time by
looking through the indices of maximal elements in rows of A′.

Indices for the second position in δ and γ can be chosen by applying the same
procedure to submatrix A[{1, . . . , k}, {1, . . . , k} \ {i}] with the first row fixed to
be 1 and to submatrix A[{2, . . . , k}, {1, . . . , k}] with the first column fixed to be
i. This yields an O(k3) time complexity for each candidate on the position γ(1)
and, therefore, an O(k4) overall time complexity. ⊓⊔

To illustrate the algorithm we consider the BTSP with a rectilinear distance
matrix (see Fig. 5) where the distances between points i and j are calculated as
cij = |xi−xj |+ |yi− yj|. We assume here that the first fixed item is 1: γ(1) = 1.
Submatrix A of the distance matrix C and transformed matrix A′ are shown
below:

A6×6 =

7 8 9 10 11 12




























1 10 11 16 13 28 22
2 11 12 5 12 17 11
3 16 17 10 7 22 16
4 21 22 5 12 17 11
5 25 26 9 16 13 7
6 32 33 16 23 16 10

, A′

6×6 =

7 8 9 10 11 12




























1 0 0 0 0 0 0
2 1 1 −11 −1 −11 −11
3 6 6 −6 −6 −6 −6
4 11 11 −11 −1 −11 −11
5 15 15 −7 3 −15 −15
6 22 22 0 10 −12 −12

The indices of maximal elements in all rows are {7, 8}, so any of these columns
can be chosen for the first column. Let it be 7: δ(1) = 7. To chose a row to be
placed on the second position in permutation γ, we use 5 × 6 submatrix of the
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Point number 1 2 3 4 5 6 7 8 9 10 11 12

X coordinate 26 21 26 26 26 26 21 15 21 33 15 21

Y coordinate 12 18 18 23 27 34 7 12 23 18 29 29

Fig. 5. Illustration to recognising a rectilinear instance of the BTSP. First item is
chosen.

distance matrix:

A5×6 =

7 8 9 10 11 12




















2 11 12 5 12 17 11
3 16 17 10 7 22 16
4 21 22 5 12 17 11
5 25 26 9 16 13 7
6 32 33 16 23 16 10

, A′

5×6 =

7 8 9 10 11 12




















2 0 1 −6 1 6 0
3 0 1 −6 −9 6 0
4 0 1 −16 −9 −4 −10
5 0 1 −16 −9 −12 −18
6 0 1 −16 −9 −16 −22

The indices of maximal elements in the columns are: {2, 3, 4, 5, 6}, {2, 3}, {2},
{2, 3} and {2, 3}. The only index that belongs to all sets is 2, so γ(2) = 2. If the
intersection of these sets were empty, the choice of the first fixed item, which is
currently 1, had to be reconsidered.

We proceed with the next (similar) steps and eventually find two per-
mutations for proper numbering of points: γ = 〈1, 2, 3, 4, 5, 6〉 and δ =
〈7 , 8 , 9, 10, 11 , 12 〉. Items 7 and 8, as well as items 11 and 12 in δ can be per-
muted, hence generating four pairs of permutations for renumbering the points
(given that γ(1) = 1).

The numbering found and the corresponding optimal BTSP solution are
shown on Figure 6.
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4 Conclusion

In this paper we have characterised a polynomially solvable case of the Bipartite
TSP. We have shown that the technique used for the analysis of the TSP can
successfully be used for characterization of polynomially solvable cases of the
BTSP. We introduced specially structured matrices that allow one to solve the
BTSP efficiently and suggested an algorithm to recognize permuted matrices
with this special structure. In a way our simple results illustrate the power
and beauty of algorithms: an algorithm developed for a problem can be found
unexpectedly useful and powerful for a rather different new problem.
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Fig. 6. Illustration to recognising a rectilinear instance of the BTSP. Numbering of
points is found.
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