DTC Quantitative Methods (Term 2) module: 
Week 4 SPSS material commentary

Assuming that you are using a PC attached to the University network or SPSS is installed on the PC that you are using, open up the data file bsa06.sav via a link within the Data Sources and Resources sub-page of the module web page: http://go.warwick.ac.uk/dtcquants2. (This should open up SPSS).
Open up both syntax files from the sub-page that is linked to the Week 4 session title within the schedule at the bottom of the module web page.

Highlight the first 5 lines of the syntax file with RECODE on its first line, and run the commands in these lines by clicking on the green triangle (or on ‘Run’ and then ‘Selection’.) This creates, as in an earlier session, a ‘left-wing/right-wing’ scale (called ‘lrscale’) from five attitudinal items, which ranges from 5 (most ‘left-wing’) to 25 (most ‘right-wing’).

Select ANALYZE / COMPARE MEANS / MEANS and from the bottom of the list of variables, select ‘lrscale’ (move it across) as the dependent variable. If you are looking at the (longer) variable labels, then if you ‘right click’ (i.e. click the mouse’s right ear) on the variable list, you can then select ‘Display Variable Names’. Typing ‘party’ will then take you to the variable ‘PartyIDN’ on the list, which you can select as the independent (explanatory) variable. Use the ‘Options’ sub-menu within the ‘Means’ menu box to select ‘Anova table and eta’, then click on ‘Continue’ and then ‘OK’.
‘eta’ is a measure of association, but for the relationship between a set of categories and a scale, as opposed to two scales (where the correlation coefficient can be used) or two categorical variables (where Cramer’s V can be used). It is on a scale of 0 to 1, hence the value of 0.298 is showing a relationship which is far from perfect. Clearly, however, the average (mean) scale scores differ between political parties, with relatively high sample means for the Conservative and UKIP parties (nearly 14.9), and lower ones for Labour (12.2) and Liberal Democrat (12.8).
Could the difference between the last two sample means just reflect ‘sampling error’, i.e. could the means in the population for these parties be the same?

As a step towards answering this question we can look at the scale for the Liberal Democrat identifiers. If you choose DATA / SELECT CASES, and move the dot next to ‘If Condition is satisfied’ and then click on ‘If’, you can restrict analyses to just the Liberal Democrat identifiers in the sample by entering (either by typing or via the list of variables and onscreen keys) ‘PartyIDN = 3’. (The value 3 relates to the Liberal Democrats, which can be established using UTILITIES / VARIABLES). Then click on ‘Continue’ and then ‘OK’.

Now do ANALYZE / DESCRIPTIVE STATISTICS / FREQUENCIES and select ‘lrscale’ from the bottom of the list. Go into the ‘Statistics’ sub-menu within the ‘Frequencies’ menu, and select ‘Std. Dev’, ‘S.E. mean’, ‘Mean’, ‘Skewness’ and ‘Kurtosis’. Then click on ‘Continue’ and go into the ‘Charts’ sub-menu. Select ‘Histograms’ and ‘Show normal curve…’. Then click on ‘Continue’ and then ‘OK’.

The ‘lrscale’ distribution for Liberal Democrat identifiers is not that different to a ‘normal distribution’ BUT the skewness measure is more than twice its standard error, which indicates ‘significant’ skewness (largely because of a bit of the ‘tail’ of higher values, I suspect). In addition to the mean of 12.83, note that the standard deviation (measure of spread) is 3.35, and that the ‘typical’ quantity of sampling error for a mean under these particular circumstances is the standard error of the mean, 0.1577 (which reflects both the standard deviation and the sample size of 452, since 3.35 divided by the square root of 452 gives us that value, i.e. 0.1577).

But it can be useful to get a feel empirically for how sample means vary in this particular situation. This can be done by getting SPSS to generate a large number of samples of Liberal Democrats and calculating the mean scale score for each sample (working under the assumption that the distribution of values in the histogram mirrors that in the broader population).

First select all the cases in the dataset again by choosing DATA / SELECT CASES, and moving the dot next to ‘All cases’, and clicking on ‘OK’. Then highlight lines 1 to 31 of the other syntax window, and and run the commands in these lines by clicking on the green triangle (or on ‘Run’ and then ‘Selection’.) Then do ANALYZE / DESCRIPTIVE STATISTICS / FREQUENCIES and move ‘lrscale’ back to the variable list, replacing it with ‘lrmean’ from the bottom of the list. Remove the tick from next to ‘Display frequencies tables’ and then click on ‘OK’.
SPSS is now showing you information about 4,290 samples of size 9 taken from the distribution of values for the scale for Liberal Democrat identifiers. You can see that they follow closely a normal distribution and that the mean of the sample means (12.84) is close to the mean for Liberal Democrats from above (12.83). The spread of the sample means is shown by the standard deviation (1.12), which approximates to the standard deviation for the scale (3.35) divided by the square root of the sample size (square root of 9 equals 3). However, note that the skewness value (0.72) is close to twice its standard error, suggesting that samples of size 9 don’t entirely knock out the skewness of the scale (NB the normal distribution is symmetric!)

Now highlight lines 67 to 97 of the syntax window, and and run the commands in these lines by clicking on the green triangle (or on ‘Run’ and then ‘Selection’.) Then do ANALYZE / DESCRIPTIVE STATISTICS / FREQUENCIES again and click on ‘OK’. This produces shows the results for 4,290 sample means for samples of size 400 (much closer to the actual Liberal Democrat sample size!) You can see that they follow a normal distribution even more closely and that the mean of the sample means (12.8359) is even closer close to the mean for Liberal Democrats from above (12.8363). The spread of the sample means is shown by the standard deviation (close to 0.170), which approximates to the standard deviation for the scale (3.35) divided by the square root of the sample size (square root of 400 equals 20). However, note that the skewness value (-0.39) is smaller and has turned negative, suggesting that the skewness of the scale is no longer impacting much on the distribution of the sample means, with the skewness now just reflecting the impact of ‘noise’ (i.e. sampling error). Hence the sample means for samples of size 400 are distributed in line with the predictions of statistical theory. The ‘average’ sampling error is, in effect, the standard deviation of 0.170, which is slightly smaller than the quantity for the ‘actual’ sample mean (0.1577), but largely because the ‘actual’ sample size is 452, not 400!
Furthermore, it is evident that the vast majority of sample means for samples of size 400 lie within 2 x 0.17 = 0.34 of the actual mean of 12.83, i.e. in the range 12.49 to 13.17, in line with the statistical theory’s prediction that this will be the case for approximately 95% of sample means.

Moving our focus back to the actual sample, the 95% confidence interval for the sample mean is given by 12.8363 (the sample mean) plus or minus 1.96 times the standard error of the mean (0.1577 x 1.96 = 0.3090), i.e. approximately 12.53 to 13.15.  (We will see how to get SPSS to show this range in the next session).
This interval does not include the 12.21 sample mean for Labour, suggesting that the difference between the two sample means for these parties is unlikely to reflect sampling error in relation to the Liberal Democrat sample mean, though of course in order to compare the sample means properly we need to take account of sampling error for both samples means.

