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Abstract—Nuclei Identification and Counting is the most im-
portant morphological feature of cancers especially in colon.
Many deep learning-based methods have been proposed to deal
with this problem. In this work, we construct an extension
of Hovernet for nuclei identification and counting to address
the problem named MF-Hovernet. Our proposed model is the
combination of multiple filer block to Hovernet architecture.

Index Terms—Nuclear segmentation, nuclear classification,
computational pathology, deep learning.

I. INTRODUCTION

Nuclear segmentation, classification and quantification
within Haematoxylin Eosin stained histology images enables
the extraction of interpretable cell-based features that can
be used in downstream explainable models in computational
pathology. The Colon Nuclei Identification and Counting
(CoNIC) Challenge [2] requires to develop algorithms that
perform segmentation, classification and counting of 6 differ-
ent types of nuclei: epithelial, lymphocyte, plasma, eosinophil,
neutrophil or connective tissue.

This challenge includes two tasks. The first task requires
participants to segment nuclei within the tissue, while also
classifying each nucleus into one of the above categories. The
second task is regression task. The output of this task is how
many nuclei of each class are present in each input image.

II. METHODOLOGY

A. MF-Hovernet

In order to solve the problem, a method is adopted, which
is combining the multiple filter block and Hovernet model [5]
named MF-Hovernet.

The multi-filter block is a stack of 3 convolution layers
with different kernel size: 1 × 1, 3 × 3 and 5 × 5. The first
convolution kernel has a filter size of 1 × 1. We apply this
convolution to reduces the size of the input vector as well
as extract local feature. While small kernels extract small
complex features, the large kernel extract simpler features.
Therefore, the next convolutional layer was set to 3 × 3
convolution kerel and uses a down-sampling size of 2 to obtain
the global features. The last convolutional layer has a kernel
size of 5 × 5 and a down-sampling size of 2. Each filter learns

different features. Therefore, the multi-filter block is used to
deal with the issue by increasing the filter size instead of
iteratively alleviating the image size. The combining multiple
convolution layers is to yield a better result.

III. EXPERIMENTS

A. Datasets
For the challenge, the Lizard dataset [1] was used, which

is the current largest known publicly available dataset for in-
stance segmentation in Computational Pathology. The dataset
consists of Haematoxylin and Eosin stained histology images
at 20x objective magnification ( 0.5 microns/pixel) from 6 dif-
ferent data sources. For each image, an instance segmentation
and a classification mask is provided . Within the dataset, each
nucleus is assigned to one of the following categories: Epithe-
lial, Lymphocyte, Plasma , Eosinophil, Neutrophil, Connective
tissue.

The dataset contains 4,981 non-overlapping patch images of
size 256x256 provided in the following format: RGB images,
Segmentation classification maps, Nuclei counts The RGB
images and segmentation/classification maps are each stored
as a single numpy array. The RGB image array has dimensions
4981x256x256x3, whereas the segmentation classification
map array has dimensions 4981x256x256x2. Here, the first
channel is the instance segmentation map and the second
channel is the classification map. For the nuclei counts, we
provide a single csv file, where each row corresponds to a
given patch and the columns determine the counts for each
type of nucleus. The row ordering is in line with the order of
patches within the numpy files [1].

B. Evaluation
The multi-class panoptic quality (mPQ) in (1) is used to

determine the performance of nuclear instance segmentation
and classification. For each type t, the PQ is defined as (2).
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The R2
t is used for regression task as shown in (3).

R2
t = 1− RSSt

TSSt
(3)

Here, RSS stands for the sum of squares of residuals and
TSS stands for the total sum of squares.

C. Experiment setup

The small patches of size 256x256 pixels was used as
input to the MF-Hovernet model. The Adam optimizer [4]
is used as the optimization method for model training. The
initial learning rate is set to 0.0001, with a total of 100
training epochs. The min-batch size is set as 4. All models
are implemented using the PyTorch framework [3].

D. Experiment result
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