Statistical Glossary

Please note that this course is not about learning by rote.  Therefore use this glossary as a reference guide, not as something to be learned to ensure you pass the exam!  Note that some of the terms included here are not covered in the course, but you may encounter them during your reading.

General terms

Sample


A number of observations taken from a population.

Population
The group of people/objects about whom we want to gather information and to whom we want to apply our results.

Data
The information collected from our sample.  Note – the word data is plural.

Variable
One specific piece of data collected from our sample, e.g. height.

Random Variable
A variable in which the response could be one of a set of possible values, where the likelihood of each value is given by its probability, e.g. the score on a fair die. 

Dependent Variable
The variable that we want to be able to predict from one or more independent variables.  Plotted on the y-axis on scatter diagrams.

Independent Variable
A variable used to explain differences in our dependent variable between individuals in our sample.  Plotted on the x-axis on scatter diagrams.

Assumption


A simplifying premise on which an analysis is built. 

IMRaD
Introduction, Methods, Results and Discussion: the four sections expected in most journal articles.

Description

Data type
The nature of the data collected.  The type of data has implications for the choice of methods of description and hypothesis testing.

Continuous data
The type of data where an individuals’ response can take any value, which does not have to be an integer (whole number), e.g. weight.

Distribution
The shape of a continuous variable when plotted on a histogram.

Normal distribution
A theoretical distribution in which: (1) the data are symmetrical around the mean; (2) mean = median = mode; (3) the spread of the data is such that 68% of the observations lie within 1 standard deviation of the mean, 95% lie within two standard deviations of the mean and 99.7% lie within three standard deviations of the mean.  Many distributions in real life follow the Normal distribution (e.g. height of adult males), although are not perfectly Normal.

Standard Normal
A particular form of the Normal distribution in which mean = 0 and standard deviation = 1.

Central Limit Theorem (CLT)
Even if a variable is not Normally distributed, if we take a large number of samples and find the mean of each sample, the distribution of means will tend to be Normal.
Positive skew
The shape of the distribution of a continuous variable that contains mostly low values of a variable, with fewer high values.

Negative skew
The shape of the distribution of a continuous variable that contains mostly high values of a variable, with fewer low values.

Discrete data
The type of data where an individuals’ response can be one of a number of values, but cannot be half way between one value and the next, e.g. number of children. 

Categorical data
The type of data where an individuals’ response will fit into one of a number of groups.

Binary
A particular form of categorical data in which there are only two response options, e.g. male/female, yes/no, diseased/well.

Nominal
A particular form of categorical data in which the response options cannot be ordered, e.g. marital status, primary food group.

Ordinal
A particular form of categorical data in which the response options can clearly be ordered, e.g. stage of cancer.

Summary statistics
A collection of basic statistics to describe the variables used in a study, including location and spread for continuous data and percentages in each group for categorical data.  Percentages should be shown as x% (a/b) – i.e. give the numerator and denominator as well as the percentage.

Location
A description of the ‘middle’ value of a variable, often described as the average.  The mean and median are the most common measures of location.

Mean (arithmetic)
A measure of location calculated by summing all the values of a variable in a dataset and dividing by the number of values.

Mean (geometric)
A measure of location that has been calculated following log transformation of the data.  The arithmetic mean of the transformed data is calculated and ‘un-transformed’ using the eb operation to find the geometric mean.  

Ranking
The process of ordering all the values of a variable from smallest to largest.

Median
The middle value of a variable following ranking of that variable.  Also known as the 50th percentile, 5th decile or 2nd quartile.

Lower quartile (LQ)
The value of a variable following ranking whereby one quarter of the individual values are smaller than the LQ and three quarters of the values are larger.  If there are n values in a dataset, the LQ is the n/4th value, after rounding up to the nearest integer. Also known as the 25th percentile or 1st quartile.

Upper quartile (UQ)
The value of a variable following ranking whereby three quarters of the individual values are smaller than the UQ and one quartile of the values are larger.    If there are n values in a dataset, the UQ is the 3n/4th value, after rounding up to the nearest integer. Also known as the 75th percentile or 3st quartile.

Mode
The most common value of a variable.  Rarely used except to indicate the modal group of categorical data.

Spread
A measure of how varied the individual values of a variable are.

Variance
A measure of spread representing the mean squared deviation of the individual values of a variable from the mean of that variable.

Standard deviation
A measure of spread calculated as the square root of the variance and therefore is measured in the same units as the variable being considered.

Range
A measure of spread representing the size of the difference between the largest and smallest values of a variable, calculated as largest value – smallest value.

Inter-quartile range (IQR)
A measure of spread calculated as UQ – LQ.

Data transformation
The process of subjecting each individual value of a variable to the same operation.

Log transformation
A particular form of transformation, in which the operation used is the natural logarithm (LN).  Due to the nature of the LN function, this transformation is useful to deal with positively skewed data when there are no negative values.  The distribution of the LN of each value will have reduced skew and may be ‘Normal’ enough to allow parametric testing.

Dichotomisation
The process of splitting continuous data into two categories, e.g. high blood pressure and controlled blood pressure.  Dichotomisation is one method of dealing with skewed data, although is generally considered the method of last resort, since the process loses much of the richness in the data. 

Paired/Matched data
Two (paired) or more (matched) related variables, e.g. husband quality of life and wife quality of life.

Unpaired/Unmatched data 
Two (unpaired) or more (unmatched) unrelated variables e.g. weight and IQ.

Frequency distribution
A summary of the number of individual observations taking each possible value of a variable.  Can be shown as a table or graph.  For example, if we rolled a fair die 60 times, the frequency distribution would show 10 1’s, 10 2’s, 10 3’s, 10 4’s, 10 5’s and 10 6’s.

Histogram
A graph to show the shape of the frequency distribution of a continuous variable.  Values of the variable are plotted on the x-axis to form groups, or bins, and frequencies (in each bin) on the y-axis.

Bar chart
A graph to show the frequency distribution of discrete data.

Scatter diagram
A graph in which two continuous (possibly related) variables are plotted, with the independent variable on the x-axis and the dependent variable on the y-axis.  Example: daily temperature (x-axis) for each day of the year is plotted against ice-cream sales for that day (y-axis).

Box and whisker diagram
A graph to show the median, IQR (box) and overall range (whiskers) of a continuous variable; often used to compare two groups, e.g. male and female.

QQ (quantile-quantile) Plot
A graph used to compare the distribution of a variable to the Normal distribution.  A set of points close to the 45-degree line suggests that the variable is Normally distributed.

Estimation

Difference in means
Arithmetic difference between the mean of a variable across two groups, e.g. mean blood pressure on drug A – mean blood pressure on drug B.

Effect size
The difference in means between two groups expressed in standard deviation units, calculated as (mean of experimental group – mean of control group)/SD of control group.  Useful when variables are expressed in arbitrary units rather than easily understood units (e.g. metres).

Risk
The probability of a particular outcome (e.g. probability of death on drug A), calculated as number of deaths in those on drug A/total number of patients on drug A.  Expressed as a proportion or percentage.  Used in clinical trials and cohort studies.

Relative risk (RR)
The ratio of risks across two different treatments/ conditions, e.g. risk of death on drug A/risk of death on drug B.  If RR>1 then patients on drug A are more likely to die than patients on drug B and vice versa.  Also known as the risk ratio (also RR).

Risk difference (RD)
The arithmetic difference in risks across two different treatments/conditions, e.g. risk of death on drug A – risk of death on drug B.  If RD>0 then patients on drug A are more likely to die than patients on drug B and vice versa.  Also know as the absolute risk difference (ARD).

Odds
The ratio of ‘bad’ to ‘good’ outcomes for patients in a particular treatment group/condition, e.g. number dead on drug A/number alive on drug A.  Expressed as a ratio, e.g. 5:1 – there are 5 ‘bad’ outcomes for every 1 ‘good’ outcome.  Used in case-control studies.

Odds ratio (OR)
The ratio of the odds of a bad outcome across two different treatments/conditions, e.g. odds of death on drug A/odds of death on drug B.  

Correlation 
A measure of the relationship between two continuous variables.

Pearson correlation coefficient (r)

A metric used to describe the strength of the relationship between two continuous variables.  Requires that both variables are approximately Normally distributed.  The range of possible values starts at r=–1 (perfect negative correlation), goes through r=0 (no relationship between the variables) to r=+1 (perfect positive correlation).  The statistical significance of the correlation coefficient can be assessed under the null hypothesis of no relationship (r=0).

Spearman correlation coefficient (S)

A metric used to describe the strength of the relationship between two continuous variables, used when either one or both variables are non-Normally distributed.  The Spearman coefficient is based on the rank order of each variable.  The range of possible values starts at S=–1 (perfect negative correlation), goes through S=0 (no relationship between the variables) to S=+1 (perfect positive correlation).  The statistical significance of the correlation coefficient can be assessed under the null hypothesis of no relationship (S=0).

Contingency table/2x2 table/nxn table

A method of displaying the relationship between two categorical variables, e.g. gender (male/female) as the columns and breakfast (yes/no) as the rows.  It is good practice to include both frequencies and percentages in each cell.

Sampling distribution of the mean

A theoretical frequency distribution in which the ‘individual’ observations are the means of an infinite
 number of random samples of size n taken from the population.

Standard error of the mean (SEM)

The standard deviation of the sampling distribution of the mean.  Calculated as SD/√n.  Also known as the standard error (SE).

Standard error of a proportion

The standard deviation of the sampling distribution of a proportion.  Calculated as √[p(1-p)/n].
Confidence Interval (CI)
The range of values in which a statistic (e.g. mean, RR) would be expected to lie in x% of repetitions of a study.  The most common CI is the 95% CI (i.e. x=95), which for the mean is calculated as mean±1.96(SEM).  A 99% CI would be wider than a 95% CI.
Inference

Inference
The process of using sample data to draw conclusions about a population.

Null hypothesis
A statement to indicate a belief that there is no difference between two distributions, e.g. there is no difference in the risk of death on drug A compared to drug B.  

Alternative hypothesis
The converse to the null hypothesis: a statement to indicate a belief that there is a difference between two distributions, e.g. the risk of death on drug A is different to the risk of death on drug B.

Hypothesis test
An approach to testing the likelihood that a null hypothesis is true given the data that have been observed.  A hypothesis test will lead to one of two conclusions: reject the null hypothesis or do not reject the null hypothesis.  Also known as significance tests.

One-sided test
A hypothesis test that specifies the direction of any difference between distributions, e.g. the risk of death on drug A is greater than the risk of death on drug B.

Two-sided test
A hypothesis test that does not specify the direction of any difference between distributions, e.g. the risk of death on drug A is different to the risk of death on drug B.  Most hypothesis tests are two sided.

Test statistic
The result of the particular form of hypothesis test undertaken, e.g. t-value.  Should always be specified when writing up results, along with the p-value.

Critical value
A pre-determined benchmark for the calculated test statistic, which depends on the level of statistical significance sought.  Critical values are identified from statistical tables and are generally only used when hypothesis tests are being undertaken by hand.

p-value
The probability that the null hypothesis is true given the data that have been observed.  The p-value corresponds to the probability that the observed results could have occurred by the play of chance.  A p-value <0.05 is generally considered statistically significant.  State the exact p-value when writing up results, unless it is very small (when p<0.001 should be used).

Type I (α) error
The probability of concluding, from the sample data, that there is a difference between two distributions in the population when there is no difference.  This probability is represented by the p-value.

Type II (β) error
The probability of concluding, from the sample data, that there is no difference between two distributions in the population when there is a difference.  1-Type II error rate is the power of the study.

Degrees of freedom (DF)
A way of keeping score when estimating a series of statistics from a dataset.  For example, in estimating the population mean by calculating the sample mean, you start with n DF, where n is the number of observations in your dataset.  Estimating the mean ‘costs’ you 1 DF, which leaves you n-1 DF for your next estimation, e.g. the SD.  Imagine a single 3x3 box in a Su-Doku puzzle.  To begin with, there are 9 empty cells and 9 numbers to be filled in.  However, once you have filled in 8 numbers, you have no freedom over where to put the 9th number, so you have 8, rather than 9 DF.

Parametric test
A hypothesis test which assumes that the sample data are approximately Normally distributed.

t-test
A parametric hypothesis test used to (1) compare the mean of one continuous variable against a hypothesised value or (2) test the null hypothesis that there is no difference in the means of a continuous variable between two groups.  Separate versions of the t-test should be used for paired and unpaired data.

ANOVA
A parametric hypothesis test used to test the null hypothesis that there are no differences in the means of a continuous variable between more than two groups.  Separate versions of ANOVA should be used for matched and unmatched data.  The test statistic is denoted as F.  The results of an ANOVA tell you whether any differences are statistically significant, but they do not tell you what those differences are.

Chi-squared test (χ2)
A hypothesis test used to compare the frequency distribution of one or more categorical variables against a null hypothesis.  The frequency distribution should be shown in a contingency table (e.g. a 2x2 table).  The null hypothesis specifies the number of cases in each cell in the table that would be expected and the Chi-squared test compares the observed frequencies with the expected frequencies.  The Chi-squared test requires at least 5 cases in each cell.

Non-parametric test
A hypothesis test that does not assume that the sample data are approximately Normally distributed.

Mann Whitney U test
A non-parametric hypothesis test used to compare the median of a continuous variable between two unpaired groups.

Wilcoxon rank sum test
A non-parametric hypothesis test used to compare the median of a continuous variable between two paired groups.

Kruskal-Wallis test
A non-parametric hypothesis test used to compare the median of a continuous variable between three or more unmatched groups.

Friedman test
A non-parametric hypothesis test used to compare the median of a continuous variable between three or more matched groups.

Regression (linear)
A statistical method to estimate the equation of the line of best fit plotted through the individual points on a scatter diagram, in the form y=mx+c.  c represents the intercept and is the value of y (the dependent variable) that would be expected if x (the independent variable) was 0.  m is the gradient of the line and represents the change in the dependent variable expected for a one unit change in the independent variable.  Both c and m can be subjected to hypothesis tests, usually against the null hypothesis that these values are 0.  The method can be extended to include more than one independent variable (as a multiple linear regression).  There are a number of assumptions of a linear regression that should be tested during the analysis.

Regression (logistic)
A statistical method used to estimate the effect of a number of independent variables on a binary dependent variable (e.g. well/ill).  The regression will estimate the log of the odds ratio for each independent variable, holding all other independent variables constant.  Each log odds ratio can be subjected to a hypothesis test that the odds ratio is 1.

Interpretation

Statistical significance
A way of examining the results of a hypothesis test.  A hypothesis test will result in a p-value, which can be compared to a pre-determined significance level (usually 0.05, occasionally 0.01).  If the calculated p-value is below the pre-determined level, then the null hypothesis can be rejected and hence the relationship being tested is statistically significant.  Even if an association is statistically significant it may not be clinically significant (see below) and remember that statistical significance is not definite proof of a relationship.

Clinical/practical significance
A way of assessing the results of an analysis.  When carrying out an analysis, it is important to determine (before you start) what relationships/differences would be considered large enough to change practice.  The actual results can subsequently be compared to these pre-determined values.  The results of an analysis may be statistically but not clinically significant or vice versa.  Do not get too hung up on statistical significance at the expense of clinical significance.

Confounding variable
A variable that may explain an observed relationship between two other variables, on which data may or may not have been collected.   For example, you may find a positive relationship between alcohol consumption and oral cancer.  However, this relationship may in fact be mediated by smoking status (the confounding variable), since there is a positive relationship between both smoking status and alcohol consumption; and smoking status and oral cancer.

Association
Rejecting a null hypothesis will enable you to suggest an association between your variables of interest, e.g. alcohol consumption is associated with oral cancer.  This is not proof!

Causation
It is important to consider the mechanism by which an association you are investigating may have occurred.  For example, if we only have data on current alcohol consumption and oral cancer status, we cannot say whether alcohol causes oral cancer or whether having oral cancer makes people drink more alcohol.  Had we had longer-term data that showed that alcohol consumption preceded the onset of oral cancer, we would be more confident in claiming causation (after considering confounding variables!).

