Statistical tests step by step guide

Introduction
This set of guides provides step by step instructions for carrying out a variety of statistical tests manually.  The guides assume that you have chosen the correct test (see the diagram in your course guide) and that you have checked any required assumptions. The guides aim to keep statistical notation to a minimum, but this cannot be avoided completely.  When following the formulas, remember the rules of BODMAS which specify the order in which you should do mathematical operations: Brackets, Powers, Division & Multiplication, Addition & Subtraction.  While statistical tables are included, these only provide an indication of the p-value for a test: an accurate p-value can be obtained from either on-line tables or by using the Excel templates on Canvas.  Note that you do not need to learn how to do any tests manually as part of this course, but it is useful to understand how the tests work when you come to interpreting the results.


Step by step guide to the chi-squared test
1. Write out your null hypothesis.
2. Put your OBSERVED (O) data into a contingency table, with 1 row for each ‘treatment’ (e.g. drug given) and 1 column for each possible categorical ‘outcome’ (e.g. pass/fail) and include total rows and columns.  You need at least 1 row and 2 columns or vice versa and you should have at least 5 observations in each cell.
	OBSERVED
	Outcome 1
	Outcome 2
	Outcome 3
	Total

	Treatment 1
	
	
	
	

	Treatment 2
	
	
	
	

	Treatment 3
	
	
	
	

	Total
	
	
	
	



3. Calculate how many observations you would EXPECT (E) to have for each treatment for each outcome, if the outcomes were equally distributed across the treatments. For example, if a total of 90 people had outcome 1 in the table above, then you would expect 30 of these to be on treatment 1, 30 on treatment 2 and 30 on treatment 3. Repeat this for outcomes 2 and 3.
	EXPECTED
	Outcome 1
	Outcome 2
	Outcome 3
	Total

	Treatment 1
	
	
	
	

	Treatment 2
	
	
	
	

	Treatment 3
	
	
	
	

	Total
	
	
	
	



4. Complete one row of this table for each cell in your table, comparing the observed and expected results (do not include the cells with totals in).
	
	(O – E)
	(O – E)2
	(O – E)2
E

	Cell 1
	
	
	

	Cell 2
	
	
	

	Cell 3
	
	
	

	Cell 4
	
	
	

	Cell 5
	
	
	

	Cell 6
	
	
	

	Cell 7
	
	
	

	Cell 8
	
	
	

	Cell 9
	
	
	

	TOTAL: add up all the values in the last column
	



5. The total from the last table is your chi-squared statistic. Compare this with the table of chi-squared statistics (below) to find the associated p-value. Your test has (rows-1)*(columns-1) degrees of freedom (df), again ignoring the totals. If your chi-squared statistic is GREATER than the critical value in the table, then your p-value is LESS than that in the first row. The Excel template will provide an accurate p-value.

6. Decide whether or not you can reject your null hypothesis.


Chi-squared table (see step 5. above)
	df 
	P = 0.05 
	P = 0.01 
	P = 0.001 

	1 
	3.84 
	6.64 
	10.83 

	2 
	5.99 
	9.21 
	13.82 

	3 
	7.82 
	11.35 
	16.27 

	4 
	9.49 
	13.28 
	18.47 

	5 
	11.07 
	15.09 
	20.52 

	6 
	12.59 
	16.81 
	22.46 

	7 
	14.07 
	18.48 
	24.32 

	8 
	15.51 
	20.09 
	26.13 

	9 
	16.92 
	21.67 
	27.88 

	10 
	18.31 
	23.21 
	29.59 





Step by step guide to the unpaired t-test
1. [image: ]Find the mean in each group, the standard deviation of each group (SD) and the number in each group (n)
2. Compute the pooled standard deviation

3. Compute the difference in means 
= mean 1 – mean 2
4. Compute the standard error (SE) of the difference in means 
 = pooled SD x √ (1/n1 + 1/n2) 
5. Compute t statistic by standardising the difference in means with respect to its standard error.
= difference in means/SE difference in means
5. Degrees of freedom (DF) are (n1-1) + (n2-1)
6. Use the t distribution table below to find the p-value associated with your t statistic and DF. If your t statistic is GREATER than the value shown in the table, then your p-value is LESS than the value shown at the top of the column.
7. Decide whether or not you can reject the null hypothesis.
 (
DF
)[image: ]


Step by step guide to the paired t-test
1. Compute a new variable, “Difference” for each observation in your sample, by subtracting the second condition value from the first (e.g. left hand – right hand).
2. Find the mean of the variable Difference, to give:        
3. Subtract the mean from the actual Difference for each observation and square the answer.
4. Add up these squared values, to give:
	First value in pair
	Second value in pair
	Difference
	(Difference – Mean)2

	A
	B
	A-B
	[(A-B) – Mean of all Differences]2

	(one row for each pair)
	
	
	

	
	
	
	

	TOTAL: add up all the values in the last column
	


 
5. Use this formula to find the t-statistic, where n is the number of paired observations in your sample:




6. The degrees of freedom (DF) is the number of paired observations – 1.
7. Use the t distribution table below to find the p-value associated with your t statistic and DF. If your t statistic is GREATER than the value shown in the table, then your p-value is LESS than the value shown at the top of the column.
8. Decide whether or not you can reject the null hypothesis.
 (
DF
)[image: ]


Step by step guide to a Pearson’s correlation coefficient

1. Construct a table like the one below containing the data collected for each paired observation in the first 2 columns (the 2 variables are labelled x and y here).
2. Compute the mean value of the x and y variables,     and 
3. Complete the next 5 columns in the table by calculating the difference between each individual x value (xi) and the mean of x, the difference between each individual y value (yi) and the mean of y, the product of the two differences and the square of each of the two differences.
4. Add up the values in the last 3 columns in the table.
	xi  value

	yi  value
	xi - 
	yi - 
	(xi -     ) (yi -    )
Column 3 x Column 4
	(xi -    )2
Square of Column 3
	(yi -     )2
Square of Column 4

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	Find mean, 

	Find mean, 


	
	
	Find total
	Find total
	Find total



5. Use the totals from the last 3 columns to compute the correlation coefficient using the following formula:
[image: ]

This equates to the column 5 total divided by the square root of the column 6 & 7 totals multiplied together.

6. The degrees of freedom (DF) are the number of paired observations – 2.

7. Use the table below to find the p-value associated with your correlation coefficient and DF. If your correlation coefficient is GREATER than the value shown in the table, then your p-value is LESS than the value shown at the top of the column.

8. Decide whether or not you can reject the null hypothesis.
 (
DF
)[image: ]
Step by Step Guide to a Spearman’s Rank Correlation Coefficient
1. You should have your original data in two columns.  Rank the data for each variable separately, from (1) for the largest value to (n) for the smallest value, where n is the number of observations you have.  Use the mean rank for ties (e.g. if the 3rd and 4th highest values are the same, use the rank 3.5 for each).
2. Calculate the difference in the two ranks for each observation.
3. Square each difference so they are all positive (completing the table below).
4. Add up the squared differences.
5. Multiply the squared differences by 6.
6. Divide this total by n3-n, where n is the number of observations.
7. Subtract this value from 1 to give the Spearman’s Rank correlation coefficient, rs.
8. Compare your value of rs to the critical value in the table below. If your rs is greater than the value in the table (for your n), the p-value is lower than that in the column heading.
	Variable 1 values
	Variable 2 values
	Rank of variable 1
	Rank of variable 2
	Difference in ranks 
(rank 1–rank 2)
	Difference squared

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	



	Number of pairs of data (n)
	P=0.05
	P=0.01

	5
	1
	

	6
	0.886
	1

	7
	0.786
	0.929

	8
	0.738
	0.881

	9
	0.683
	0.833

	10
	0.648
	0.794

	20
	0.450
	0.591

	30
	0.364
	0.478



For a video of how to do this analysis, please see:
http://www.slideshare.net/prioryman/gcse-geography-how-and-why-to-use-spearmans-rank
 


Step by step guide to the ANOVA test
1. Find the following statistics:
a. Number of groups
b. Number of observations in each group
c. Total number of observations
d. Mean of all observations in each group (group mean)
e. Mean of all observations in all groups (overall mean)
f. Variance of all observations in each group (standard deviation squared)

2. Find the variance between groups (the mean squares between MSb) as follows:
a. Find the degrees of freedom (between) as number of groups – 1.
b. Find (group mean – overall mean)2 for each group and multiply this by the number in the relevant group.
c. Add up the values found in 2.b. across all groups.
d. Divide the total in 2. c. by the degrees of freedom (between).

3. Find the variance within groups (the mean squares within MSw) as follows:
a. Find the degrees of freedom (within) as total number of observations – number of groups.
b. Multiply the variance in each group by the number of observations in each group – 1 (do the subtraction first).
c. Add up the values found in 3. b. across all groups.
d. Divide the total in 3. c. by the degrees of freedom (within).

4. Find the F statistic using MSb divided by MSw.

5. Use the table below to assess whether your F statistic is statistically significant at p<0.05. If your F statistic is GREATER than the value in the table, then p<0.05.  V1 is the degrees of freedom (between) and V2 is the degrees of freedom (within). Or use http://davidmlane.com/hyperstat/F_table.html

6. Decide whether or not you can reject the null hypothesis.


[image: ]



Step by step guide to the Mann Whitney U test
1. Combine the data from the two groups and rank them, noting whether the value came from group A or B (use mean ranks for any tied values)
	Rank from smallest (1) to largest (N).
2. Add up the rank totals for groups A and B to find TA and TB.
3. Select the larger of TA and TB and call it TX.
4. Find NA, NB and NX (the number of people in the X group).
5. Find the test statistic, U, using the following formula:
U = (NA * NB) + NX * (NX+1)/2 – TX
5. Compare your U value to that in a table of critical U values for the MWU test for your NA and NB
6. To reject the NH, your U value must be LESS than the critical U value (at the given p-value; this table is for p=0.05)
7. Decide whether or not you can reject the null hypothesis.
[image: ]
This method assumes that NA and NB are <20. If they are >20 it is not recommended that you do the test by hand, but that you use the Excel template instead.

Step by step guide to the Wilcoxon signed rank sum test
1. Compute a new variable, “Difference” for each observation in your sample, by subtracting the second condition value from the first (e.g. left hand – right hand).
2. Rank the differences ignoring +/- signs (use mean rank for ties and ignore 0 differences), from the smallest (1) to largest (N).
3. Label each rank with its sign (+/-).
4. Calculate W+ the sum of the positive ranks and W- the sum of the negative ranks.
5. Check that W+ + W- = N(N+1)/2.
	First condition value
	Second condition value
	Difference
	Rank of difference (ignoring sign)
	Sign of difference (+ or -)

	A
	B
	A-B
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	



8. Compare min (W+, W-) to the critical value in the Wilcoxon distribution (below).  If min (W+, W-) is LESS THAN the critical value in the table, then p is LESS THAN the value at the top of the column.
6. Decide whether or not you can reject the null hypothesis
[image: ]
This method assumes that N is <15. If N>15 it is not recommended that you do the test by hand, but that you use the Excel template instead.
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p-value (2-sided test)

DoF (N-2) 0.1 0.05 0.02 0.01

1 0.988 0.997 1.000 1.000

5 0.669 0.754 0.833 0.874

8 0.549 0.632 0.716 0.765

10 0.497 0.576 0.658 0.708

20 0.360 0.423 0.492 0.537

50 0.231 0.273 0.322 0.354

100 0.164 0.195 0.230 0.254
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Group 1 Size

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 - - - - - - - - - - - - - - - - - - - -

2 - - - - - - - 0 0 0 0 1 1 1 1 1 2 2 2 2

3 - - - - 0 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8

4 - - - 0 1 2 3 4 4 5 6 7 8 9 10 11 11 12 13 13

5 - - 0 1 2 3 5 6 7 8 9 11 12 13 14 15 17 18 19 20

6 - - 1 2 3 5 6 8 10 11 13 14 16 17 19 21 22 24 25 27

7 - - 1 3 5 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34

8 - 0 2 4 6 8 10 13 15 17 19 22 24 26 29 31 34 36 38 41

9 - 0 2 4 7 10 12 15 17 20 23 26 28 31 34 37 39 42 45 48

10 - 0 3 5 8 11 14 17 20 23 26 29 33 36 39 42 45 48 52 55

11 - 0 3 6 9 13 16 19 23 26 30 33 37 40 44 47 51 55 58 62

12 - 1 4 7 11 14 18 22 26 29 33 37 41 45 49 53 57 61 65 69

13 - 1 4 8 12 16 20 24 28 33 37 41 45 50 54 59 63 67 72 76

14 - 1 5 9 13 17 22 26 31 36 40 45 50 55 59 64 67 74 78 83

15 - 1 5 10 14 19 24 29 34 39 44 49 54 59 64 70 75 80 85 90

16 - 1 6 11 15 21 26 31 37 42 47 53 59 64 70 75 81 86 92 98

17 - 2 6 11 17 22 28 34 39 45 51 57 63 67 75 81 87 93 99 105

18 - 2 7 12 18 24 30 36 42 48 55 61 67 74 80 86 93 99 106 112

19 - 2 7 13 19 25 32 38 45 52 58 65 72 78 85 92 99 106 113 119

20 - 2 8 13 20 27 34 41 48 55 62 69 76 83 90 98 105 112 119 127

Group 2 Size
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No. ranked 

pairs

Two-sided significance 

level

0.05 0.01

6 0 -

7 2 -

8 3 0

9 5 1

10 8 3

11 10 5

12 13 7

13 17 9

14 21 12

15 25 15
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DoF p=0.1 p=0.05  p=0.01

1

6.314 12.71 63.66

2

2.920 4.303 9.925

3

2.353 3.182 5.841

4

2.132 2.776 4.604

5

2.015 2.571 4.032

10

1.812 2.228 3.169

20

1.725 2.086 2.845

50

1.676 2.009 2.678

100

1.660 1.984 2.626



1.645 1.960 2.576


image3.wmf
D


oleObject1.bin

