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Philosophy
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Paintings by two different painters
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Who’s painting is this?
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And this?

learning from data for generalization to unseen cases



I. Entities have (explicit or implicit) representations
6

A transformer that 
can transform into a 
yellow car 

My self



“Bank” in which 
statement is more 
semantically related to 
the picture?

• A: As he walked by the bank, he saw some boats

• B: As he walked by the bank, he saw some tellers
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II. Semantic relatedness of entities is context dependent 
and thus their representations are contextual

As he walked by the bank, he saw some boats As he walked by the bank, he saw some tellers
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III. Representation of any entity can allow us to 
reconstruct or “generate” it
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IV. It is possible to develop representations in an 
inductive manner (through empirical observations)



V. Intelligence is the capacity to develop and utilize causal 
representations of entities, enabling an organism or system to act 

effectively and adaptively.
14

US Airways Flight 1549
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Only if we could have a mechanism that would 
enable developing such representations from 

empirical observations



Deep Learning

Learning Representations from 
training examples with 
“layers” of biologically inspired 
neurons
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Working Principles



Exercise
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Exercise
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Exercise
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But what if we have a linearly 
inseparable problems?
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Biological Neurons and Networks
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Single Neuron: Representation

• An abstraction of the biological neuron
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Activation Functions Can use any activation 
function
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How to train your 
neural network

• Representation 

• Evaluation 

• Optimization
26



Representation: How does the model 
produce its output?
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𝑢𝑖 = 𝒘𝒊
𝑻𝒙 = 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

𝑦𝑖 = 𝑎 𝑢𝑖 = 𝑎 ෍

𝑗

𝑤𝑖𝑗𝑥𝑗∑

𝑤𝑖1

𝑤𝑖𝑑

𝑥1

𝑥𝑑=2

𝑢𝑖 𝑦𝑖

summation activation

𝑤𝑖0

𝑥0 = 1 𝑖th neuron

= 𝑎 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

= 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

𝑥1

𝑥2

𝒘𝒊𝟏𝒙𝟏 + 𝒘𝒊𝟐𝒙𝟐 + 𝒘𝒊𝟎 > 𝟎 

𝒘𝒊𝟏𝒙𝟏 + 𝒘𝒊𝟐𝒙𝟐 + 𝒘𝒊𝟎 < 𝟎 

What do we want?



Evaluation
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𝑢𝑖 = 𝒘𝒊
𝑻𝒙 = 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

𝑦𝑖 = 𝑎 𝑢𝑖 = 𝑎 ෍

𝑗

𝑤𝑖𝑗𝑥𝑗∑

𝑤𝑖1

𝑤𝑖𝑑

𝑥1

𝑥𝑑=2

𝑢𝑖 𝑦𝑖

summation activation

𝑤𝑖0

𝑥0 = 1 𝑖th neuron

= 𝑎 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

= 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

Calculate how much error the line produces



Optimization
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𝑢𝑖 = 𝒘𝒊
𝑻𝒙 = 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

𝑦𝑖 = 𝑎 𝑢𝑖 = 𝑎 ෍

𝑗

𝑤𝑖𝑗𝑥𝑗∑

𝑤𝑖1

𝑤𝑖𝑑

𝑥1

𝑥𝑑=2

𝑢𝑖 𝑦𝑖

summation activation

𝑤𝑖0

𝑥0 = 1 𝑖th neuron

= 𝑎 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

= 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2 + 𝑤𝑖0

Update Weight parameters to reduce error (using gradient descent)
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How to fold the space?

• Change the definition of distance between points

• How to achieve this?
• By transforming the features of the examples to another space

31

x1

x2

f(x)



How to fold the space?

• Change the definition of distance between points

• How to achieve this?
• By transforming the features of the examples to another space

32

x1

x2

f(x)

Transformed Feature
representation

Input Feature 
representation



How to fold the space?

• Change the definition of distance between points

• How to achieve this?
• By transforming the features of the examples to another space

• At an abstract level

33

f(x)

Tran
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rm

Transformed Feature
representation

Input Feature 
representation
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How to fold the space?

• Change the definition of distance between points

• How to achieve this?
• By transforming the features of the examples to another space

• We can do it multiple times

35

f(x)

Layer-2

Transformed Feature
representation

Layer-1

Input



Why deep learning?

• By multiple layers of neurons, we can achieve
• Drawing lines

• Linear separability

• Implicit representation learning

• Deeper architectures are more “efficient at learning representations”
• We need fewer cuts to cut a shape if we fold many times
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Let’s try it out

37https://playground.tensorflow.org

https://playground.tensorflow.org/


Convolutional 
Neural Networks
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Where’s Waldo?
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40
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Model
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Model



• Assume we have a cutout of what Waldo looks like

• And if we “scan” (formally called correlate or convolve) the cutout 
against the input image – we should see a peak at the location where 
Waldo occurs in the input image
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Model



• Assume we have a cutout of what Waldo looks like

• And if we “scan” (formally called correlate or convolve) the cutout 
against the input image – we should see a peak at the location where 
Waldo occurs in the input image
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Model



• Assume we have a cutout of what Waldo looks like

• And if we “scan” (formally called correlate or convolve) the cutout 
against the input image – we should see a peak at the location where 
Waldo occurs in the input image
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Model



• Assume we have a cutout of what Waldo looks like

• And if we “scan” (formally called correlate or convolve) the cutout 
against the input image – we should see a peak at the location where 
Waldo occurs in the input image
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Model



• What if I don’t have a cut out of Waldo?

• Can we find him still?

47

Model



(Very) basic “convolutional neural 
network”

• Acts as a “detection” or “feature extraction” unit
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∗ −

𝐸𝑟𝑟𝑜𝑟

𝑈𝑝𝑑𝑎𝑡𝑒

𝐼𝑛𝑝𝑢𝑡 𝐹𝑖𝑙𝑡𝑒𝑟

𝑂𝑢𝑡𝑝𝑢𝑡
(Feature Map) 𝑇𝑎𝑟𝑔𝑒𝑡

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛

https://github.com/foxtrotmike/CS909/blob/master/learn_filters.ipynb 
https://github.com/foxtrotmike/CS909/blob/master/cnn_mnist_pytorch.ipynb 

https://github.com/foxtrotmike/CS909/blob/master/learn_filters.ipynb
https://github.com/foxtrotmike/CS909/blob/master/cnn_mnist_pytorch.ipynb


Basic convolutional neural network for ML
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𝐿𝑜𝑠𝑠

𝑈𝑝𝑑𝑎𝑡𝑒

𝐼𝑛𝑝𝑢𝑡 𝐹𝑖𝑙𝑡𝑒𝑟 𝑂𝑢𝑡𝑝𝑢𝑡 𝑇𝑎𝑟𝑔𝑒𝑡

−𝑦 𝑡

𝑈𝑝𝑑𝑎𝑡𝑒

Detector Classifier

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑃𝑜𝑜𝑙𝑒𝑑 𝐹𝑙𝑎𝑡𝑡𝑒𝑛𝑒𝑑

∗



CNNs
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𝐿𝑜𝑠𝑠

𝑈𝑝𝑑𝑎𝑡𝑒

𝐼𝑛𝑝𝑢𝑡 𝐹𝑖𝑙𝑡𝑒𝑟 𝑂𝑢𝑡𝑝𝑢𝑡 𝑇𝑎𝑟𝑔𝑒𝑡

−𝑦 𝑡

𝑈𝑝𝑑𝑎𝑡𝑒

Detector Classifier

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑃𝑜𝑜𝑙𝑒𝑑 𝐹𝑙𝑎𝑡𝑡𝑒𝑛𝑒𝑑

∗
∗

∗

𝑈𝑝𝑑𝑎𝑡𝑒

𝐹𝑖𝑙𝑡𝑒𝑟 𝑃𝑜𝑜𝑙𝑒𝑑 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝

∗
∗

∗

Convolution Layer Convolution Layer MLP

https://poloclub.github.io/cnn-explainer/ 

https://poloclub.github.io/cnn-explainer/
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𝐿𝑜𝑠𝑠
𝑈𝑝𝑑𝑎𝑡𝑒

𝐼𝑛𝑝𝑢𝑡
𝐹𝑖𝑙𝑡𝑒𝑟 𝑂𝑢𝑡𝑝𝑢𝑡 𝑇𝑎𝑟𝑔𝑒𝑡

−𝑦 𝑡

Feature Detection or Representation Building Predictor

𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑃𝑜𝑜𝑙𝑒𝑑 𝐹𝑙𝑎𝑡𝑡𝑒𝑛𝑒𝑑

∗

𝑊𝑒𝑖𝑔ℎ𝑡 
𝑈𝑝𝑑𝑎𝑡𝑒

Build Patch
“Embedding”  

Representation

𝑆𝑥 = 𝒙𝒊 ∈ 𝑅𝑑|𝑖 = 1 … 𝑛

Transformer 
Encoding via 

Attention Blocks
Predictor

Optimus Prime

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝒙𝒊 ≡ 𝜙 𝒇𝒊, 𝒕𝒊
Feature Embedding: What is it?
Positional Embedding: Where is it?

Output Target

Optimus Prime

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝐿𝑜𝑠𝑠

−

Convolutional 
Neural Network

(Vision) Transformers

Dosovitskiy, Alexey, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, et al. “An Image Is Worth 16x16 
Words: Transformers for Image Recognition at Scale.” arXiv, June 3, 2021. https://doi.org/10.48550/arXiv.2010.11929.

Transform representation of each 
token based on its semantic 

relatedness or “attention” score 
with other tokens

https://doi.org/10.48550/arXiv.2010.11929
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𝑊𝑒𝑖𝑔ℎ𝑡 
𝑈𝑝𝑑𝑎𝑡𝑒

Build Patch
“Embedding”  

Representation

𝑆𝑥 = 𝒙𝒊 ∈ 𝑅𝑑|𝑖 = 1 … 𝑛

Transformer 
Encoding via 

Attention Blocks
Predictor

Optimus

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝒙𝒊 ≡ 𝜙 𝒇𝒊, 𝒕𝒊
Feature Embedding: What is it?
Positional Embedding: Where is it?

Output Target

Optimus

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝐿𝑜𝑠𝑠

−

(Vision) Transformers (for classification)

𝑊𝑒𝑖𝑔ℎ𝑡 
𝑈𝑝𝑑𝑎𝑡𝑒

Build Token/Word
“Embedding”  

Representation

𝑆𝑥 = 𝒙𝒊 ∈ 𝑅𝑑|𝑖 = 1 … 𝑛

Transformer 
Encoding via 

Attention Blocks
Predictor

Optimus

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝒙𝒊 ≡ 𝜙 𝒇𝒊, 𝒕𝒊
Feature Embedding: What is it?
Positional Embedding: Where is it?

Output Target

Optimus

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝐿𝑜𝑠𝑠

−

(NLP) Transformers (for next word prediction)

A transformer that can transform into 
a yellow car is called ____________.

Simplest: 𝜙 𝒇𝒊, 𝒕𝒊 = 𝒇𝒊 + 𝒕𝒊

1 2 ⋯

𝑛 tokens/patches

Transform representation of each 
token based on its semantic 

relatedness or “attention” score 
with other tokens



What is attention and why do you need 
it?

55

Tsai, Yao-Hung Hubert, Shaojie Bai, Makoto Yamada, Louis-Philippe Morency, and Ruslan Salakhutdinov. “Transformer 
Dissection: A Unified Understanding of Transformer’s Attention via the Lens of Kernel.” ArXiv:1908.11775 [Cs, Stat], 
November 11, 2019. http://arxiv.org/abs/1908.11775.

𝑥𝑞
′ = 𝐴 𝑥𝑞; 𝑀 𝑥𝑞 , 𝑆𝑥𝑘

; 𝜽 = ෍

𝑥𝑘∈𝑀 𝑥𝑞,𝑆𝑥𝑘

a 𝑥𝑞 , 𝑥𝑘 ; 𝑀 𝑥𝑞 , 𝑆𝑥𝑘
, 𝜽𝒌 𝑣 𝑥𝑘; 𝜽𝒗 = ෍

𝑥𝑘∈𝑀 𝑥𝑞,𝑆𝑥𝑘

k 𝑥𝑞 , 𝑥𝑘; 𝜽𝒌

∑𝑥
𝑘′∈𝑀 𝑥𝑞,𝑆𝑥𝑘

k 𝑥𝑞 , 𝑥𝑘′; 𝜽𝒌

𝑣 𝑥𝑘; 𝜽𝒗

http://arxiv.org/abs/1908.11775


Large Language Models: ChatGPT

• Simply: A transformer that generates the next word given some 
context
• Multiple (>100) transformer layers with over a billion weights

• Trained over the entire internet corpus

• Fine-tuned (and controlled) with human feedback prompting

56

𝑊𝑒𝑖𝑔ℎ𝑡 
𝑈𝑝𝑑𝑎𝑡𝑒

Build Token/Word
“Embedding”  

Representation

𝑆𝑥 = 𝒙𝒊 ∈ 𝑅𝑑|𝑖 = 1 … 𝑛

Transformer 
Encoding via 

Attention Blocks
Predictor

Optimus

Bumblebee

Jazz

⋮
Ironhide

Ratchet

𝒙𝒊 ≡ 𝜙 𝒇𝒊, 𝒕𝒊
Feature Embedding: What is it?
Positional Embedding: Where is it?

Output Target

𝐿𝑜𝑠𝑠

−

(NLP) Transformers (for next word prediction)

A transformer that can transform into 
a yellow car is called ____________.

Simplest: 𝜙 𝒇𝒊, 𝒕𝒊 = 𝒇𝒊 + 𝒕𝒊



Graphs and their neural networks

    This  is   a  graph

57



Graph Neural Networks

• Simple Graph Classification Example
• Node and edge level prediction problems also possible

58

𝑊𝑒𝑖𝑔ℎ𝑡 
𝑈𝑝𝑑𝑎𝑡𝑒

Build
“Embedding”  

Representation of 
each node and edge

Graph Message 
Passing Layers

Predictor Cancer Drug

Not Cancer Drug

Output Target

𝐿𝑜𝑠𝑠

−

Cancer Drug

Not Cancer Drug

0
1
0
0
0

𝑥𝑖 =

𝐶
𝐻
𝑂
𝑁
𝑆

=

1
0
0
0
0

Input: Graph consisting of
Node set: what are things (each node has feature representation)
Edge set: how are they connected (each edge can have a feature representation but, in the very least, it tells us what nodes are connected by an edge)



Generative Machine Learning

59

Generator 𝑥

Conditional representation 𝑐

Noise Input 𝑧

https://github.com/foxtrotmike/CS909/blob/master/simpleGAN.ipynb
https://github.com/wgrgwrght/Simple-Diffusion/blob/main/SimpleDiffusion.ipynb 
 

“Image showing "It's coming home" 
in the context of the English team 
winning the football final”

https://github.com/foxtrotmike/CS909/blob/master/simpleGAN.ipynb
https://github.com/wgrgwrght/Simple-Diffusion/blob/main/SimpleDiffusion.ipynb


60



61

I. Entities have (explicit or implicit) representations

II. Semantic relatedness of entities is context 
dependent and thus their representations are 
contextual

III. Representation of any entity can allow us to 
reconstruct or “generate” it

IV. It is possible to develop representations in an 
inductive manner (through empirical observations)

V. Intelligence is the capacity to develop and utilize 
causal representations of entities, enabling an 
organism or system to act effectively and adaptively.

VI. Empirical observations may not be enough

Learning representations

Using Convolutions, Transformers or Graph Layers

Generative Machine Learning: GANs, Latent Diffusion Models

Learning Algorithm: Optimization of model parameters 
through gradient descent based on existing data
Learning mechanisms: Self Supervised Learning, Next word 
prediction

Deep Reinforcement Learning?

Causal Machine Learning

AlgorithmsPhilosophical basis



Next Steps

• Data Mining and Machine Learning Lecture Series
• Assumes knowledge of programming

• Covers Python

• Assumes no knowledge of ML

• Starts from simple classification

• Ends at Generative Adversarial Networks

62

https://youtu.be/CjHp5HGckQk 

https://sites.google.com/view/fayyaz/courses/data-mining 

https://sites.google.com/view/fayyaz/courses/data-mining
https://sites.google.com/view/fayyaz/courses/data-mining
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