## Daniel Keer's account of "snapshot following"

How the Snapshot Following Works

The 'snapshot following' part of the ant AI is one of the major achievements of this project.

I will try to briefly explain here the visual navigation mechanism that has been implemented as a result of my experimentation.

## How the Snapshot Following Works

THE PROBLEM:
To compare a route of snapshots in memory...

...with what the ant can currently see.

...and come up with an estimate of the distance left to move and the direction to turn to move the ant back to the location


## How the Snapshot Following Works

At each step, the ant will compare the current view with the current snapshot it is following..

..to see how it needs to move to line up the current view with the remembered snapshot view.

snapshot to follow

current view

- It is obvious to the human eye that the ant needs to turn approx. 4 bar-widths to the right to get the yellow landmark to match up.
- You may also see that the yellow object in view is narrower and shorter than the snapshot, giving an indication of a longer current distance away than that in the snapshot.
- But how can the ant determine this?

Each of these objects are then compared with what can be seen in the current view. Matches are made primarily by colour:


Then, for each object the ant has identified...


The average height is compared to find a percentage match for height:
(viewed height / snapshot height)
In this case, the percentage match is 0.951 , indicating that the object is further away than it was when the snapshot was taken

The width is also compared:
(viewed width / snapshot width)
current view:


In this case, the percentage width match is 0.8 , again indicating that the object is further away than in the snapshot.

## (For Each Object)



An indication of the turn needed is calculated:

1/2 (start_point_in_snapshot - start_point_in_view

+ end_point_in_snapshot - end_point_in_view)
i.e. the combined difference between the respective start and end points of the object
In this case:
$1 / 2((3-7)+(7-10))=-3.5$

(a turn to the right of 3.5 bar widths)

When this has been completed for each object, there will be corresponding values for:

Using these overall measures of how well the snapshot matches, the ant then uses a set of simple rules to navigate:

- Width percentage match
- If the snapshot appears to be a good match (in terms of
- Height percentage match width and height), the ant will follow it. It will perform any turn actions necessary, and then take a step.
- Recommended turn
- When the height match is very close to 1 (indicating that the correct distance has been reached), the ant will start following the next snapshot in the trail.
These values are then averaged for all the objects in view to get the overall values for the snapshot.
- If the percentage match gets too low, the ant will assume it has lost its way, and revert into random search mode.

There is slightly more to the snapshot following procedure than has been detailed here, but I think it is evident that the fundamentals are fairly simple.
Ants only have fairly simple brains, so any innate behaviour will not be that complicated in real life.

The point to be made is that complicated intelligence is
Daniel Keer's reflections not necessary for complicated behaviour to arise. on the design of his model

## KEY ACHIEVEMENTS IN THE AI

## IN THE MODEL:

- The ant is able to record snapshots into memory.
- It can then follow the route back, comparing the snapshot with what it can currently see to decide how to turn.
- It is usually quite successful at this (provided certain conditions are met regarding the surrounding objects).
- This is the key achievement of my project.


## Design Process

- For the environment/interface, I had a clear plan of what was necessary, and developed KC's model accordingly.
- When it came to the AI, I had some ideas about how I might implement the snapshot matching, but was unsure how successful these ideas would actually be in practice.
- I experimented with these ideas in the model to see what behaviours would result.
- I also generated new ideas by moving the ant myself and seeing what she could perceive of the environment.
- I built up the complete working AI through this interaction and experimentation with the model.


## State of Completion

- The environment and interface is pretty much complete.
- The AI is complete enough to showcase the navigation method that I have modelled.
- There are situations where the AI will not work perfectly (e.g. if there are objects of the same colour), and it is true that a lot more work could be done to fine-tune the AI perfectly (you could go on forever).
- However, I think that the interesting part of this project has been showing the complex and lifelike behaviours that can result from a simple set of basic rules.
- A 'bulletproof' AI is less important.


## Empirical Modelling Approach to AI

- I think that the Empirical Modelling 'experimental' approach has significant merit for AI development.
- The snapshot recording and following parts of the AI were the most difficult to develop.
- Experimenting with the model from the 'point of view' of the ant was vital for generating ideas about how the ant could compare snapshots with current surroundings.
- I think it would be very difficult to develop such an AI without 'playing' with the model to generate such insights
- The Empirical Modelling approach seems a very sensible one to take for these types of problems.

