Overview and basic definitions

Computing string (or sequence) alignments [1, 3] is a classical method of comparing strings and has applications in many areas of computing, such as signal processing, bioinformatics, and source code management. Semi-local string alignment is a recent generalisation of this method, in which the alignment of a given string and all substrings of another string are computed simultaneously at no additional asymptotic cost.

Let \( x = x_1x_2 \ldots x_m \) and \( y = y_1y_2 \ldots y_n \) be two strings over an alphabet \( \Sigma \) of size \( \sigma \). We distinguish between consecutive substrings of a string \( x \) which can be obtained by removing zero or more characters from the beginning and/or the end of \( x \), and subsequences which can be obtained by deleting zero or more characters in any position. The longest common subsequence (LCS) of two strings is the longest string that is a subsequence of both input strings, its length (the LLCS) is a measure for the similarity of the two strings. A common approach to this problem is to reduce it to finding longest paths in directed acyclic grid graphs (see Figure 1).

For many applications, the LCS itself is of lesser interest than its length, particularly for different substrings, prefixes or suffixes of the input strings [4]. The result of such a computation is a highest-score matrix that contains LCS lengths of specific substrings of the input strings. Solutions to the semi-local LCS problem are given by a highest-score matrix \( A \) where \( A(i,j) \) is defined as the LLCS of \( x \) and substring \( y_i \ldots y_j \).

In this talk, we expose a close connection between semi-local string comparison and a certain class of traditional comparison networks [2] known as transposition networks. Based on this, we will show how bit-parallel and parameterized algorithms for string comparison can be derived using this method, and how this relates to previous approaches.
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