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Good books for the course are Folland-Real Analysis for Distributions, Lp and func-
tional Analysis. Grafakos -Classical Fourier Analysis, and Stein- Singular Integrals.

1 Fourier Transform

We have a typical setting of R with the Lebesgue measure, written dx.

Definition 1.1 We define, for f ∈ L1(Rn) the Fourier Transform to be

f̂(ξ) = ∫
Rn
f(x)e−2πix⋅ξdx

We now motivate this definition, from the Fourier series. We restrict ourselves to R for
simplicity. Suppose that f(x) is periodic of period L. We take {Kne

cninx} and that for

specific Kn, cn that they are orthonormal. With period L, we have en =
1√
L
e

2πi
L
nx and so

(en, em) = δmn. Then given any f ∈ L2([−L2 ,
L
2
]) define

f̂(n) = (f, en) =
1

√
L
∫

L
2

−L
2

f(x)
1

√
L
e−

2πi
L
nxdx

Since {en} is an orthonormal basis, we have f(x) = ∑ f̂(n)en. We now want to send L to
∞. There is a well known formula called Plancherel:

∫ ∣f ∣2dx =∑ ∣f̂(n)∣2

We build a step function as follows:

gL(ξ) =
√
Lf̂(n) if ξ ∈ [

2πn

L
,
2π(n + 1)

L
)

and then ∫ ∣f ∣2dx = ∑ ∣f̂(n)∣2 = 1
2π ∫ ∣gL(ξ)∣

2dξ and the limit of gL gives what we want.
Explicitly,

lim
L→∞

gL(ξ) = f̂(ξ) = f̂(ξ)

and

gL(ξ) =
√
Lf̂(n) =

√
L

√
L
∫

L
2

−L
2

f(x)
1

√
L
e−

2πi
L
nxdx

Now 2πn
L is the left endpoint of [2πn

L ,
2π(n+1)

L ) and we think of ξ = 2πn
L and take limits

when L→∞ keeping ξ “fixed”.

1.1 Properties of the Fourier Transform

We think of ∧ ∶ L1 →? but for sure ? is not L1, but what is it?.

Lemma 1.2 Let f, g, h ∈ L1 and α,β ∈ R. Then

1. ∧ is a linear operator, i.e. ̂(αf + βg)(ξ) = αf̂(ξ) + βĝ(ξ).

2. ∣∣f̂ ∣∣L∞ ≤ ∣∣f ∣∣L1

3. f ∈ L1 then f̂(ξ) is continuous. Moreover, lim∣ξ∣→∞ ∣f̂(ξ)∣ = 0. This is called
Riemann-Lebesgue.
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4. Convolution. If f, g ∈ L1 define f ⋆ g(x) = ∫Rn f(y)g(x − y)dy and then (̂f ⋆ g)(ξ) =

f̂(ξ)ĝ(ξ)

5. Define τhf(x) = f(x + h). Then τ̂hf(ξ) = f̂(ξ)e
2πix⋅h and ̂f(x)e2πix⋅h = f̂(ξ − h)

6. If θ ∈ SO(n) ,i.e. θ a rotation matrix, then f̂(θx)(ξ) = f̂(θξ)

7. If we define g(x) = 1
λn f(

x
λ) for λ > 0 then we have ĝ(ξ) = f̂(λξ).

8. If f ∈ C1, f ∈ L1, ∂f∂xj ∈ L
1 then ∂̂f

∂xj
(ξ) = 2πiξj f̂(ξ)

9. ̂(−2πixjf(x))(ξ) =
∂
∂ξj

(f̂(ξ)).

Proof

1. Obvious

2. Fix ξ and then ∣f̂(ξ)∣ ≤ ∫ ∣f(x)∣∣e−2πix⋅ξ ∣dx = ∣∣f ∣∣L1 and so

∣∣f̂ ∣∣L∞ = sup
ξ

∣f̂(ξ)∣ ≤ ∣∣f ∣∣L1

3. Pick en = (0, ...,0,1) and so we have

f̂(ξ) = −∫ f(x)e
−2πi(x+ 1

ξn
en)⋅ξdx = −∫ f(x −

1

ξn
en)e

−2πix⋅ξdx

and so

f̂(ξ) =
1

2
∫ (f(x) − f(x −

1

ξn
en))e

−2πix⋅ξdx

and if ∣ξn∣ → ∞ then the dominated convergence theorem implies that ∣f̂(ξ)∣ → 0.
It is clear that this doesn’t depend on en, and so this shows the result for ∣ξ∣ →∞

along any axis. Property 6 then gives any direction.

4.

(̂f ⋆ g)(ξ) = ∫ (∫ f(y)g(x − y)dy) e−2πix⋅ξdx

and then Fubini gives

∫ (∫ f(y)g(x − y)dy) e−2πix⋅ξdx = ∫ f(y)e−2πiy⋅ξ
(∫ g(x − y)e−2πi(x−y)⋅ξdx)dy

= f̂(ξ)ĝ(ξ)

5.
τ̂hf(ξ) = ∫ f(x + h)e−2πix⋅ξdx = ∫ f(y)e−2πi(y−h)⋅ξdy = e2πih⋅ξ f̂(ξ)

The other part is left as an exercise.

6. If θ ∈ SO(n) then θ−1 = θT and det θ = 1. Then

∫ f(θx)e−2πix⋅ξdx = ∫ f(θx)e−2πix⋅ξdx

= ∫ f(θx)e−2πiθ−1θx⋅ξdx

= ∫ f(θx)e−2πiθx⋅θξdx

= f̂(θξ)
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7.

ĝ(ξ) = ∫
1

λn
f (

x

λ
) e−2πix⋅ξdx = ∫ f(y)e−2πiy⋅(λξ)dy = f̂(λξ)

8.
∂̂f

∂xj
(ξ) = ∫

∂f

∂xj
(x)e−2πix⋅ξdx = ∫ f(x)2πiξje

−2πix⋅ξdx +��
�*0

BT = 2πiξj f̂(ξ)

9. exercise

Q.E.D.

The main problem with this definition of the Fourier transform is that ∧ ∶ L1 → L∞

but L∞ is not contained in L1. In an interval however, L∞ ⊂ L1. If one is doing the
Fourier series, we can define the inverse of the Fourier transform, and it should be

f(x) = ∫ f̂(ξ)e2πix⋅ξdξ

but since f̂(ξ) is not necessarily in L1 the right hand side of the above does not necessarily
make sense. We thus have a goal to change L1 into something else so that it is somehow
true. It turns out that the correct place is L2. However, for f ∈ L2 the definition of
Fourier transform doesn’t necessarily make sense.

1.2 Schwartz space

This is intuitively the space of C∞ functions that decay faster than any polynomial. We
first introduce some notation.

A point in space is denoted x = (x1, ..., xn) and a multiindex is denoted α = (α1, ..., αn)
for αi ∈ N. ∣α∣ = ∑ni=1 αi and α! = α1!...αn!. We have ∂αf = ∂α1

x1 ...∂
αn
xn f and xα =

(xα1
1 , ..., xαn1 ) and they satisfy the Leibniz rule

dm

dtm
(fg) =

m

∑
k=0

(
m

k
)
dkf

dtk
dm−kg

dtm−k

or more generally

∂α(fg) = ∑
β≤α

(
α1

β1
)...(

αn
βn

)∂βf∂α−βg

where β ≤ α means βi ≤ αi for all i.

Definition 1.3 f ∶ Rn → R is Schwartz (S) if for all α,β multiindices, there exists Cα,β
such that

ρα,β(f) = sup
x∈Rn

∣xα∂βf(x)∣ ≤ Cα,β

We make the following observations

1. C∞
c ⊂ S and e−c∣x∣

2
∈ S for c > 0 but 1

1+∣x∣a is not in S.

2. f ∈ S(Rn) and g ∈ S(Rm) then h(x1, ..., xn+m) = f(x1, ..., xn)g(xn+1, ..., xn+m) is in
S(Rn+m).

3. If P (x) is any polynomial and f ∈ S(Rn) then P (x)f(x) ∈ S(Rn)

4. If f ∈ S and α is any multiindex then ∂αf ∈ S.

Remark f ∈ S if and only if for all N there exists Cα,N such that ∣∂αf ∣ ≤
Cα,N
1+∣x∣N
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1.3 Convergence in S.

Definition 1.4 {fn} for fn ∈ S converges to f ∈ S in S if and only if for all α,β
multiindices,

ρα,β(fk − f) = sup
x

∣xα∂β(fk − f)∣→ 0

This is a very demanding definition. Note that if α = 0 then supx ∣∂
β(fk − f)∣→ 0.

This definition generates a topology on S and with respect to that topology the
operators +, a⋅, ∂α are continuous functions.

The objects ρα,β(f) are seminorms. They satisfy all properties of norms except
ρα,β(f) = 0 does not imply that f = 0.

One can construct a distance function in S which generates the same topology as
follows:

d(f, g) =
∞
∑
j=1

2−j
ρj(f − g)

1 + ρj(f − g)

where ρj are any enumeration of ραβ .

Theorem 1.5 Suppose {fk} and f ∈ S(Rn) and fk → f in S then fk → f in Lp for
1 < p ≤∞ (why not p = 1?). Moreover, there exists Cn,p such that

∣∣∂βf ∣∣Lp ≤ Cn,p ∑
∣α∣≤N+1

ρα,β(f)

where N = n+1
p

Proof

∣∣∂βf ∣∣pLp = ∫Rn
∣∂βf ∣pdx

= ∫
∣x∣<1

∣∂βf ∣pdx + ∫
∣x∣>1

∣∂βf ∣pdx

≤ Cn∣∣∂
βf ∣∣pL∞ + ∫

∣x∣>1

1

∣x∣n+1
[∣x∣

n+1
p ∣∂βf ∣]

p
dx

≤ Cn∣∣∂
βf ∣∣pL∞ + ∫

∣x∣>1

1

∣x∣n+1
sup
x

[∣x∣
n+1
p ∣∂βf ∣]

p
dx

and so (using different constants)

∣∣∂βf ∣∣Lp ≤ Cn∣∣∂
βf ∣∣pL∞ + ρN+1

p
,β(f)∫∣x∣>1

1

∣x∣n+1
dx ≤ Cn,p ∑

∣α∣≤N+1

ρα,β(f)

To prove convergence part, use the estimate with f replaced by fk − f and β = 0. Thus

∣∣fk − f ∣∣Lp ≤ C ∑
∣α∣≤N+1

ρα,0(fk − f)→ 0

Q.E.D.
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Theorem 1.6 The Fourier transform is a continuous map from S to S such that

∫ fĝdx = ∫ f̂gdx

Moreover
f(x) = ∫ f̂(ξ)e2πix⋅ξdξ

for f, g ∈ S.

Proof If f ∈ S then f ∈ L1. Thus we can define f̂(ξ). We claim that ∧ ∶ S → S is well
defined on S by the previous comment. Thus it is left to show that the range of ∧ lies in
S. We need sup ∣ξα∂β f̂(ξ)∣ ≤ aαβ. Recall rules on ∧ from before. We ignore factors of 2πi
for simplicity.

ξα∂β f̂(ξ) = C ̂(∂α(xβf))(ξ)

and so
sup ∣ξα∂β f̂(ξ)∣ ≤ C sup ∣ ̂(∂α(xβf))(ξ)∣

We’ve seen that g ∈ L1 Ô⇒ g ∈ L∞. We want ∣∣ ̂(∂α(xβf))(ξ)∣∣L∞ ≤ aαβ It is enough

to show that ̂(∂α(xβf))(ξ) ∈ L1. Notice that when you expand it you get factors of the
form xa∂bf for various a and b. and each one of these is in S and so is in L1. Thus it is
bounded. We have

sup ∣ξα∂β f̂(ξ)∣ = ∣∣C ̂(∂α(xβf))(ξ)∣∣L∞ ≤ C ∣∣(∂α(xβf))∣∣L1 (1.1)

To prove continuity, we show that ∧ is sequentially continuous, i.e. if fn → f in S
then f̂n → f̂ in S.

Convergence in S is defined in terms of the seminorms. Thus we need

ρα,β(fn − f)→ 0 Ô⇒ ρα,β(f̂n − f̂)→ 0

We have from (1.1) that

ρα,β(f̂n − f̂) = sup
ξ

∣ξαDβ
(f̂n − f̂)∣ ≤ C ∣∣∂αx (x

β
(fn − f)∣∣L1

If we now apply the Leibniz rule, we get

C ∣∣∂αx (x
β
(fn − f)∣∣L1 ≤ ∣∣∑

a,b

Cxa∂b(fn − f)∣∣L1 ≤∑ραβ(x
a∂b(fn − f))

and since ραβ(fn − f)→ 0 for fixed α and β then

ραβ(x
a∂b(fn − f))→ 0

Thus we have shown continuity.
Now for the first equality.

∫ f(x)ĝ(x)dx = ∫ f(x)∫ g(y)e−2πix⋅ydydx

Fubini
= ∫ g(y)∫ f(x)e−2πix⋅ydxdy

= ∫ f̂(x)g(x)dx
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Remember if h(x) ∈ L1 then hλ(x) =
1
λnh(

x
λ) has ĥλ(ξ) = f̂(λξ). If g ∈ S then gλ ∈ S

for all λ. Then

∫ f(x)ĝ(λx)dx = ∫ f(x)ĝλ(x)dx = ∫ f̂(x)gλ(x)dx = ∫ f̂(x)
1

λn
g(
x

λ
)dx

and so
λn∫ f(x)ĝ(λx)dx = ∫ f̂(x)g(

x

λ
)dx

and then changing variables in the right hand side by y = λx we get

∫ f(
y

λ
)f̂(y)dy = ∫ f̂(x)g(

x

λ
)dx

which is true for all λ > 0 and thus

lim
λ→∞∫

f(
y

λ
)f̂(y)dy = lim

λ→∞∫
f̂(x)g(

x

λ
)dx

We can use the DCT here (CHECK) to get

f(0)∫ ĝ(x)dx = g(0)∫ f̂(x)dx

for all f, g ∈ S.
We claim that if g(x) = e−π∣x∣

2
then ĝ(x) = e−π∣x∣

2
. Then using this g we get that

f(0) = ∫ f̂(x)dx

which is what we want with x = 0. Recall that τ̂hf(ξ) = f̂(ξ)e2πih⋅ξ. We work with a
function f(y). Then f(x) = τx(f)(0) and τxf(y) = f(x + y). Then

f(x) = (τxf(0)) = ∫ τ̂xf(⋅)(ξ)dξ = ∫ f̂(ξ)e2πix⋅ξdξ

as required. Q.E.D.

Lemma 1.7 If f(x) = e−π∣x∣
2

then f̂(ξ) = e−π∣ξ∣
2

Proof f is the unique solution of the ODE u′ + 2πxu = 0 with u(0) = 1. If we Fourier
transform both sides we get û′ + 2πξû = 0 and this is an ODE for û, with û(0) = 1. This

is the same ODE as before, and so û(ξ) = e−π∣ξ∣
2
. Q.E.D.

Proposition 1.8 If f, g ∈ S then ∂α(f ⋆ g) = (∂αf) ⋆ g = f ⋆ (∂αg)

Definition 1.9 For f , define f̌(x) = ∫ f(ξ)e
2πix⋅ξdξ.

1.4 Fourier Transform in Lp

Observe that f̌(x) = f̂(−x). Also ˆ̌f = f(x) and
ˇ̂
f = f(x) and also from above ∫ fh̄ = ∫ f̂

¯̂
h.

So far we have f ∈ L1 and a Fourier transform, but the Fourier transform is not
necessarily in L1, and so we cant define ∫ f̂(ξ)e

2πix⋅ξdξ. Then we had f ∈ S and f̂ ∈ L1

and so we could define the inverse and ∧ ∶ S → S as an isometry in L2.
There exists a unique extension of ∧ from S to L2. The reason is that S is dense in

L2. After all C∞
c is dense in Lp for p ≠∞ and C∞

c ⊂ S. To define ∧ for f ∈ L2, take {fn}
in S with fn → f in L2. Then define F(f) = lim f̂n understood as a limit in L2.
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We should be clear that we are not claiming that f̂(ξ) has any pointwise limit. We
are claiming that {fn} converges, and so {fn} is Cauchy, so ∣∣fn − f ∣∣2 = ∣∣f̂n − f̂ ∣∣2 and so
{f̂} is Cauchy, and take F(f) to be the limit in L2 of that Cauchy sequence. This works
because L2 is complete.

About the unique extension. By contradiction, suppose fn → f in L2 and gn → f in
L2 for fn, gn ∈ S, but f̂n → F and ĝn → G in L2, with G ≠ F . Then

0 ≠ ∣∣G − F ∣∣2 = lim ∣∣ĝn − f̂n∣∣2 = lim ∣∣gn − fn∣∣2 = 0

and clearly this cannot be the case. Using the density of S in L2, coupled with ∧ ∶ S → S

is an isometry in L2 we can define the Fourier transform for f ∈ L2.
We get that F is an isometry in L2 since ∣∣F(f)∣∣2 = lim ∣∣f̂n∣∣2 = lim ∣∣fn∣∣2 = ∣∣f ∣∣2. We

can do the same thing for ∨, and get that ∣∣f̌ ∣∣2 = ∣∣f ∣∣2. We can define F ′(f) = limL2 f̌n for
fn ∈ S where fn → f in L2. It is then straightforward to see that FF ′(f) = f = F ′F(f).

How though do we compute F(f) for f ∈ L2. If f ∈ L1 then f̂(ξ) = ∫ f(x)e
−2πix⋅ξdx.

If f ∈ L1 ∩ L2 ∩ S then f̂(ξ) = ∫ f(x)e
−2πix⋅ξdx. If f ∈ L1 ∩ L2 then the same thing. How

about taking fn ∈ L
1 ∩L2 such that fn → f in L2. How about taking fn = f(x)χBn(0) for

f ∈ L2. Then claim that fn ∈ L
1, and to show this uses Holder.

Define F(f) = limL2 ∫ f(x)χBn(0)e
−2πix⋅ξdx.

Does ∫ f(x)χBn(0)e
−2πix⋅ξdx converge pointwise to anything? We know that f̂n →

F(f) in L2. It is an open question whether ∫ f(x)χBn(0)e
−2πix⋅ξdx converges pointwise

to F(f). We do know L2 convergence though. From measure theory, convergence in L2

implies that there exists a subsequence that converges pointwise. Thus we know there is
a {nj} such that ∫ f(x)χBnj (0)e

−2πix⋅ξdx→ F(f) pointwise.

What now about the Fourier transform in Lp for 1 ≤ p ≤ 2.

Theorem 1.10 Suppose 1 ≤ p < q < r ≤∞. Then Lq ⊂ Lp +Lr = {f + g ∶ f ∈ Lp, g ∈ Lr}

Proof If f ∈ Lq then write f(x) ∶= f<M + f>M where f<M = fχ{x∶∣f(x)∣<M} and f>M =

fχ{x∶∣f(x)∣≥M}. We take M = 1 here and claim that f<1 ∈ L
r and f>1 ∈ L

p.

∫ ∣f<1∣
r
≤ ∫ ∣f<1∣

q
≤ ∫ ∣f ∣q <∞

and the other one is proved similarly. Q.E.D.

We hope to define F(f) for f ∈ Lp for 1 < p < 2 by F(f) ∶= F(f<1) + f̂>1. In fact, one
can use any decomposition. If f ∈ Lp write f = g1 + g2 = h1 + h2. with the ones in L1 and
the twos in L2. Define F(f) = ĝ1 + F(g2) = ĥ1 + F(h2) and this is independent of the
choice because of the following: We have g1 − h1 = h2 − g1 adn the LHS is in L1 and the
RHS is in L2, so they both have a ∧ and it agrees with F .

Proposition 1.11 For all f ∈ Lp for 1 ≤ p ≤ 2 then ∣∣F(f)∣∣p′ ≤ ∣∣f ∣∣p where 1
p +

1
p′ = 1.

We introduce a bit of an abuse of notation. We use ∧ always with the understanding
that we need to take limits if we are not in S.

This above proposition is a consequence of Riesz Thorin interpolation.
Proof We know two cases of the inequality in the above proposition, namely for p = 1
and p = 2. Applying Riesz-Thorin gives the result. We spill some more of the details
below. Q.E.D.
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Lemma 1.12 ((3 line lemma) Stein 1960s) Suppose F is a bounded and continuous
complex valued function and S = {x+ iy ∶ x, y ∈ R,0 ≤ x ≤ 1} that is analytic in the interior
of S. If ∣F (iy)∣ ≤m0 for y ∈ R and ∣F (1 + iy)∣ ≤m1 for y ∈ R then for fixed x,

∣F (x + iy)∣ ≤m1−x
0 mx

1

Proof See Duoandikoetchea Q.E.D.

Theorem 1.13 (Riesz-Thorin Interpolation) Suppose that 1 ≤ p0, q0, p1, q1 ≤ ∞ and
define for 0 < θ < 1 the numbers p, q by

1

p
=

1 − θ

p0
+
θ

p1
,

1

q
=

1 − θ

p1
+
θ

q1

Let T be a linear operator from Lp0 into Lq0 and Lp1 into Lq1 that satisfies

∣∣Tf ∣∣q0 ≤M0∣∣f ∣∣p0

∣∣Tf ∣∣q1 ≤M1∣∣f ∣∣p1

and also suppose that T is linear from Lp0 +Lp1 into Lq0 +Lq1. Then

∣∣Tf ∣∣q ≤M
1−θ
0 M θ

1 ∣∣f ∣∣p

A proof is omitted. Its too hard for this course. The following is an application of
Riesz-Thorin.

Lemma 1.14 (Young’s Inequality) Suppose that f ∈ Lp and g ∈ Lq. Then

∣∣f ⋆ g∣∣r ≤ ∣∣f ∣∣p∣∣g∣∣q

where 1
r = 1 + 1

p +
1
p′

Proof There are two easy cases, namely

∣∣f ⋆ g∣∣∞ ≤ ∣∣f ∣∣p∣∣g∣∣p′

and
∣∣f ⋆ g∣∣p ≤ ∣∣f ∣∣p∣∣g∣∣1

The former is essentially Holder’s inequality:

∣f ⋆ g(x)∣ ≤ ∫ ∣f(x − y)∣∣g(y)∣dy ≤ ∣∣f(x − ⋅)∣∣p∣∣g∣∣p′ = ∣∣f ∣∣p∣∣g∣∣p′

and taking the supremum gives the required result. The latter uses Minkowski’s inequality,
which is stated below the proof.

If we fix f ∈ Lp and define Tf(g) = f ⋆ g then Tf is linear, Tf ∶ Lp
′
→ L∞ with

∣∣Tfg∣∣∞ ≤M0∣∣g∣∣p′ with M0 = ∣∣f ∣∣p and Tf ∶ L
1 → Lp with ∣∣Tfg∣∣p ≤M1∣∣g∣∣1 with M1 = ∣∣f ∣∣p.

Then by the Riesz-Thorin interpolation, we get Tf ∶ L
q → Lr and

∣∣Tfg∣∣r ≤M
1−θ
0 M θ

1 ∣∣g∣∣q

where 1
q =

1−θ
p′ + θ

1 and 1
r =

1−θ
∞ + θ

p and so

1

q
= (1 −

p

r
)
p − 1

p
+
p

r
=
p − 1

p
−
p − 1

r
+
p

r
= 1 −

1

p
+

1

r

as required. Q.E.D.

Take g ∈ Lq and define φg(f) = ∫ fgdµ. By Holder this is well defined for f ∈ Lp since
∣ ∫ fg∣ ≤ ∣∣f ∣∣p∣∣g∣∣q and so φg ∶ L

p → R and φg ∈ (Lp)⋆.
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Theorem 1.15 Suppose 1 < p < ∞. Then (Lp)⋆ = Lq where 1
p +

1
q = 1. If µ is σ finite

then (L1)⋆ = L∞.

Proposition 1.16 (Duality) Suppose 1 ≤ q <∞ and g ∈ Lq. Then

∣∣g∣∣q = ∣∣φg ∣∣ ∶= sup{∫ fgdµ ∶ ∣∣f ∣∣p = 1}

Lemma 1.17 (Minkowski Inequality) Suppose f ∶ Rn ×Rn → R. Then

∣∣∫ f(⋅, y)dy∣∣p ≤ ∫ ∣∣f(⋅, y)∣∣pdy

Proof This is easy for p = 1 by Fubini and similarly p =∞ is easy. Then for rest,

∣∣∫ f(⋅, y)dy∣∣p = sup
h∈Lp′

∣∣h∣∣p′=1

{∬ f(x, y)dyh(x)dx}

= sup
h
∬ f(x, y)h(x)dxdy

≤ sup
h
∫ ∣∣f(x, y)∣∣Lpx ∣∣h∣∣Lp′dy

= sup
h
∫ ∣∣f(x, y)∣∣Lpxdy

= ∫ ∣∣f(x, y)∣∣Lpxdy

. Q.E.D.

We justify the Fourier transform in Lp for 1 < p < 2. We have inequalities at the end
bounds. From R-T we get bounds for p and q where

1

p
=

1 − θ

1
−
θ

2

1

q
=

1 − θ

∞
+
θ

2

and so we get 1
p = 1 − 1

q as required.

1.4.1 Scaling analysis

We ask the question, is ∣∣f ⋆ g∣∣r ≤ ∣∣f ∣∣p∣∣g∣∣q ever goint to be true, for any choice of r, p, q.
If so, then it must also be true for f(λx) and g(λx). We get

[∫ [∫ f(λ(x − y))g(λy)dy]
r

dx]
1/r

≤ (∫ ∣f(λx)∣pdx)
1/p

(∫ ∣f(λx)∣qdx)
1/q

and then if we change variables by λx = x̄ and λy = ȳ we get

[∫ [∫ f((x − y))g(y)λ−ndy]
r

λ−ndx]
1/r

≤ (∫ ∣f(x)∣pλ−ndx)
1/p

(∫ ∣g(x)∣qλ−ndx)
1/q

and so we get

λ−n(1+
1
r
)
∣∣f ⋆ g∣∣r ≤ λ

−n( 1
p
+ 1
q
)
∣∣f ∣∣p∣∣g∣∣q

and so if the inequality is true, then −n(1 + 1
r ) = −n(

1
p +

1
q )
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1.5 Fourier Series

Take 2π periodic functions on R and define f̂(n) = ∫
2π

0 f(x)e−inxdx. Then are you able

to recover f from {f̂(n)}. We would like it to be f(x) = ∑
∞
−∞ f̂(n)e

inx. We define
SNf(x) = ∑

N
−N f̂(n)e

inx and wonder whether ∣∣SNf − f ∣∣p → 0 or SNf(x)→ f(x) a.e.x.

Theorem 1.18 ∣∣SNf − f ∣∣→ 0 ⇐⇒ ∣∣SNf ∣∣p ≤ cp∣∣f ∣∣p where 1 ≤ p <∞ and f ∈ Lp[0,2π].

Proof “⇐Ô” For g ∈ C∞ we have

∣∣SNf − f ∣∣p ≤ ∣∣SNf − SNg∣∣p + ∣∣SNg − g∣∣p + ∣∣g − f ∣∣p

and since C∞ is dense in Lp, for all ε > 0 there is a g such that ∣∣g − f ∣∣p < ε. Since SN
is linear and by the assumptions in the theorem we have ∣∣SNf − SNg∣∣p ≤ cp∣∣f − g∣∣p and
thus

∣∣SNf − f ∣∣p ≤ 2ε + ∣∣SNg − g∣∣p < ε
′

where we have assumed the result for C∞ functions.
“ Ô⇒ ” We use the alternative statement to the UBP below. Suppose that X =

Lp = Y and Tα = SN . If we work by contradiction then there exists f ∈ Lp such that
supN ∣∣SNf ∣∣p =∞. However, ∣∣SNf ∣∣p ≤ ∣∣SNf − f ∣∣p + ∣∣f ∣∣p and the ∣∣SNf − f ∣∣p is bounded
and so this is less than M + ∣∣f ∣∣p <∞ and this is a contradiction. Q.E.D.

Theorem 1.19 (Uniform Boundedness principle) Suppose that X and Y are normed
spaces. A denotes a subset of L(X,Y ), the linear bounded maps X → Y . Then

1. If sup
T ∈A

∣∣Tx∣∣Y <∞ for all x then sup
T ∈A

∣∣T ∣∣ <∞.

2. If furthermore X is a Banach space and sup
T ∈A

∣∣Tx∣∣ <∞ for all x then sup
T ∈A

∣∣T ∣∣ <∞.

Theorem 1.20 (Alternative Statement) Suppose that X is a Banach space and Y is
a normed space. Suppose {Tα}α∈A is a set of linear and bounded functionals Tα ∶X → Y .
Then either

sup
α∈A

∣∣Tα∣∣ <∞

or
∃x ∈X such that sup ∣∣Tx∣∣Y =∞

In one dimension, we have ∣∣SNf ∣∣ ≤ cp∣∣f ∣∣ implies that we have Lp convergence of SNf
to f . In two or more dimensions, this is true for p = 2 but false for all other p. In n = 1
a.e. convergence is also true (Carlesson for p=2 Hunt did rest). All hell breaks loose in
n = 2 and above.

We go back to n = 1. Take f ∶ R → R, f ∈ Lp, for 1 < p < 2, and define SRf(x) =

∫
R
−R f̂(ξ)e

2πixξdξ. We have seen f ∈ S then f(x) = ∫ f̂(ξ)e
2πixξdξ. and so we ask does

SRf(x)→ f(x) or ∣∣SRf − f ∣∣p → 0. Then

SRf(x) = ∫
R

−R
∫
R
f(y)e−2πiyξdye2πixξdξ

= ∫
R
f(y)∫

R

−R
e2πi(x−y)ξdξdy

= ∫ f(y)DR(x − y)dy

where DRz = ∫
R
−R e

2πi(x−y)ξdξ = 1
2πz e

2πizξ ∣R−R =
sin(2πRz)

πz and so we have SRf = f ⋆DR.
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Theorem 1.21 ∣∣SRf − f ∣∣p → 0 if and only if ∣∣SRf ∣∣p ≤ cp∣∣f ∣∣p

Proof The forwards direction is the Uniform boundedness principle. The backwards
direction is adding in a g ∈ S and the same as the above theorem. Q.E.D.

We hope that ∣∣SRf − f ∣∣p → 0. This is by the above, equivalent to boundedness. We
thus need ∣∣SRf ∣∣p ≤ cp∣∣f ∣∣p or ∣∣f ⋆DR∣∣p ≤ cp∣∣f ∣∣p. We get from Young’s that ∣∣f ⋆DR∣∣p ≤

∣∣DR∣∣q ∣∣f ∣∣p with q = 1. The problem is that ∫ ∣DR∣ =∞. This is somewhat unhelpful. It
turns out that boundedness is true, but just that Young’s inequality is too wasteful. In
n ≥ 2 Fefferman showed that ∣∣SRf ∣∣p ≤ cp∣∣f ∣∣p is only true for p = 2.

Note that Young’s also applies for ∣f ∣ and ∣g∣ if it applies for f and g, and as the
moduli are in general larger, it doesnt see the cancellations involved.

We ask the question, does SRf → f a.e. for n ≥ 1. We prove this for n = 1 and
1 < p < ∞ and f ∈ Lp. Carleson proved this by proving the a.e. convergence when n = 1
and 1 < p ≤ 2 by proving the following:

∣∣ sup
R

∣SRf(x)∣∣∣p ≤ cp∣∣f ∣∣p

This is where we fix x, compute SRf(x) and then supremum over all R > 0. This gives
an example of a maximal function.

The goal we now have is to recover f from f̂ . So far we know that if f ∈ L2 then

f̂ ∈ L2 and in that case there exists a functional ∨ such that
ˇ̂
f = f

In history, people gave up on the idea of defining ∨ for f ∈ Lp in the sense of hoping

for
ˇ̂
f = f .

1.5.1 Summability in Fourier series

Suppose we have a function f ∶ [−π,π] → R and then define SNf = ∑
N
−N f̂(n)e

inx, an
effort to reconstruct f out of {f̂(n)}. This convergence though fails sometimes.

If we define FMf =
S0f+...+SM−1f

M then this gives a notion of Cesaro convergence, if this

sum converges. We can write this sum as ∑M−M cne
inx and note that FMf → f a.e. for

1 < p < 2 and they converge much faster.

1.5.2 Summability of the Fourier Transform

We have a Cesaro summation formula for the Fourier transform:

SRf(x) = ∫
∣ξ∣<R

f̂(ξ)e2πix⋅ξdξ

and then we define

σRf =
1

R
∫

R

0
Stf(x)dt

We can then write this as follows

σRf =
1

R
∫

R

0
Dt ⋆ f(x)dt = (

1

R
∫

R

0
Dtdt) ⋆ f(x) =∶ FR ⋆ f(x)

and it can be computed that FR(z) =
sin2(zπR)
R(πz)2 . Now note that FR is greater than or equal

to zero and ∫ FR(x)dx = 1.
We claim that ∣∣σRf ∣∣p ≤ cp∣∣f ∣∣p and σRf → f in Lp for 1 < p < 2.
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1.6 Approximations to the identity

The Abel-Poisson method

u(x, t) = ∫
Rn
e−2πt∣ξ∣f̂(ξ)e2πix⋅ξdξ

Gauss-Weierstrass method.

w(x, t) = ∫
Rn
e−4πt2∣ξ∣2 f̂(ξ)e2πix⋅ξdξ

We have that, for f ∈ L1, the Fourier transform f̂ ∈ L∞, which does not guarantee that

∫ f̂ e
2πix⋅ξdξ makes sense. Then since the above u and w do make sense, do they converge

to f as t→ 0.
Fix φ ∈ C∞

c or S such that ∫ φ = 1. Then define φt(x) =
1
tnφ (x

t
).

Theorem 1.22 φt ⋆ f(x)→ f(x) in Lp as t→ 0 for 1 ≤ p <∞. Moreover φt ⋆ f(x) ∈ C
∞

and φt ⋆ f(x)→ f(x) uniformly if f ∈ Cc.

Note we are trying to show φt → δ in distribution.
Proof

φt ⋆ g(x) = ∫ φt(y)g(x − y)dy =
1

tn
∫ φ(

y

t
) g(x − y)dy = ∫ φ(z)g(x − tz)dz

and then
φt ⋆ g(x) − g(x) = ∫ φ(z)[g(x − tz) − g(x)]dz

and thus
∣∣φt ⋆ g(x) − g(x)∣∣p = ∣∣∫ φ(z)[g(x − tz) − g(x)]dz∣∣p

and then using the Minkowski inequality we get

∣∣∫ φ(z)[g(⋅−tz)−g(⋅)]dz∣∣p ≤ ∫ ∣∣φ(z)[g(⋅−tz)−g(⋅)]∣∣pdz = ∫ ∣φ(z)∣∣∣[g(⋅−tz)−g(⋅)]∣∣pdz

We cannot move a limit inside the integral here. We thus make two claims to get around
this

Claim 1 ∀ε > 0 there exists a h0 such that

∣∣g(⋅ + h) − g(⋅)∣∣p ≤
ε

100 ∫ ∣φ(x)∣dx

Claim 2 there exists a δ and t0 such that for t ≤ t0 we have

∫
∣y∣>δ/t

∣φ(y)∣dy ≤
ε

100∣∣f ∣∣p

Then

∫ ∣φ(z)∣∣∣[g(⋅ − tz) − g(⋅)]∣∣pdz = ∫
∣tz∣>δ

+∫
∣tz∣≤δ

(∣φ(z)∣∣∣[g(⋅ − tz) − g(⋅)]∣∣p)dz =∶ I + II

We first consider II:

II = ∫
∣tz∣≤δ

∣φ(z)∣∣∣[g(⋅ − tz) − g(⋅)]∣∣pdz ≤ ∫ ∣φ(z)∣
ε

100 ∫ ∣φ(x)∣dx
dz ≤

ε

100

if δ < h0.
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We now consider I:

∫
∣tz∣>δ

∣φ(z)∣∣∣[g(⋅ − tz) − g(⋅)]∣∣pdz ≤ ∫
∣tz∣>δ

∣φ(z)∣2∣∣g∣∣pdz

= 2∣∣g∣∣p∫
∣z∣≥δ/t

∣φ(z)∣dz

≤ 2∣∣g∣∣p
ε

100∣∣g∣∣p

≤
ε

50

Q.E.D.

We now prove the claims we made
Proof We take g ∈ C∞

c and then for such a g we can use the DCT. We then get that
there exists an h such that

∫ ∣g(x + h) − g(x)∣pdx ≤ (
ε

100 ∫ ∣φ(x)∣dx
)

p

Thus we have the result for g ∈ C∞
c , and since this is dense in Lp, given δ > 0, and fixing

g there exists a W ∈ C∞
c such that ∣∣g −W ∣∣p < δ. Then

∣∣g(⋅ + h) − g(⋅)∣∣p ≤ ∣∣g(⋅ + h) −W (⋅ + h)∣∣p + ∣∣W (⋅ + h) −W (⋅)∣∣p + ∣∣W (⋅) − g(⋅)∣∣p

≤ 2δ +
ε

100 ∫ ∣φ(x)∣dx

≤ ε̄

Q.E.D.

Proof

∫
∣y∣>δ/t

∣φ(y)∣dy = ∫ χ{∣y∣>δ/t}∣φ(y)∣dy = ∫ ftdy

and note that ft1(y) ≤ ft2(y) for t1 ≤ t2 and this is less than or equal to ∣φ(y)∣. Then the
MCT or the DCT means you can exchange limit and integral, and the limit is zero. Thus
you can make it as small as you like. Q.E.D. Back to Cesaro

summation, if we set R = 1
t then FR(z) =

sin2(πz
t
)

t(πz
t
)2

and then define φ(z) = sin2 πz
(πz)2 and then

FR ⋆ f = φt ⋆ f . However, φt is not C∞
c or S. However looking at the above proof, we did

not need this assumption. We only needed φ ∈ L1 and ∫ φ(z)dz = 1.

Lemma 1.23

∫
sin2 πz

(πz)2
dz = 1

1.6.1 Abel-Poisson

u(x, t) = ∫
Rn
e−2πt∣ξ∣f̂(ξ)e2πix⋅ξdξ

We hope to prove that e−2πt∣ξ∣ is the Fourier transform of some function h.

Lemma 1.24

∫ e−2πt∣ξ∣e2πix⋅ξdξ = cn
t

(t2 + ∣x∣2)
n+1
2

=∶ Pt(x)

which is called the Poisson kernel.
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This uses the subordination principle, namely that

e−β =
1

√
π
∫

∞

0

e−u
√
u
e−β

2/4udu

Theorem 1.25 u(x, t) = Pt ⋆ f(x)

Thus now to check that u(x, t) → f(x) we need only check that Pt has integral 1 and is
of the form in theorem 1.22.

Pt(x) = cn
t

(t2 + t2 ∣xt ∣
2
)
n+1
2

=
cn
tn

1

(1 + ∣x∣2)
n+1
2

=
1

tn
P (

x

t
)

where P (x) = 1

(1+∣x∣2)
n+1
2

and also by a miracle ∫ P (x)dx = 1. Thus we have convergence

because P is an approximation to the identity.
If we are trying to solve ∆u = 0 in Rn ×R+ with u(x1, ..., xn,0) = f(x) where f(x) is

given then a solution is u(x, t) = Pt ⋆ f(x).

1.6.2 Gauss-Weierstrass

w(x, t) = ∫
Rn
e−4πt2∣ξ∣2 f̂(ξ)e2πix⋅ξdξ

We try to perform a similar argument to the above, i.e. we try to find an h such that ĥ =
e−4πt2∣ξ∣2 . To compute this we simply take the inverse Fourier transform, as e−4πt2∣ξ∣2 ∈ S.
Thus

h(x, t) = ∫ e−4πt2∣ξ∣2e2πix⋅ξdξ =
1

(4πt)n/2
e−∣x∣

2/2t

If we define W (x) = 1
(4π)n/2 e

−∣x∣2/2 then note that

W√
t(x) =

1
√
t
nW (

x
√
t
) =

1

(4πt)n/2
e−∣x∣

2/2t

We then know that w(x, t) = h ⋆ f(x) = W√
t ⋆ f(x) and we remark that ∫ W (x)dx = 1.

We then have w(x, t)→ f(x) because we invoke theorem 1.22.

1.6.3 Heat Equation

The equation wt −∆xw = 0 with w(x,0) = f(x) where w(x1, ..., xn, t) with time t and f
is the given initial data. We proceed heuristically, and take the Fourier transform. For
fixed t we get ŵ(ξ, t) = ∫ w(x, t)e−2πixξdx and then

∂

∂t
ŵ = ŵt

and also since ∂̂xjf(ξ) = 2πiξj f̂(ξ) and ∂̂2
xjf(ξ) = −4π2ξ2

j f̂(ξ) and so we have

∆̂f(ξ) = −4π2
∣ξ∣2f̂(ξ)

and so the heat equation becomes, since ŵt − ∆̂w = 0 and then this is

∂tŵ(ξ, t) + 4π2
∣ξ∣2ŵ(ξ, t) = 0
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which is an ODE if we fix ξ!!!!!! This then gives

ŵ(ξ, t) = e−4π2∣ξ∣2 f̂(ξ)

and thus this suggest that a solution is of the form

w(x, t) = ∫ e−4π2∣ξ∣2 f̂(ξ)e2πix⋅ξdξ =W√
t ⋆ f(x)

It is an easy exercise to check that this does indeed solve the Heat equation. It also gives
the initial date, as it is an approximation to the identity.

2 Almost everywhere convergence, Weak type inequalities
and Maximal functions

Definition 2.1 (X,M,µ) a measure space. Suppose f ∶X → R then

λf(α) = µ{x ∈X ∶ ∣f(x)∣ > α}

is called the distribution function of f . λf ∶ [0,∞)→ R+

Proposition 2.2 1. λf is decreasing, and right continuous. λf(α + ε)→ λf(α)

2. ∣f ∣ ≤ ∣g∣ then λf(α) ≤ λf(α)

3. ∣fn∣→ ∣f ∣ in an increasing manner then λfn(α)→ λf(α)

4. f = g + h) then λf(α) ≤ λg(α/2) + λh(α/2).

Proof We only prove 4. It is enough to show that

{x ∈X ∶ ∣g + h∣ > α} ⊂ {x ∈X ∶ ∣g∣ > α/2} ∪ {x ∈X ∶ ∣h∣ > α/2}

which should be clear Q.E.D.

Proposition 2.3 Suppose that φ is Borel measurable, and φ ≥ 0. Let f ∶ X → R such
that λf(α) <∞. Then

∫ φ(∣f(x)∣)dµ = −∫

∞

0
φ(α)dλf(α)

Corollary 2.4

∫ ∣f(x)∣pdµ = −∫

∞

0
αpdλf(α) = ∫

∞

0
pαp−1λf(α)dα

2.0.4 Weak Lp spaces

Definition 2.5 f ∈ LpW the Weak Lp space, if and only if

µ{x ∈X ∶ ∣f(x)∣ > α} ≤
Cp

αp

For example f ∈ L1
W if and only if µ{x ∈ X ∶ ∣f(x)∣ > α} ≤ C/α and so for example 1

x ∉ L
1

since ∫∣x∣<1 ∣
1
x ∣dx = ∞ = ∫∣x∣>1 ∣

1
x ∣dx but 1

x ∈ L1
W since {x ∶ ∣ 1x ∣ > α} = {x ∶ 1

α > ∣x∣} and the

Lebesgue measure of this set is 2
α

For example, in Rn, 1
∣x∣n ∈ L1

W and 1
∣x∣n/p ∈ L

p
W .
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Lemma 2.6 Lp ⊂ LpW

Proof We show that if f ∈ Lp then f ∈ LpW . Chebyshev’s inequality.

∫ ∣f ∣pdµ ≥ ∫
{x∶∣f ∣>α}

∣f ∣pdµ ≥ ∫
{x∶∣f ∣>α}

αpdµ = αpµ{x ∶ ∣f ∣ > α}

and so

µ{x ∶ ∣f ∣ > α} ≤ (
∣∣f ∣∣

α
)

p

Q.E.D.

Observe that the smallest C for a given f such that µ{x ∶ ∣f ∣ > α} ≤ (C
α
)
p

can be taken
as a semi norm for LpW .

2.1 Strong-(p,q) operators

Suppose that T ∶ Lp → Lq. Then we say that T is strong-(p, q) if and only if there exists
Cpq such that ∣∣Tf ∣∣q ≤ Cpq ∣∣f ∣∣p for all f ∈ Lp.

In other words it is a bounded operator Lp → Lq.
When proving convergence of SRf → f in Lp we saw it was equivalent to ∣∣SRf ∣∣p ≤

Cp∣∣f ∣∣p i.e. equivalent to being strong (p, p). Also, independently of the dimension, SR is
never strong (1,1) but it turns out that it is weak (1,1).

Definition 2.7 T is weak-(p, q) if and only if

µ{x ∶ ∣Tf ∣ > α} ≤ (
C ∣∣f ∣∣p

α
)

q

Lemma 2.8 T is strong (p, q) implies that it is weak (p, q).

Proof

∞ > Cqpq ∣∣f ∣∣
q
p ≥ ∣∣Tf ∣∣qq = ∫ ∣Tf ∣qdµ ≥ ∫

{x∶∣Tf ∣>α}
∣Tf ∣qdµ ≥ αqµ{x ∶ Tf > α}

Q.E.D.

Theorem 2.9 Suppose that Tt is a fanily of operators indexed by t. Tt operators in Lp,
we are interested in limt→t0 Ttf . Define the maximal operator by T ⋆f(x) = supt ∣Ttf(x)∣.
If T ⋆ is weak-(pq, ) then the set {f ∈ Lp ∶ limt→t0 Ttf(x) = f(x)a.e.} is closed in Lp.

Carlesson showed that SRf → f by showing S⋆ is weak (p, q) and that the result is
true for the Schwartz functions.
Proof Take a sequence {fn} with fn ∈ L

p. Assume that Ttfn(x) → fn(x) a.e. Assume
also that fn → f in Lp. We need to show that Ttf(x) → f(x) a.e. We look at {x ∈ X ∶

lim supt→t0 ∣Ttf(x) − f(x)∣ > λ} and we want to show that the measure of this set is zero
for all λ > 0. This suffices since

{x ∈X ∶ limTtf(x) − f(x) ≠ 0} ⊂ ∪∞1 {x ∈X ∶ lim sup
t→t0

∣Ttf(x) − f(x)∣ >
1

n
}
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and the right hand side has measure 0. Now

µ{x ∈X ∶ lim sup
t→t0

∣Ttf(x) − f(x)∣ > λ}

≤ µ{x ∶ lim sup ∣Tt(f(x) − fn(x)) + (fn(x) − f(x))∣ > λ}

≤ µ{x ∶ lim sup ∣Tt(f(x) − fn(x))∣ >
λ

2
}+

+ µ{x ∶ lim sup(fn(x) − f(x))∣ >
λ

2
}

≤ µ{x ∶ ∣T ⋆(f(x) − fn(x))∣ >
λ

2
} + µ{x ∶ ∣fn − f ∣ >

λ

2
}

≤ (
C ∣∣fn − f ∣∣p

λ
)

q

+ (
∣∣fn − f ∣∣p

λ
)

p

and this is true for all n, and so the LHS is less than limRHS = 0 Q.E.D.

Corollary 2.10 {Tt} in Lp , T ⋆ as above, and T ⋆ weak (p, q) then

{f ∈ Lp ∶ limTtf(x) exists }

is closed

Proof Consider the set {x ∶ ∣ lim supTtf(x) − lim inf Ttf(x)∣ > λ} and the part in the
modulus is 2T ⋆f(x). Q.E.D.

2.2 Marcinkiewicz Interpolation

Proposition 2.11 Suppose that φ ∶ [0,∞) → [0,∞) is differentiable and increasing and
φ(0) = 0 Furthermore suppose f ∶X → R. Then

∫
X
φ(∣f(x)∣)dµ = ∫

∞

0
φ′(λ)µ{x ∈X ∶ ∣f(x)∣ > λ}dλ

Proof

∫
X
φ(∣f(x) = ∫

X
∫

∣f(x)∣

0
φ′(λ)dλdµ

= ∫
X
∫

∞

0
φ′(λ)χ{0≤λ≤∣f(x)∣}(λ)dλdµ

= ∫

∞

0
φ′(λ)∫

X
χ{0≤λ≤∣f(x)∣}(λ)dµdλ

= ∫

∞

0
φ′(λ)µ{x ∶ ∣f(x)∣ ≥ λ}(λ)dλ

Q.E.D.

Corollary 2.12 φ(x) = xp for p ≥ 1 then ∫ ∣f(x)∣pdµ = ∫
∞

0 pλp−1µ{∣f ∣ > λ}dλ

Definition 2.13 An operator T is sublinear if ∣T (f + g)∣ ≤ ∣Tf ∣ + ∣Tg∣ and ∣T (αg)∣ =
∣α∣∣Tg∣ for α ∈ R.

Theorem 2.14 (Marcinkiewicz) Let (X,M,µ) be a measure space. Let T be a sublin-
ear operator from Lp0 + Lp1 → Lp0 + Lp1 such that T is weak (p0, p0) and weak (p1, p1).
Then T is strong (p, p) for p0 < p < p1.
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We have seen before another interpolation theorem, Riesz Thorin. This gives us
boundedness from other boundedness. However, here for Marcinkiewicz you have much
weaker assumptions.

Definition 2.15 L∞W = L∞.

Proof We can assume that p0 < p1. We have two cases, p1 =∞ and p1 <∞. We consider
the former:

We know that ∣∣Tf ∣∣∞ ≤ A1∣∣f ∣∣∞ from weak (p1, p1) and we know from weak (p0, p0)

that

µ{x ∶ ∣Tf ∣ > λ} ≤ (
C ∣∣f ∣∣p0
λ

)

p0

and we want to show that ∣∣Tf ∣∣p ≤ C ∣∣f ∣∣p. Recall the facts in above corollary 2.12 and
the last property of proposition 2.2, as these will come in handy.

We split up f as follows, for a c to be chosen later.

f(x) = f(x)χ{x∶∣f(x)∣≤cλ} + f(x)χ{x∶∣f(x)∣>cλ} =∶ f1(x) + f0(x)

The former is clearly in L∞ and the latter is in Lp0 , since

∫ ∣f(x)χ{x∶∣f(x)∣>cλ}∣
p0dµ = ∫ ∣

f(x)

cλ
cλχ{x∶∣f(x)∣>cλ}∣

p0dµ

= ∣cλ∣p0 ∫ (
f(x)

cλ
)

p0

χ{x∶∣f(x)∣>cλ}dµ

≤ ∣cλ∣p0 ∫ (
f(x)

cλ
)

p

dµ

<∞

Now

∫ ∣Tf ∣pdµ = ∫

∞

0
pλp−1µ{∣Tf ∣ > λ}dλ

and consider the set µ{∣Tf ∣ > λ}. We have

µ{∣Tf ∣ > λ} = µ{∣T (f0 + f1)∣ > λ} ≤ µ{∣Tf0∣ >
λ

2
} + µ{∣Tf1∣ >

λ

2
}

We claim that if c = 1
2A1

then µ{∣Tf1∣ >
λ
2} = 0. To show this, we know that Tf1(x) ≤

A1∣∣f1∣∣∞ for a.e. x since ∣∣Tf ∣∣∞ ≤ A1∣∣f ∣∣∞. Thus

Tf1(x) ≤ A1∣∣fχ{x∶∣f(x)∣≤cλ}∣∣∞ ≤ A1cλ ≤
λ

2

a.e. and the claim is shown.
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Now

∫ ∣Tf ∣pdµ = ∫

∞

0
pλp−1µ{∣Tf ∣ > λ}dλ

≤ ∫

∞

0
pλp−1µ{∣Tf0∣ >

λ

2
}dλ

≤ ∫

∞

0
pλp−1

(
C ∣∣f0∣∣p0

λ
)

p0

dλ

= pCp0 ∫
∞

0
∣∣f0∣∣

p0
p0λ

p−1−p0dλ

pCp0 ∫
∞

0
λp−1−p0

∫
X

∣f ∣p0χ{∣f ∣> λ
2A1

}dµdλ

= pCp0 ∫
X

∣f(x)∣p0 ∫
∞

0
λp−1−p0χ{∣f ∣> λ

2A1
}dλdµ

= pCp0 ∫
X

∣f(x)∣p0 ∫
2A1∣f(x)∣

0
λp−1−p0dλdµ

pCp0 ∫
X

∣f(x)∣p0
1

p − p0
(2A1∣f(x)∣)

p−p0dµ

=
pCp0(2A1)

p−p0

p − p0
∫
X

∣f(x)∣pdµ

as we wanted.
We now take p1 <∞. We take the same decomposition of f as before, namely

f(x) = f(x)χ{x∶∣f(x)∣≤cλ} + f(x)χ{x∶∣f(x)∣>cλ} =∶ f1(x) + f0(x)

and then we claim that f0 ∈ L
p0 and f1 ∈ L

p1 and the proof of this is left to the reader (it
is essentially the same as before).

Then

∫ ∣Tf ∣pdµ = ∫

∞

0
pλp−1µ{∣Tf ∣ > λ}dλ

= ∫

∞

0
pλp−1µ{∣T (f0 + f1)∣ > λ}dλ

≤ ∫

∞

0
pλp−1µ{∣T (f0)∣ >

λ

2
}dλ + ∫

∞

0
pλp−1µ{∣T (f1)∣ >

λ

2
}dλ

= ∫

∞

0
pλp−1

(
C0∣∣f0∣∣p0

λ
)

p0

dλ + ∫
∞

0
pλp−1

(
C1∣∣f1∣∣p1

λ
)

p1

dλ

= ∫

∞

0
pCp00 λp−1−p0

∫ ∣f0∣
p0dµdλ + ∫

∞

0
pCp11 λp−1−p1

∫ ∣f1∣
p1dµdλ

= ∫

∞

0
pCp00 λp−1−p0

∫ ∣f(x)χ{x∶∣f(x)∣>cλ}∣
p0dµdλ+

+ ∫

∞

0
pcp11 λ

p−1−p1
∫
X

∣f(x)χ{x∶∣f(x)∣≤cλ}∣
p1dµdλ
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= ∫
X
pCp00 ∫

∞

0
λp−1−p0 ∣f ∣p0χ{x∶∣f(x)∣>cλ}dλdµ+

+ ∫
X
pCp11 ∫

∞

0
λp−1−p1 ∣f ∣p1χ{x∶∣f(x)∣≤cλ}dλdµ

≤ ∫
X
pCp00 ∣f ∣p0 ∫

∣f ∣/c

0
λp−1−p0dλdµ + ∫

X
pCp11 ∣f ∣p1 ∫

∞

∣f ∣/c
λp−p1−1dλdµ

=
pCp00

(p − p0)cp−p0
∫
X

∣f ∣pdµ + ∣
Cp11

(p − p1)cp−p1
∣∫

X
∣f ∣pdµ

≤K ∫
X

∣f ∣pd

where K is some crazy ugly constant. Q.E.D.

2.3 Hardy Littlewood Maximal Functions

We first set some notation. Br is the ball centred at 0 with radius r, and Br(x) is the
ball centred at x with radius r. ∣Br ∣ is the volume of the ball.

Definition 2.16 The H-L maximal function is defined to be

Mf(x) ∶= sup
r

1

∣Br ∣
∫
Br

∣f(x − y)∣dy

The following are equivalent ways to write it:

Mf(x) ∶ = sup
r

1

∣Br ∣
∫
Br

∣f(x − y)∣dy

= sup
r

1

∣Br ∣
∫
Br(x)

∣f(y)∣dy

= sup
r>0
∫ ∣f(x − y)∣

1

∣Br ∣
χBr(y)dy

= sup
r>0
∫ ∣f(x − y)∣

1

crn
χBr(y)dy

= sup
r>0
∫ ∣f(x − y)∣

1

crn
χB1(

y

r
)dy

and then if we define φ(y) = 1
∣B1∣χB1(y) we have that

Mf(x) = sup
r>0
∫ ∣f(x − y)∣φr(y)dy = sup

r>0
∣f ∣ ⋆ φr(x)

Observe that it is possible to replace Br by cubes Qr (centre zero, of side 2r). Then we
could define

MQf(x) = sup
r>0

1

∣Qr ∣
∫
Qr

∣f(x − y)∣dy

and we claim that there exist a,A ≥ 0 such that

aMQf(x) ≤Mf(x) ≤ AMQf(x)

with a and A independent of f but dependent on the dimension. If we let ∣Br ∣ = cr
n and

∣QR∣ = qR
n then we have

1

crn
∫
Br

∣f(x − y)∣dy ≤
1

crn
∫
QR

∣f(x − y)∣dy ≤
qRn

crn
1

qRn
∫
QR

∣f(x − y)∣dy
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where we choose QR containing Br. In Rn with the Lebesgue measure, for a given r we
can take R to be a multiple of r, and so qRn

crn is independent of r.
We observe that the cubes or balls need not be centred at the origin.

Definition 2.17

M̃f(x) = sup
all balls s.t. x∈B

1

∣B∣
∫
B
∣f(y)∣dy

We then claim that there are ã, Ã such that ãM̃f(x) ≤Mf(x) ≤ ÃM̃f(x)
This doesnt work for any sets, note the Architects paradox. Suppose we are in [0,1]×

[0,1]. Then there exists a set A ⊂ [0,1] × [0,1] such that for all x ∈ A, there exists a ray
emanating from x which does not belong to A and A has measure 1.

Proposition 2.18 Let φ be a positive radial and decreasing function, and φ ∈ L1. Then

sup
t>0

∣φt ⋆ f(x)∣ ≤ ∣∣φ∣∣1Mf(x)

Note that this is pointwise.

Proof Write φ(x) = f(∣x∣) and approximate by simple functions, so define

φn(x) =
n

∑
j=1

ajχBrj (x)

with aj > 0.
We claim that given φ there exists a sequence φn of the above form so that φn → φ

a.e.
We then show that ∣φt ⋆ f(x)∣ ≤ ∣∣φt∣∣1Mf(x) ≤ ∣∣φ∣∣1Mf(x) and it is enough to show

for some t due to scaling. We take t = 1 for simplicity. Then

φn ⋆ f(x) = (
n

∑
1

ajχBrj (⋅) ⋆ f)(x)

and also

Mf(x) = sup
r>0

(
1

∣B1∣
χB1) ⋆ ∣f ∣(x)

and we have

φn ⋆ f(x) = (
n

∑
1

aj
∣Brj ∣

∣Brj ∣
χBrj (⋅) ⋆ f)(x)

and so

∣φn ⋆ f(x)∣ ≤ (
n

∑
1

aj
∣Brj ∣

∣Brj ∣
χBrj (⋅) ⋆ ∣f ∣) (x)

≤ (
n

∑
1

aj ∣Brj ∣ sup
r

1

∣Br ∣
χBr(⋅) ⋆ ∣f ∣) (x)

= (
n

∑
1

aj ∣Brj ∣)Mf(x)

=Mf(x)∣∣φn∣∣1

≤Mf(x)∣∣φ∣∣1

and sending n→∞ we get ∣φ ⋆ f(x)∣ ≤Mf(x)∣∣φ∣∣1 as required. Q.E.D.

Observe that the given φ needs almost no restrictions. It suffices that if there exists a
ψ that it positive, radial and decreasing such that ∣φ(x)∣ ≤ ψ(x) then the result from the
previous proposition holds.
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Theorem 2.19 Mf is weak-(1,1) and strong-(p,p) for 1 < p ≤∞

Proof Trivially true for strong (∞,∞), and we show later for weak (1,1). Then
Marcinkiewicz implies the rest. Q.E.D.

Lemma 2.20 (Vitali Covering) Let E ⊂ Rn be measurable wrt the Lebesgue measure
m. Assume that E is covered by a family of balls {Bα}α∈Λ ( of bounded diameter) and Λ
not necessarily countable. Then there exists a pairwise disjoint subset {Bj} and a constant
c such that

∞
∑
j=1

m(Bj) ≥ cm(E)

Proof Let R = supα∈Λ{diam(Bα)}. Choose B1 to be any ball such that diam(B1) >
1
2R.

Assume that we have chosen B1, ...,Bk. Then choose Bk+1 to be any ball disjoint with
B1, ...,Bk such that

diam(Bk+1) ≥
1

2
sup{diam(Bα) ∶ Bα disjoint with B1, ...,Bk}

if this is possible.
We thus obtain {Bj} which is countable or finite. We have two possibilities

∑m(Bj) =∞ ∑m(Bj) <∞

If the former, then there is nothing to prove. We thus assume the latter. Then

∞
∑
1

m(Bj) <∞ Ô⇒ diam(Bj)→ 0

We define B⋆
j to be the ball with the same centre as Bj but five times the diameter. Thus

m(B⋆
j ) = 5nm(Bj).

We want to show that ∪B⋆
j ⊃ E because then

5n∑m(Bj) =∑m(B⋆
j ) ≥m(E)

and this would conclude the proof. We show this by showing that Bα ⊂ ∪B
⋆
j for all α ∈ Λ,

which gives the result.
We argue by contradiction, and so we assume that there exists an α such that Bα is not

contained in ∪B⋆
j . Then pick k to be the first integer such that diam(Bk+1) <

1
2diam(Bα).

Then Bα must intersect at least one of the Bjs, else we would have it in the collection.
Let Bj0 be the first one which it intersects. Now j0 ≤ k because if not then Bα is disjoint

with B1, ...,Bk and so it is the suitable candidate when we choose Bk+1, in other words we
would have chosen Bα instead of Bk+1, due to our assumption diam(Bk+1) <

1
2diam(Bα).

We claim that Bα ⊂ B⋆
j0

. We have that diam(Bα) and diam(Bj0) are comparable.
When we chose Bj0 we made sure that diam(Bj0) was greater than or equal to half the
supremum of the diameters of the remaining disjoint balls. In particular 1

2diam(Bα) ≤

diam(Bj0) and so Bα ⊂ B
⋆
j0

. Q.E.D.

The proof that Mf is weak-(1,1) is still to do, and we do so below. It is an application
of Vitali’s theorem, although initially you wouldn’t expect that; at the least I didn’t.
Proof (Mf is weak-(1,1)) We want m{x ∶ Mf(x) > α} ≤ C/α. Define Eα = {x ∶

Mf(x) > α}. If x ∈ Eα then

Mf = sup
r

1

∣Br ∣
∫
Br(x)

∣f(y)∣dy > α Ô⇒ ∃r(x) such that
1

∣Br(x)∣
∫
Br(x)(x)

∣f(y)∣dy > α
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and thus Eα ⊂ ∪x∈EαBr(x)(x).
We can apply Vitali’s lemma to find {Bj} such that ∑m(Bj) ≥ cm(Eα) and {Bj}

pairwise disjoint. Notice that

∣Br(x)∣ ≤
1

α
∫
Br(x)(x)

∣f(y)∣dy

In general, for any disjoint collection of balls Br(x)(x) we have

∣
∞
⊍
k=1

Br(xk)(xk)∣ ≤
∞
∑
k=1

1

α
∫
Br(xk)(xk)

∣f(y)∣dy =
1

α
∫

⊍Br(xk)(xk)

∣f(y)∣dy ≤
∣∣f ∣∣1
α

Then we have that

m(Eα) ≤ 5n
∞
∑
1

m(Bj) ≤ 5nm(⊍Br(x)(x)) ≤ 5n
∣∣f ∣∣1
α

Q.E.D.

Corollary 2.21 Let φ ∶ Rn → R such that ∣φ(x)∣ ≤ ψ(x) for some positive ψ that is radial
and decreasing. Then

lim
t→0

φt ⋆ f(x) = (∫ φ(x)dx) f(x) a.e.

Proof We have seen that if supt φt ⋆ f is weak (p, p) then the set

{f ∈ Lp ∶ lim
t→0

φt ⋆ f = f a.e. }

is closed. Also we know that

sup
t>0

∣φt ⋆ f(x)∣ ≤ ∣∣φ1∣∣Mf(x)

and also if Mf(x) is weak (p, p) for all p then we have supt>0 ∣φt ⋆ f(x)∣ is weak (p, p) for
f ∈ S. Since S is dense in Lp and the set of functions {f ∈ Lp ∶ limt→0 φt ⋆ f = f a.e. } is
closed and contains S it must be Lp Q.E.D.

Corollary 2.22 This applies to Gauss-Weierstrass, Abel-Poisson and Cesaro, but not to
SRf

Proof The functions φ in GW and AP in the expressions are

Pt =
ct

(t2 + ∣x∣2)
n+1
2

and

Wt =
1

(4πt)
n
2

e−
∣x∣2
4t

and these are radial, decreasing and positive. For Cesaro, the function φ is less that the

function ψ(x) =

⎧⎪⎪
⎨
⎪⎪⎩

1 x ≤ 1
1

π2z2
x ≥ 1

Q.E.D.
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2.4 Dyadic Maximal functions

This is an effort to make everything more computable, or manageable.
In R, if O is an open set then O = ⊍ Iα, a union of disjoint open intervals, but in Rn

one cannot write an open set in this manner.
We denote by Q the set [0,1)n = [0,1) × ... × [0,1)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
n times

and Q0 is the set of all cubes

congruent to Q with vertices in Zn. We let Qk =
1
2k
Q the “shrunk ” cube for k ∈ Z and

Qk the set of all cubes congruent to Qk with vertices on ( 1
2k
Z)n

We remark that for all x ∈ Rn there is a unique cube in Qk that contains x, i.e.
Rn = ⊍

Qk∈Qk
Qk

Also note that any two dyadic cubes (allowing different generations) are either disjoint
or one is contained in the other. Also every dyadic cube in Qk is contained in a unique
cube of the previous generation and itself contains 2n cubes of the next.

Definition 2.23

Ekf(x) = ∑
Q∈Qk

1

∣Q∣
∫
Q
f(y)dyχQ(x)

Observe that

∫ Ekf(x)dx = ∫ f(x)dx

and also that

∫ ∑
Qk

1

∣Q∣
∫ f(y)dyχQ(x)dx =∑

Qk
∫

1

∣Q∣
χQ(x)dx∫

Q
f(y)dy = ∫

⋃Q
f(x)dx

Definition 2.24 The Dyadic maximal function is defined to be

Mdf(x) = sup
k

∣Ekf(x)∣ = sup
Qk∈Qk
x∈Qk
k∈Z

∣
1

∣Qk∣
∫
Qk
f(y)dy∣

Observe that in the above supremum there is only one Qk for each generation.

Theorem 2.25 1. Mdf is weak-(1,1) and strong-(p,p) for 1 < p ≤∞

2. if f ∈ L1
loc then

lim
k→∞

Ekf(x) = f(x) a.e.

Proof (an example of Calderon-Zygmund decomposition) Without loss of gener-
ality we can assume that f ≥ 0. We then need to show that

∣{x ∈ Rn ∶Mdf(x) > α}∣ ≤
c

α

We first claim that
{x ∈ Rn ∶Mdf(x) > α} = ∪k∈ZΩk

for some sets Ωk. Define Ωk = {x ∈ Rn ∶ Ekf(x) > α and Ejf(x) ≤ α∀j < k}. Suppose that
x ∈ {x ∈ Rn ∶Mdf(x) > α} for fixed α. Then f ∈ L1 implies that

1

∣Qk∣
∫
Qk
fdx→ 0 as k → −∞

24 of 46



MA4J0 Advanced Real Analysis Lecture Notes Spring 2013

as it is bounded above by 1
∣Qk ∣ ∣∣f ∣∣1. Thus for a α fixed there exists a K0 such that

1

∣Qj ∣
∫
Qj
fdx ≤ α

for all j <K0. This implies that Ωj = ∅ for all j ≤K.
Once we have defined Ωj for j ≤K0 we define the rest inductively.
For the claim, if x ∈ {x ∈ Rn ∶ Mdf(x) > α} then there exists an index k such that

Ekf(x) > α. We know this set of indices is bounded below by K0. Then trivially x ∈ ΩK0 .
This shows the inclusion

{x ∈ Rn ∶Mdf(x) > α} ⊂ ∪k∈ZΩk

To show the other inclusion, if x ∈ Ωk then Ekf(x) > α and so Mdf(x) > α so x ∈ {x ∈

Rn ∶Mdf(x) > α}
Observe that Ωk are pairwise disjoint.
Now if x ∈ Ωk we have Ekf(x) > α and if x ∈ Qk for Qk a dyadic cube then

Ekf(x) =
1

∣Qk∣
∫
Qk
f(y)dy > α

and so

∣Qk∣ ≤
∫ f(y)dy

α

Each Ωk is a union of dyadic cubes and so

∣Ωk∣ ≤
∫Qk

f(y)dy

α

To conclude

∣{x ∈ Rn ∶Mdf(x) > α}∣ = ∣⊍Qk∣ = ∑
k≥K0

∣Ωk∣ ≤
1

α
∑∫

Ωk
f(y)dy ≤

1

α
∫
Rn
f(y)dy ≤

∣∣f ∣∣1
α

For the second part, if f ∈ L1
loc then limk→∞Ekf(x) = f(x) and if x ∈ Qk then

Ekf(x) =
1

∣Qk∣
∫
Qk
f(y)dy

and given {Ekf(x)} we have Mdf is the maximal operator associated to them by defini-
tion. We have seen that if Mdf(x) is weak (p, q) then the following set

{f ∈ Lp ∶ lim
k→∞

Ekf(x) = f(x) a.e. }

is a closed set. Moreover the result is trivially true for S and so the result is true for Lp.
Q.E.D.

Note that if f ≥ 0 then

∣{x ∶MQf(x) > 4nα}∣ ≤ 2n∣{x ∶Mdf(x) > α}∣

∣{x ∶MQf(x) > λ}∣ ≤ 2n∣{x ∶Mdf(x) >
λ

4n
}∣
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Corollary 2.26 (Lebesgue Differentiation Theorem) Suppose that f ∈ L1
loc then

lim
∣Br ∣→0

1

∣Br ∣
∫
Br
f(y)dy = f(x) a.e.

Corollary 2.27 Suppose that f ∈ L1
loc then

lim
r→0

1

∣Br ∣
∫
Br

∣f(x − y) − f(x)∣dy = 0 a.e.

Proof (sketch) Let Trf(x) = 1
∣Br ∣ ∫Br ∣f(x − y) − f(x)∣dy and also T ⋆ = supr Tr. Then

{f ∈ Lp ∶ limr→r0 Trf(x)} is closed provided T ⋆ is weak (p, q) for some p and q. The limit
exists and is trivially zero for f ∈ C0 or S. Then T ⋆ is weak (1,1) and

∣Trf(x)∣ ≤
1

∣Br ∣
∫
Br

∣f(x − y)∣dy + ∣f(x)∣

≤ sup
r

1

∣Br ∣
∫
Br

∣f(x − y)∣dy + ∣Mf(x)∣

≤ 2Mf(x)

and so T ⋆f ≤ 2Mf . Q.E.D.

3 Hilbert Transform

We saw before the Poisson kernel u(x, t) = Pt ⋆ f(x) where Pt(x) = cn
t

(∣x∣2+t2)
n+1
2

in Rn

with c1 =
1
π . This function has fourier transform û = e−2πt∣ξ∣f̂(ξ). Now for n = 1 we have

u(x, t) = ∫
R
e−2πt∣ξ∣f̂(ξ)e2πixξdξ

= ∫

∞

0
e−2πtξ f̂(ξ)e2πixξdξ + ∫

0

−∞
e2πtξ f̂(ξ)e2πixξdξ

= ∫

∞

0
f̂(ξ)e2πi(x+it)ξdξ + ∫

0

−∞
f̂(ξ)e2πi(x−it)ξdξ

and if we rewrite this with z = x + it we get

u(z) = ∫
∞

0
f̂(ξ)e2πizξdξ + ∫

0

−∞
f̂(ξ)e2πiz̄ξdξ

and then if we define the function v(z) by

iv(z) = ∫
∞

0
f̂(ξ)e2πizξdξ − ∫

0

−∞
f̂(ξ)e2πiz̄ξdξ

and we can then write

v(x, t) = −i∫ sgn(ξ)e−2πt∣ξ∣f̂(ξ)e2πixξdξ

In exactly the same form that u defined above can be written as a convolution with Pt
we can also write v as a convolution with Qt where

Qt(x) =
1

π

x

x2 + t2
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and note that Q̂t(ξ) = −isgn(ξ)e−2πt∣ξ∣. Qt is called the conjugate Poisson kernel. Observe
that

Pt(x) + iQt(x) =
1

π
(

t

x2 + t2
+

x

x2 + t2
) =

1

π

iz̄

zz̄
=
i

π

1

z

which is an analytic function for Imz > 0.
Now Ptf → f because Pt is an approximation to the identity. But what happens to

Qt ⋆ f(x)? If we write formally, we see that

Q0 ⋆ f(x) =
1

π
∫
R

1

y
f(x − y)dy

and this expression is not defined, even for f ∈ S. The problem is not at ∞, it is at the
origin. In some sense, limt→0Qt =

1
πx and is it possible to make sense of 1

πx ⋆ f?

Definition 3.1 We define the principle value to be, for φ ∈ S, (or φ ∈ C∞
c )

p.v.
1

x
(φ) = lim

ε→0
∫
∣x∣>ε

φ(x)

x
dx

and we claim that this is well defined. Note first that ∫1>∣x∣>ε
1
xdx = 0, since it is symmetric

about the origin. Then

∫
∣x∣>ε

φ(x)

x
dx = ∫

1>∣x∣>ε

φ(x)

x
dx + ∫

∣x∣>1

φ(x)

x
dx

The latter is independent of 1 and ∣φ∣ ≤ 1
1+∣x∣1000000 as it is Schwartz or with compact

support. The former is

∫
1>∣x∣>ε

φ(x)

x
dx = ∫

1>∣x∣>ε

φ(x)

x
dx − φ(0)∫

1>∣x∣>ε

1

x
dx = ∫

1>∣x∣>ε

φ(x) − φ(0)

x
dx

and if φ has one derivative then the integrand is less than the infinity norm of the deriva-
tive, and since the domain of integration is compact, we have it bounded.

Proposition 3.2

lim
t→0

Qt =
1

π
p.v.

1

x

where the limit is understood in the sense of distributions.

Proof For all ε > 0 let ψε(x) =
1
xχ{∣x∣>ε}(x) and then p.v. 1x(φ) = limε→0ψε(x)(φ) where

we think of the function ψε as a distribution by

ψε(x)(φ) = ∫ ψε(x)φ(x)dx

Then

p.v.
1

x
(φ) = lim

ε→0
∫ ψε(x)φ(x)dx = lim

ε→0
∫
∣x∣>ε

φ(x)

x
dx
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and we want to show that limt→0[Qt(φ) −
1
πp.v. 1x(φ)] = 0. We have

lim
t→0

[Qt(φ) −
1

π
p.v.

1

x
(φ)] = lim

t→0
[Qt(φ) −

1

π
∫ ψt(x)φ(x)dx]

= lim
t→0

[∫
x

x2 + t2
φ(x)dx −

1

π
∫ ψt(x)φ(x)dx]

= lim
t→0

[∫
x

x2 + t2
φ(x)dx −

1

π
∫
∣x∣>t

1

x
φ(x)dx]

= lim
t→0

[∫
∣x∣<t

x

x2 + t2
φ(x)dx +

1

π
∫
∣x∣>t

(
x

x2 + t2
−

1

x
)φ(x)dx]

= lim
t→0

[∫
∣y∣<1

t
ty

t2y + t2
φ(ty)dy + ∫

∣y∣>1
(

ty

t2y + t2
−

1

ty
)φ(ty)tdy]

= lim
t→0

[∫
∣y∣<1

y

y + 1
φ(ty)dy + ∫

∣y∣>1
(

y

y + 1
−

1

y
)φ(ty)dy]

= 0

since we can take the limit inside using DCT and then we have integrals of odd functions
over symmetric domains. Q.E.D.

Note that einx → 0 in the same sense. This is Riemann-Lebesgue.

Corollary 3.3

lim
t→0

Qt ⋆ f(x) =
1

π
lim
ε→0
∫
∣y∣>ε

f(x − y)

y
dy

Corollary 3.4
̂

(p.v.
1

x
)(ξ) = −isgn(ξ)

Proof We only give a sketch

̂(Qt ⋆ φ)(ξ) = −isgn(ξ)e−2πt∣ξ∣φ̂(ξ)

and also
1

π

̂
(p.v.

1

⋅
⋆ φ)(ξ) =

̂
(p.v.

1

x
)(ξ)φ̂(ξ)

and since

lim
t→0

̂(Qt ⋆ φ)(ξ) =
1

π

̂
(p.v.

1

⋅
⋆ φ)(ξ)

we get

−isgn(ξ)φ̂(ξ) =
̂

(p.v.
1

x
)(ξ)φ̂(ξ)

as required Q.E.D.

Definition 3.5 (Hilbert Transform)

Hf(x) ∶=
1

π
p.v.∫

f(x − y)

y
dy =

1

π
lim
ε→0
∫
∣y∣>ε

f(x − y)

y
dy

We could have alternatively defined this as

Hf(x) = lim
t→0

Qt ⋆ f(x)

or as
Ĥf(ξ) = −isgn(ξ)f̂(ξ)
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Proposition 3.6
∣∣Hf ∣∣2 = ∣∣f ∣∣2

Proof
∣∣Hf ∣∣2 = ∣∣Ĥf ∣∣2 = ∣∣ − isgn(ξ)f̂(ξ)∣∣L2

ξ
= ∣∣f̂ ∣∣2 = ∣∣f ∣∣2

Q.E.D.

and thus we have that H is strong (2,2).

Proposition 3.7
H(Hf) = −f

and also

∫ fHg = −∫ (Hf)g

The proof of this uses the Fourier transform definition. Due to the propositions here, H
can be extended to L2. We will see that H can be extended to Lp for 1 ≤ p <∞.

Theorem 3.8 H can be extended to f ∈ Lp for 1 ≤ p <∞ and furthermore

1. (Kolmogorov) H is weak (1,1), that is

∣{x ∈ R ∶ ∣Hf(x)∣ > α}∣ ≤
C ∣∣f ∣∣1
α

2. (M. Riesz) H is strong (p,p) for 1 < p <∞, i.e. there exists a cp such that

∣∣Hf ∣∣p ≤ cp∣∣f ∣∣p

Theorem 3.9 (Calderón-Zygmund Decomposition) Let f ∈ L1(Rn) and f ≥ 0 and
fix α > 0. Then

1. Rn = F ⊍Ω

2. f(x) ≤ α for a.e. x ∈ F

3. Ω is a union of cubes Ω = ∪Qk where Qk have disjoint interior and

α <
1

∣Qk∣
∫
Qk
f(y)dy ≤ 2nα

Observe that ∣Qk∣ <
1
α ∫Qk

f(y)dy and

∣Ω∣ = ∣ ∪Qk∣ <
1

α
∫
∪Qk

f(y)dy ≤
∣∣f ∣∣1
α

Proof Given α, since f ∈ L1 there exists m such that

1

(2m)n
∫
Rn
f(y)dy < α

and this implies that if Q is a dyadic cube of side 2m then 1
∣Q∣ ∫Q fdy < α.
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Consider the family of dyadic cubes of side 2m. Take a cube in this collection, and
bisect every side. Let Q′ be one of the resulting 2n cubes. We have two options

1

∣Q′∣
∫
Q′
f(y)dy ≤ α

1

∣Q′∣
∫
Q′
f(y)dy > α

If in the latter then we keep Q′ for our collection. Then we have

α <
1

∣Q′∣
∫
Q′
f(y)dy ≤

∣Q∣

∣Q′∣

1

∣Q′∣
∫
Q
f(y)dy = 2nα

If Q′ satisfies the latter, we bisect every side and look at every sub-cube. Iterate this
procedure. We thus gain Ω as a disjoint union of such cubes. We define F ∶= Ωc. We are
left to check property 2.

Let x ∈ F so that x is in one cube from every generation of dyadic cubes. Then we
have 1

∣Q∣ ∫Q f(y)dy ≤ α for every dyadic cube containing x. We have a family of cubes

{Rj} such that if x ∈ Rj then 1
∣Rj ∣ ∫Rj f(y)dy ≤ α. Lebesgue’s differentiation thereom gives

that

lim
r→0

1

∣Qr ∣
∫
Qr
f(y)dy = f(x) a.e.

and if x ∈ Qr for all r and ∣Qr ∣ = cr
n then we have

f(x) = lim
j→∞

1

∣Rj ∣
∫
Rj
f(y)dy ≤ α a.e.

Q.E.D.

Proof (of theorem 3.8) We prove this in R. Suppose f ≥ 0. From Calderon-Zygmund
decomposition we write R = F ⊍Ω where Ω = ∪Ij with disjoint interior and

α <
1

∣Ij ∣
∫
Ij
fdx ≤ 2α

and ∣Ω∣ ≤ 1
α ∣∣f ∣∣1.

Decompose f into a good part and a bad part, so f = g + b where

g(x) =

⎧⎪⎪
⎨
⎪⎪⎩

f(x) x ∈ ΩC

1
∣Ij ∣ ∫Ij fdx x ∈ Ij

and b(x) is defined as whatever it has to be, i.e. b(x) = f(x) − g(x). We think of b as
b(x) = ∑∞j=1 bj(x) with

bj(x) = (f(x) −
1

∣Ij ∣
∫
Ij
fdx)χIj(x)

We need to study ∣{x ∶ ∣Hf ∣ > α}∣ and show it is ≤ c
α ∣∣f ∣∣1. We have

{x ∶ ∣Hf ∣ > α} ⊂ {x ∶ ∣Hg∣ >
α

2
} ∪ {x ∶ ∣Hb∣ >

α

2
}

Now

(
2

α
)

2

∫ ∣Hg∣2 ≥ (
2

α
)

2

∫
{x∶∣Hg∣>α

2
}
∣Hg∣2 ≥ (

2

α
)

2

(
α

2
)

2

∫
{x∶∣Hg∣>α

2
}
= ∣{x ∶ ∣Hg∣ > α}∣
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From the Fourier transform definition of Hg, we immediately get that ∣∣Hg∣∣22 = ∣∣g∣∣22 and
so

(
2

α
)

2

∫ ∣Hg∣2 = (
2

α
)

2

∣∣Hg∣∣22 = (
2

α
)

2

∣∣g∣∣22 = (
2

α
)

2

∫ ∣g∣2dx ≤ (
2

α
)

2

∫ ∣g∣2αdx ≤
8

α
∣∣f ∣∣1

since ∣g∣ ≤ 2α by definition and

∫ g = ∫
F
g + ∫

Ω
g = ∫

F
f +∑

j
∫
Ij

1

∣Ij ∣
∫
Ij
f(y)dydx = ∫

F
f +∑

j
∫
Ij
f(y)dy = ∫ f

For {x ∶ ∣Hb∣ > α} take Ω = ∪∞j=1Ij and define Ω⋆ ∶= ∪∞j=12Ij with 2Ij meaning the
interval with the same centre but double length. Observe that

∣Ω⋆
∣ ≤ 2∣Ω∣ ≤

2

α
∣∣f ∣∣1

and then

∣{x ∶ ∣Hb∣ > α}∣ ≤ ∣Ω⋆
∣ + ∣{x ∈ (Ω⋆

)
C
∶ ∣Hb∣ ≥

α

2
}∣ ≤

2

α
∣∣f ∣∣1 + ∣{x ∈ (Ω⋆

)
C
∶ ∣Hb∣ ≥

α

2
}∣

To finish we need

∣{x ∈ (Ω⋆
)
C
∶ ∣Hb∣ ≥

α

2
}∣ ≤

C

α
∣∣f ∣∣1

We have

∣{x ∈ (Ω⋆
)
C
∶ ∣Hb∣ ≥

α

2
}∣ ≤

2

α
∫
(Ω⋆)C

∣Hb∣dx ≤∑
j

2

α
∫
(Ω⋆)C

∣Hbj ∣dx

and it is enough to show that ∑j ∫(Ω⋆)C ∣Hbj ∣dx ≤ ∣∣f ∣∣1. Observe that if 2Ij ⊂ Ω⋆ then

(2Ij)
C ⊂ (Ω⋆)C . Also observe that

∫ bj(x)dx = ∫
Ij
bj(x)dx = ∫

Ij
f(x)dx−∫

Ij

1

∣Ij ∣
∫
Ij
f(y)dydx = ∫

Ij
f(x)dx−∫

Ij
f(x)dx = 0

We then have

2

α
∑
j
∫
(Ω⋆)C

∣Hbj ∣dx =∑
j
∫
(2Ij)C

∣Hbj ∣dx

=
2

α
∑
j
∫
(2Ij)C

∣p.v.∫
R

bj(y)

x − y
dy∣dx

=
2

α
∑
j
∫
(2Ij)C

∣lim
ε→0
∫
∣x−y∣>ε

bj(y)

x − y
dy∣dx

=
2

α
∑
j
∫
(2Ij)C

RRRRRRRRRRRRRRRRRRRRR

lim
ε→0

∫

∣x−y∣>ε
y∈Ij

bj(y)

x − y
dy

RRRRRRRRRRRRRRRRRRRRR

dx

=
2

α
∑
j
∫
(2Ij)C

RRRRRRRRRRRRRR

∫

Ij

bj(y)

x − y
dy

RRRRRRRRRRRRRR

dx
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=
2

α
∑
j
∫
(2Ij)C

RRRRRRRRRRRRRR

∫

Ij

bj(y) [
1

x − y
−

1

x − cj
]dy

RRRRRRRRRRRRRR

dx

≤
2

α
∑
j
∫
(2Ij)C

∫

Ij

∣bj(y)∣
∣y − cj ∣

∣x − y∣∣x − cj ∣
dydx

≤
2

α
∑
j
∫
(2Ij)C

∫

Ij

∣bj(y)∣
∣Ij ∣

∣x − cj ∣2
dydx

≤∑
j

4

α
∫
Ij

∣bj(y)∣dy

≤∑
j

4

α
[∫

Ij
∣f(x)∣ +

1

∣Ij ∣
∣∫
Ij
f(y)dy∣dx]

≤
4

α
∑
j

[∫
Ij

∣f(y)∣dy + ∫
Ij

∣f(y)∣dy]

≤
8

α
∫
∪Ij

∣f(y)∣dy

≤
8

α
∣∣f ∣∣1

since ∣y − cj ∣ ≤
1
2 ∣Ij ∣ and ∣x − y∣ ≥

∣x−cj ∣
2 . The above is true, because, if Ij = (cj − a, cj + a)

then

∫
(2Ij)C

∣Ij ∣

∣x − cj ∣2
dx = ∫

∣x−cj ∣>2a

2a

∣x − cj ∣2
dx = ∫

∣y∣>2a

2a

∣y∣2
dy = 2

Now for strong (p,p). We know that H is weak (1,1) and strong (2,2) and so by
Marcinkiewicz H is strong (p,p) for 1 < p < 2. We now use duality to deduce for p > 2.
We have that

∣∣f ∣∣p = sup
g∈Lq
∣∣g∣∣q=1

{∫ fg}

where 1
p +

1
q = 1. If p > 2 then

∣∣Hf ∣∣p = sup
g∈Lq
∣∣g∣∣q=1

{∫ (Hf)g} = sup
g∈Lq
∣∣g∣∣q=1

{−∫ f(Hg)}

Now

∫ fHgdx ≤ ∣∣f ∣∣p∣∣Hg∣∣q ≤ ∣∣f ∣∣pcq ∣∣g∣∣q

and so
∣∣Hf ∣∣p = sup{−∫ fHg} ≤ cq ∣∣f ∣∣p

Q.E.D.

The moral of this is to work out the result for (2,2) and (1,1) and then use duality.
The reason is that (∞,∞) is most of the time false.

3.1 Natural Generalisations

We look for maps

Tf(x) = lim
ε→0
∫
∣y∣>ε

Ω(y′)

∣y∣n
f(x − y)dy
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where y′ = y
∣∣y∣∣ ∈ S

n−1. A necessary condition is that ∫Sn−1 Ω(y′)dσ = 0.
Suppose we are solving −∆u = f and f ∈ Lp. Then

u = cn∫
1

∣y∣n−2
f(x − y)dy = cn∫

1

∣x − y∣n−2
f(y)dy

and then

∂2
xiu = c∫

g

∣x − y∣n
f(y)dy + ∫

h

∣x − y∣n+1
f(y)dy

where g and h are polynomials and are essentially constants, and g happens to satisfy the
property of Ω above.

A more useful generalisation is

Tf(x) = ∫
Rn
K(x − y)f(y)dy

Theorem 3.10 Suppose that K is a tempered distribution, that agrees with a function
on Rn ∖ {0}, and is in L1

loc(R
n ∖ {0}) such that

1. ∣K̂(ξ)∣ ≤ A for some A

2. ∫∣x∣>2∣y∣ ∣K(x − y) −K(x)∣dx ≤ B for some B. This is called Hormander’s condition.

Then Tf = ∫ K(x − y)f(y)dy is weak (1,1) and strong (p,p) for 1 < p <∞.

The next stage would be T̃ f(x) = ∫ K(x, y)f(y)dy which is used for Green’s functions.
The proof of the above is very similar to the proof that the Hilbert transform is weak
(1,1) and strong (p,p).
Proof We first show that Tf is strong (2,2).

∣∣Tf ∣∣2 = ∣∣T̂ f ∣∣2 = ∣∣K̂(ξ)f̂(ξ)∣∣2 ≤ ∣∣K̂ ∣∣∞∣∣f̂ ∣∣2 ≤ A∣∣f ∣∣2

where we have used Plancherel twice. We now show that Tf is weak (1,1) and then use
Marcinkiewicz and the duality argument to conclude the result.

Without loss of generality we can assume f ≥ 0. If it isnt, then we can decompose
f = f+ − f− and then look at Tf+ − Tf−.

We use a Calderon-Zygmund decomposition for f ≥ 0 and α > 0 fixed in Rn so that
Rn = F ⊍Ω where f(x) ≤ α for x ∈ ΩC and

α <
1

∣Qk∣
∫
Qk
f(y)dy ≤ 2nα

where Ω = ∪jQj and Qj have disjoint interior.
We construct good and bad functions such that

g(x) =

⎧⎪⎪
⎨
⎪⎪⎩

f(x) x ∈ ΩC

1
∣Qk ∣ ∫Qk f(y)dy x ∈ Qk

and b(x) = ∑k bk where

bk(x) = (f(x) −
1

∣Qk∣
∫
Qk
f(y)dy)χQk(x)

Then
∣{x ∶ ∣Tf ∣ > α}∣ ≤ ∣{x ∶ ∣Tg∣ >

α

2
}∣ + ∣{x ∶ ∣Tb∣ >

α

2
}∣
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and we want each one less than or equal to C
α ∣∣f ∣∣1. Then

∣{∣Tg∣ >
α

2
}∣ ≤ (

2

α
)

2

∫ ∣Tg∣2 = (
2

α
)

2

∣∣Tg∣∣22 ≤ (
2

α
)

2

A2
∣∣g∣∣22

and notice that g(x) ≤ 2nα and thus

(
2

α
)

2

A2
∣∣g∣∣22 ≤ (

2

α
)

2

A2
∣∣g∣∣∞∣∣g∣∣1 ≤

2n+2

α
A2

∣∣g∣∣1 =
2n+2

α
A2

∣∣f ∣∣1

since ∫ bk = 0 so ∫ g = ∫ f like before. This concludes bounding the good part.
Call Q⋆

k the cube centre ck with side length 2
√
n times the side length of Qk. Then

let Ω⋆ ∶= ∪kQ
⋆
k. Then

∣Ω⋆
∣ ≤ C ∣Ω∣ ≤ C∑ ∣Qk∣ ≤

C

α
∑∫

Qk
f(y)dy ≤

C

α
∣∣f ∣∣1

and then

∣{x ∶ ∣Tb∣ >
α

2
}∣ ≤ ∣Ω⋆

∣ + ∣{x ∈ (Ω⋆
)
C
∶ ∣Tb∣ >

α

2
}∣ ≤

C

α
∣∣f ∣∣1 + ∣{x ∈ (Ω⋆

)
C
∶ ∣Tb∣ >

α

2
}∣

Then

∣{x ∈ (Ω⋆
)
C
∶ ∣Tb∣ >

α

2
}∣ ≤

2

α
∫
(Ω⋆)C

∣Tb∣dx

≤
2

α
∑
k
∫
(Ω⋆)C

∣Tbk∣dx

≤
2

α
∑
k
∫
(Q⋆

k
)C

∣Tbk∣dx

≤
2

α
∑
k
∫
(Q⋆

k
)C

∣∫
Rn
K(x − y)bk(y)dy∣dx

≤
2

α
∑
k
∫
(Q⋆

k
)C

∣∫
Qk
K(x − y)bk(y)dy∣dx

≤
2

α
∑
k
∫
(Q⋆

k
)C

∣∫
Qk

[K(x − y) −K(x − ck)] bk(y)dy∣dx

≤
2

α
∑
k
∫
Qk
∫
(Q⋆

k
)C

∣K(x − y) −K(x − ck)∣ ∣bk(y)∣dy

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
≤C

dx

≤
2C

α
∑
k
∫
Qk

∣bk(y)∣dy

≤
2C

α
∑
k
∫
Qk

[∣f(y)∣ +
1

∣Qk∣
∫
Qk

∣f(z)∣dz]dy

≤
4C

α
∑
k
∫
Qk

∣f(y)∣dy

≤
4C

α
∣∣f ∣∣1

and now for ∫(Q⋆
k
)C ∣K(x − y) −K(x − ck)∣ ∣bk(y)∣dy ≤ C note that Rn ∖Q⋆

k ⊂ {x ∶ ∣x − ck∣ >
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Figure 1: Explaining last part of proof above

2∣y − ck∣} and so

∫
(Q⋆

k
)C

∣K(x − y) −K(x − ck)∣ ∣bk(y)∣dy ≤ ∫
∣x−ck ∣>2∣y−ck ∣

∣K(x − y) −K(x − ck)∣ ∣bk(y)∣dy

≤ B

and see figure 1. We thus need B > 2A from the picture below. Then if we suppose l is
the side length of Qk we have l2

√
n as the side length of of Q⋆

k so 2B = l2
√
n > 4

√
l2n/4

as required. Q.E.D.

4 Bounded Mean Oscillation (BMO)

Recall that f ∈ L1
loc if and only if for all K ⊂ Rn compact we have ∫K ∣f ∣dx <∞.

Definition 4.1

fQ =
1

∣Q∣
∫
Q
f(x)dx

M ♯f(x) = sup
Q∋x

1

∣Q∣
∫
Q
∣f − fQ∣

BMO is the space
{f ∈ L1

loc ∶M
♯f ∈ L∞}

For an f ∈ BMO we write ∣∣f ∣∣⋆ = ∣∣M ♯f ∣∣∞. The reason for the strange notation is that
this object is not quite a norm, as if f is constant then it is zero. There is a way to
construct a norm on BMO, which is usually denoted by ∣∣ ⋅ ∣∣BMO by taking equivalence
classes. We do not do that here.

Observe that
∣M ♯f(x)∣ ≤ cnMf(x)

where the M is the Hardy Littlewood maximal function and cn depends only on the
dimension.
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Proposition 4.2 1.

1

2
∣∣f ∣∣⋆ ≤ sup

Q
inf
a∈C

1

∣Q∣
∫
Q
∣f(y) − a∣dy ≤ ∣∣f ∣∣⋆

for a given f ∈ BMO

2.
M ♯

∣f ∣(x) ≤ 2M ♯f(x)

Proof

1.

sup
Q

inf
a

1

∣Q∣
∫
Q
∣f(y) − a∣dy ≤ sup

Q

1

∣Q∣
∫
Q
∣f(y) − fQ∣dy ≤ ∣∣M ♯f(x)∣∣∞ = ∣∣f ∣∣⋆

which shows the second inequality. For the first, observe that

∫
Q
∣f − fQ∣ = ∫

Q
∣f − a + a − fQ∣ ≤ ∫

Q
∣f − a∣ + ∫

Q
∣a − fQ∣ ≤ 2∫

Q
∣f − a∣

for all Q and a. Then

1

2
∫
Q
∣f(y) − fQ∣dy ≤ inf

a
∫
Q
∣f(y) − a∣dy

since the left hand side doesn’t depend on a. Now divide by ∣Q∣ and take the
supremum over Q ∋ x to get that

1

2
∣∣M ♯f ∣∣∞ ≤ sup

Q∋x
inf
a

1

∣Q∣
∫
Q
∣f(y) − a∣dy

To prove that ∫Q ∣fQ −a∣ ≤ ∫Q ∣f(y)−a∣dy we note that we can assume that a = 0, as
if not, consider g = f − a. Then

∫
Q
∣gQ∣dx = ∫

Q

1

∣Q∣
∣∫
Q
g(y)dy∣dx

= ∣∫
Q
g(y)dy∣∫

Q

1

∣Q∣
dx

= ∣∫
Q
g(y)dy∣

≤ ∫
Q
∣g(y)∣dy

as required.

2. We have

M ♯
∣f ∣(x) ≤ ∣∣M ♯

∣f ∣(x)∣∣∞

≤ 2 sup
Q∋x

inf
a

1

∣Q∣
∫
Q
∣∣f ∣(y) − a∣dy

≤ 2 sup
Q∋x

1

∣Q∣
∫
Q
∣∣f(y)∣ − ∣fQ∣∣dy

≤ 2 sup
Q∋x

1

∣Q∣
∫
Q
∣f(y) − fQ∣dy

≤ 2M ♯f(x)
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Q.E.D.

Corollary 4.3 If f ∈ BMO (∣∣M ♯f(x)∣∣∞ < 2) then ∣f ∣ ∈ BMO, i.e. ∣∣M ♯∣f ∣(x)∣∣∞ ≤ 2c.
The converse is false however.

Observe that L∞ ⊂ BMO andBMO is larger that L∞. Consider f(x) =

⎧⎪⎪
⎨
⎪⎪⎩

log 1
∣x∣ x ≤ 1

0 x ≥ 1

in one dimension. Then consider sgn(x)f(x). We claim that f = ∣f ∣ is in BMO but
sgn(x)f(x) is not.

The moral of this is that for BMO, size is not the only thing that matters.

Theorem 4.4 Consider Tf(x) = ∫ K(x−y)f(y)dy such that K is a tempered distribution
agreeing with a function on Rn ∖ {0} such that ∣K̂(ξ)∣ ≤ A and K satisfies a Hormander
type condition ∫∣x∣>2∣y∣ ∣K(x − y) −K(x)∣dx ≤ B for all y. Then T maps L∞ into BMO
and

∣∣Tf ∣∣BMO ≤ C ∣∣f ∣∣∞

Note that the BMO norm measures the oscillations. Also oscillations are really im-
portant, recall Riemann-Lebesgue. f̂(ξ)→ 0 mainly due to the oscillations of e−2πixξ.

The BMO norm measures the oscillations of f at every scale. ∣f − fQ∣ measures the
difference between f and its average fQ. Then M ♯ measures that difference, at every
scale.

Theorem 4.5 (Interpolation) T a bounded operator on Lp0, ∣∣Tf ∣∣p0 ≤ cp0 ∣∣f ∣∣p0 and
bounded from L∞ to BMO. Then T is bounded in Lp for p > p0.

This in some sense generalises Marcinkiewicz.

Theorem 4.6 (John-Nirenberg) Suppose that f ∈ BMO, then there exist C1,C2 such
that

∣{x ∈ Q ∶ ∣f − fQ∣ > λ}∣ ≤ C1e
−C2λ/∣∣f ∣∣⋆ ∣Q∣

5 Weak Derivatives and Distributions.

5.1 Weak Derivatives

We look carefully at the integration by parts formula. Suppose that Ω ⊂ Rn is open,
φ ∈ C∞

c (Ω) and u ∈ C1(Ω). Then

∫
Ω
∂xjuφdx = −∫

Ω
u∂xjφdx

and if u ∈ C ∣α∣ then

∫
Ω
∂αxuφdx = −∫

Ω
u∂αxφdx

Definition 5.1 Let u, v ∈ L1
loc, and α a multiindex. We say that v is the α-weak deriva-

tive of u if

∫ vφdx = (−1)∣α∣∫ u∂αxφdx

for all φ ∈ C∞
c
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Observe that this is unique if it exists. If we consider f(x) = ∣x∣ then f ′(x) = sgn(x).
If g(x) = χ[0,∞) then this has no weak derivative.

Consider ut +ux = 0 for x ∈ R and t > 0. This has a solution f(x− t) for some f . If we
add u(x,0) = f(x) then u(x, t) = f(x − t) should be the unique solution.

Suppose f ∈ Lp ∖C1. Then assuming you can, for φ ∈ C∞
c we have

0 = ∫ (ut + ux)φdxdt = ∫ utφ + uxφdxdt = −∫ uφt + uφxdxdt = −∫ u(φt + φx)dxdt

and the right hand side exists if u ∈ L1
loc. We say that u is a weak solution of ut + ux = 0

if it satisfies ∫ u(φt + φx)dxdt = 0 for all φ ∈ C∞
c . One can check that if f has a weak

derivative then u(x, t) = f(x − t) is actually a weak solution.
An example is to solve −∆u = f in Rn. First look for radial solution of −∆u = 0

and for n ≥ 3, one such is u(x) = cn
1

∣x∣n−2 from formal calculations. Away from x = 0

we have −∆u = 0 and so u(x) = cn ∫
1

∣x−y∣n−2 f(y)dy solves −∆u = f . Formally −∆u =

cn ∫ (−∆) 1
∣x−y∣n−2 f(y)dy = f(x) and this works because 1

∣x−y∣n−2 is essentially the distribu-

tion δx.

5.2 Distributions

Suppose that X,Ω ⊂ Rn are open.

Definition 5.2 Let u be a linear form on C∞
c . Then u is called a distribution if it

satisfies: For all compact K ⊂X there exists C = C(K) and N = N(K) ∈ N such that

∣u(φ)∣ = ∣⟨u,φ⟩∣ ≤ C ∑
∣α∣≤N

sup
x

∣∂αφ∣

for all φ ∈ C∞
c (K).

Note that C∞
c is not a Banach space, so has no natural norm. However it is a Fréchet

space so has a family of seminorms, and these make up the sum above.
One would like to write the following. u a distribution if it is a bounded linear

functional on C∞
c . The reason for the strange definition is that C∞

c has no natural norm.
We observe that C∞

c ⊂ S ⊂ C∞. The useful one of these for us is S. We call these
tempered distributions. For C∞ we have distributions of compact support. D′ is the
space of distributions.

Theorem 5.3
C0
↪ D

′

Proof f ∈ C0 define ⟨f, φ⟩ = ∫ fφdx for all φ ∈ C∞
c . Then

∣⟨f, φ⟩∣ ≤ ∣∣φ∣∣∞∫
spt(φ)

∣f ∣dx

for φ ∈ C∞
c (K) and then

∣⟨f, φ⟩∣ ≤ ∫
K

∣f ∣dx∣∣φ∣∣∞

Q.E.D.

We observe that L1
loc ⊂ D

′ and so Lp ⊂ D′.
We define δ by ⟨δ, φ⟩ = φ(0) and note that ∣⟨δ, φ⟩∣ ≤ ∣∣φ∣∣∞ and here C,N are independent

of K. δy is defined by ⟨δy, φ⟩ = φ(y).
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5.2.1 Convergence of Distributions

We think first of convergence in C∞
c .

Definition 5.4 X ⊂ Rn open. Then φj ∈ C
∞
c (X) converges to 0 in C∞

c (X) if

1. spt(φj) ⊂K for some K ⊂X compact for all j. K is thought of as being fixed.

2. For all α, ∂αφj → 0 uniformly as j →∞.

Theorem 5.5 u ∶ C∞
c (X)→ R is a distribution if and only if

lim
j→∞

⟨u,φj⟩ = 0

for all φj that converge to 0.

Proof “Ô⇒ ” is trivial. We have ∣⟨u,φj⟩∣ ≤ C(K)∑∣α∣≤N ∣∣∂αφ∣∣∞ by definition and the
right hand side tends to zero as φj → 0 in C∞

c (X).
“⇐Ô” By contradiction we have that

{
∣⟨u,φ⟩∣

∑∣α∣≤N ∣∣∂αφ∣∣∞
, φ ∈ C∞

c (K)}

is unbounded in [0,∞) for every N . Thus for every N there exists a function φN ∈ C∞
c (K)

such that
∣⟨u,φN ⟩∣

∑∣α∣≤N ∣∣∂αφN ∣∣∞
> N

Construct

ψN =
φN

N ∑∣α∣≤N ∣∣∂αφN ∣∣∞

and a direct calculation shows that ψN → 0 in C∞
c (K), and ∣⟨u,ψN ⟩∣ > 1. We have a

contradiction since by hypothesis if ψj → 0 then ∣⟨u,ψj⟩∣→ 0 Now

1 ≥
∣⟨u,φN ⟩∣

N ∑∣α∣≤N ∣∣∂αφ∣∣∞
= ∣⟨u,ψN ⟩∣

Q.E.D.

Definition 5.6 If the N = N(K) in the definition of a distribution can be taken indepen-
dent of K then we say that the lowest possible such N is the order of the distribution.

It is left as an exercise to construct a distribution without finite order.

Definition 5.7 Suppose X ⊂ Rn and u ∈ D′(X). Then the support of u is defined by
the complement of {x ∈X ∶ u = 0 on a nbhd of x}

This set is open by definition, so the support is always closed. u = 0 on a neighbourhood
of x if and only if there exists Ω ∋ x open such that ⟨u,φ⟩ = 0 for all φ ∈ C∞

c (Ω).
For example the δ-distribution has support {0} and if f ∈ L1

loc then its support as a
distribution is the same as its support as a function.

The set of distributions of compact support can be identified with the dual of C∞.
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Definition 5.8 Let X ⊂ Rn be open, and uj ∈ D
′(X). Then uj → u in D′(X) if and only

if
⟨uj , φ⟩→ ⟨u,φ⟩ ∀φ ∈ C∞

c (X)

The same is true for a continuous parameter.
Riemann-Lebesgue says that eixξ → 0 in D′. Approximations to the identity ρ ∈ L1

then ρε(x)→ δ in D′.
We have seen ρε ⋆ f(x) → f(x) for f ∈ Lξ which is much stronger than the above, in

other words we have proved

1

εn
∫ ρ(

x − y

ε
) f(y)dy → f(x)

but here we only need
1

εn
∫ ρ(

y

ε
)φ(y)dy → φ(0)

as ε→ 0.

5.3 Derivatives of Distributions

We use integration by parts. Suppose that u,φ ∈ C∞
c and then

∫ uxiφdx = −∫ u∂xiφdx

Definition 5.9 Suppose that u ∈ D′(Rn) and then define the αth derivative of u by

⟨∂αu,φ⟩ ∶= (−1)∣α∣⟨u, ∂αφ⟩

We now check that this definition makes sense. Observe that u ∈ D′ then ∂αu ∈ D′.
Given K ⊂X compact then there exists C,N such that

∣⟨u,φ⟩∣ ≤ C ∑
∣β∣≤N

∣∣∂βφ∣∣∞

and we want to have
∣⟨∂αu,ψ⟩∣ ≤ C̄ ∑

∣β∣≤N̄
∣∣∂βψ∣∣∞

but
∣⟨∂αu,ψ⟩∣ = ∣(−1)∣α∣⟨u, ∂αψ⟩∣ ≤ C ∑

∣β∣≤N+∣α∣
∣∣∂βψ∣∣∞

and so the above definition does indeed make sense, as we have ∂αu ∈ D′.

Proposition 5.10 uj , u ∈ D
′ and uj → u in D′ then

∂αuj → ∂αu

in D′ for all α.

Proposition 5.11 Suppose that f, g ∈ C0 and consider them as distributions, i.e. ⟨f, φ⟩ =

∫ fφdx. Assume that ∂f
∂xi

equals g in the sense of distributions. Then ∂f
∂xi

exists in the
classical sense and equals g.

The hypothesis is ⟨g, φ⟩ = ⟨
∂f
∂xi
, φ⟩ for all φ ∈ C∞

c
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Definition 5.12 If f ∈ C∞ and u ∈ D′ then define the product fu by

⟨fu,φ⟩ ∶= ⟨u, fφ⟩

for all φ ∈ C∞
c .

Theorem 5.13 (Product rule) Suppose that f ∈ C∞, and u ∈ D′. Then

∂α(fu) = ∑
β+γ=α

α!

β!γ!
∂βf∂γu

For example consider the δ distribution and take f ∈ C∞. Then

⟨fδ, φ⟩ = ⟨δ, fφ⟩ = f(0)φ(0) = f(0)⟨δ, φ⟩

and so people write fδ = f(0)δ. Also be careful to note that

⟨f∂xiδ, φ⟩ = f(0)⟨∂xiδ, φ⟩ − (∂xif)⟨δ, φ⟩

5.4 Distributions of compact support

We denote by E ′ the dual of C∞, and these are the distributions of compact support.

Definition 5.14 Suppose that we have a sequence φj ∈ C
∞(X). We say φj converges to

0 if for all K ⊂X compact we have

∂αφj → 0

for all α uniformly on K.

Definition 5.15 We say that u ∈ E ′ is a distribution of compact support if it is a
linear map on C∞ such that there exists a compact set K, and constants C,N ≥ 0 such
that

∣⟨u,φ⟩∣ ≤ C ∑
∣α∣≤N

∣∣∂αφ∣∣L∞(K)

for all φ ∈ C∞.

The following theorem links D′ and E ′ together.

Theorem 5.16 Suppose that u ∈ D′(X) and X is open. If the support of u is compact
then there exists a unique extension of u to C∞ that is in E ′(X).

Given v ∈ E ′ the restriction of v to C∞
c is a distribution, i.e. V ∣C∞

c
∈ D′. Moreover it

has compact support.

Theorem 5.17 Suppose that u ∈ D′(X) and φ ∈ C∞
c (X × Y ). Then

⟨u(x), φ(x, y)⟩ ∈ C∞
c (Y )

Suppose that u ∈ E ′(X) and ψ ∈ C∞(X × Y ). Then

⟨u(x), ψ(x, y)⟩ ∈ C∞
(Y )

Suppose that f(x) ∈ L1(R) and φ(x, ξ) = e−2πixξ then

⟨f(x), φ(x, ξ)⟩ = ∫ f(x)e−2πixξdx

which is the Fourier transform, so the weirdness in the theorem above is not that weird.
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5.5 Convolutions

Suppose that f, g are functions. Then we had before that f ⋆g(x) = ∫ f(x−y)g(y)dy and
we use this to define the convolution with distributions.

⟨f ⋆ g(x), φ(x)⟩ =∬ f(x − y)g(y)dyφ(x)dx

=∬ f(z)g(y)dyφ(z + y)dz

where we set x = y + z in the x integration. Then the natural definition for distributions
would be the same:

⟨u ⋆ v, φ⟩ = ⟨u(x), ⟨v(y), φ(x, y)⟩⟩

If v ∈ D′ then ⟨v(y), φ(x, y)⟩ is not necessarily in C∞
c and so this doesnt work. It is

impossible to define u ⋆ v for u, v ∈ D′ even if v is a function. The way to get around it is
to demand that either u or v is in E ′, say. Then

⟨u ⋆ v, φ⟩ = ⟨u(x), ⟨v(y), φ(x, y)⟩⟩

works because ⟨v(y), φ(x, y)⟩ is in C∞.
We have various properties: If u ∈ E ′ and v ∈ D′ then

∂j(u ⋆ v) = ∂j(u) ⋆ v = u ⋆ (∂jv)

Also
δ ⋆ u = u

for all u ∈ D′.

5.6 Tempered Distributions

Recall that S is the space of C∞ functions φ such that

∣∣φ∣∣α,β = sup
x

∣xα∂βφ∣ < C

for all α,β. Then these define a family of seminorms. Convergence in S is given by φj → 0
if and only if

∣∣φ∣∣α,β → 0

for all α,β.

Definition 5.18 Let u be a linear functional on S. We say it is a tempered distribu-
tion if it satisfies: there exists N such that

∣⟨u,φ⟩∣ ≤ ∑
∣α∣,∣β∣≤N

∣∣xα∂βφ(x)∣∣∞

Observe that C∞
c ⊂ S and so every tempered distribution is a distribution.

Theorem 5.19 The space of tempered distributions equals the space of distributions that
have an extension to S.

We now introduce the Fourier transform, using the Plancherel formula

∫ f̂g = ∫ fĝ

for f, g ∈ S.
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Definition 5.20 Given u ∈ S ′ we define the Fourier transform û by

⟨û, φ⟩ = ⟨u, φ̂⟩

Definition 5.21 uj ∈ S
′ converges to u ∈ S ′ if and only if

⟨uj , φ⟩→ ⟨u,φ⟩

for all φ ∈ S.

Theorem 5.22 (Structural theorem) Every tempered distribution is the derivative of
a function with polynomial growth, i.e. u ∈ S ′ then u = ∂αf where f satisfies

∣f(x)∣ ≤ (1 + ∣x∣)k

for some k

We hope that if we Fourier transform as a function and as a tempered distribution,
then the two methods should agree.

Theorem 5.23 If u ∈ L1 defines a tempered distribution then its Fourier transform as a
tempered distribution agrees with the distribution generated by û, where ∧ is the Fourier
transform of a function.

Theorem 5.24 ∧ in S ′ is an isometry.

Proof ∧ is clearly linear. Now

⟨
ˆ̂
û, φ⟩ = ⟨ˆ̂u, φ̂⟩ = ⟨u,

ˆ̂
φ̂⟩ = ⟨u, φ̌⟩

where f̌(x) = ∫ f(y)e
2πixydy and we had

ˆ̂
φ = φ̌ for φ ∈ S. also note that

ˆ̂
ˆ̂
φ = φ.

Since ∧ is linear, proving it is injective reduces to proving that û = 0 Ô⇒ u = 0 in the
sense of tempered distributions. If we assume that

⟨û,
ˆ̂
φ⟩ = 0

for all φ ∈ S then this immediately implies that

⟨u, φ̌⟩ = 0

for all φ ∈ S. Since the inverse Fourier transform is an isometry, we have

⟨u,ψ⟩ = 0

for all ψ ∈ S, as required.
To prove that ∧ is surjective, note that

ˆ̂
ˆ̂
û = û

Q.E.D.

Theorem 5.25 If u ∈ S ′ then
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1. ∂αu ∈ S ′ and ∂̂αu = (2πiξ)αû in the sense of distributions

2. xαu ∈ S ′ and x̂αu = ()∂αû in the sense of distributions

3. Every formula we know for the Fourier transform translates to S ′.

and

Theorem 5.26 Every distribution with compact support is a tempered distribution.

Theorem 5.27 The Fourier transform of every distribution with compact support is a
function. Moreover

û = ⟨u(x), e−2πix⋅ξ
⟩

The last part of this means that the map given by û, i.e. ⟨û, φ⟩ is the same as the map
⟨⟨u(x), e−2πix⋅ξ⟩, φ⟩

Example 5.1 The δ distribution. Clearly this is a distribution with compact support.
Then

⟨δ̂, φ⟩ ∶= ⟨δ, φ̂⟩ ∶= φ̂(0)

and also φ̂(ξ) = ∫ φ(x)e
−2πix⋅ξdx and so φ̂(0) = ∫ φ(x)dx and so

φ̂(0) = ∫ φ(x)dx = ⟨1, φ⟩

and so ⟨δ̂, φ⟩ = ⟨1, φ⟩

We saw that if u ∈ E ′ and v ∈ D′ then u ⋆ v makes sense. Now we have

Lemma 5.28 If u, v ∈ E ′ then u ⋆ v exists and is in E ′ and moreover

(̂u ⋆ v) = ûv̂

6 Sobolev Spaces

Suppose f ∶ Ω ⊂ Rn → R with Ω open. We have a notion of a weak derivative as we saw
before, using integration by parts.

Definition 6.1

Hk
= {f ∶ Rn → R ∶ f ∈ L2,

∂αf

∂xα
exists weakly and ∫ ∣

∂αf

∂xα
∣

2

dx <∞ for ∣α∣ ≤ k}

Hk is a Banach space with the norm

∣∣f ∣∣Hk = ∑
∣α∣≤k

∣∣∂αf ∣∣2

or equivalently

∣∣f ∣∣Hk =
⎛

⎝
∑
∣α∣≤k

∣∣∂αf ∣∣22
⎞

⎠

1
2
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We define

W k,p
= {f ∶ Rn → R ∶ f ∈ Lp,

∂αf

∂xα
exists weakly and ∫ ∣

∂αf

∂xα
∣

p

dx <∞ for ∣α∣ ≤ k}

This is a Banach space with the norm

∣∣f ∣∣Wk,p = ∑
∣α∣≤k

∣∣∂αf ∣∣p

In Hk we only know how to differentiate for orders in N, and we could use the Fourier
transform to compute the norm. We use Plancherel:

∣∣∂αf ∣∣2 = ∣∣∂̂αf ∣∣2 = C ∣∣ξαf̂(ξ)∣∣2

and for f ∈Hk we need
∣∣ξαf̂(ξ)∣∣2 ≤ ∣∣∣ξ∣kf̂(ξ)∣∣2 < C

for ∣α∣ ≤ k.

Definition 6.2 We define the Sobolev space Hs, s ∈ R, using distributions as follows

Hs
= {u ∈ S ′ ∶ û is a function for which∫ ((1 + ∣ξ∣2)s/2û(ξ)∣)

2
dξ <∞}

We claim that if s ∈ N then this definition is the same as the one before. We also
observe that if s ∈ R then we are allowed fractional orders of differentiation, and negative
orders as well.

We could equivalently have said

∫ ((1 + ∣ξ∣)sû(ξ)∣)2 dξ <∞

because there exist c,C such that

c(1 + ∣ξ∣2)s/2 ≤ (1 + ∣ξ∣)s ≤ C(1 + ∣ξ∣2)s/2

6.1 Sobolev Embeddings

Theorem 6.3
Hs
↪ C0

provided s > n/2 where n is the dimension of the space.

Proof We are going to show Hs ⊂ (C0∩L∞). If u ∈Hs then u ∈ S ′ and so û is a function.
We show û ∈ L1 as then we have

u(x) = ∫ û(ξ)e2πixξdξ

and this immediately gives u ∈ L∞ and u is continuous by properties of the Fourier
transform.

We know that

∫ ((1 + ∣ξ∣2)s/2û(ξ)∣)
2
dξ <∞
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and so

(∫ ∣û(ξ)∣2dξ)
2

= (∫
1

(1 + ∣ξ∣2)s/2
(1 + ∣ξ∣2)s/2∣û(ξ)∣2dξ)

2

Hölder
≤ ∫ ((1 + ∣ξ∣2)s/2∣û(ξ)∣2)

2
dξ∫ (

1

(1 + ∣ξ∣2)s/2
)

2

dξ

and so we need

I = ∫
1

(1 + ∣ξ∣2)s
dξ <∞

and so 1
(1+∣ξ∣2)s needs to decrease faster than 1

∣ξ∣n and so we need 2s > n to make it finite.
Q.E.D.

Corollary 6.4 If u ∈Hs and s > n/2 + k for k ∈ N then u ∈ Ck.

Observe that Hs ⊂ Ht if s ≥ t and so in a sense s measures the regularity of the
functions. There is a pairing structure between Hs and H−s as follows. If u ∈ Hs and
v ∈H−s it is possible to define ⟨u, v⟩ that satisfies

∣⟨u, v⟩∣ ≤ ∣∣u∣∣Hs ∣∣v∣∣H−s
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