EC133 Week 8

Tuesday 25 February 2025 1629

Assignment 2: Equivalent Matrices, Eigenvalues, Eigenvectors and Diago-
nalisation

This assignment covers sections 4-6 of the module. In order to obtain full marks you must have a good
understanding of the following topics:

Equivalent Matrices Elementary row operations, simultaneous equations, row echelon form, reduced row
echelon form, rank.

Ei lues and Eig tors Characteristic polynomial, definition and calculation of eigenvalues and eigen-
vectors,

Diagonalisation Matrix diagonalisation, solving difference equations, transition matrices, long-term behaviour.

You are encouraged to complete online quizzes 2 and 3 before attempting this assignment.

The questions themselves are marked out of a total of 20. There are a further five marks for clarity of exposition. b ’C (
In particular, you should write clearly and concisely, but using full sentences where appropriate, and ensure * b - ¢ o~ -

that you explain the details of any necessary steps in your arguments. The assignment is therefore marked out a.% \0 - A, 6 \J - 9
of 25, and will contribute up to 5% towards your overall mark for this module.

The deadline for this assignment is: 2pm on Friday 28 February 2025 (week 8). You should submit your & x’ * 6‘3 el g

solutions via Tabula,

matrix A’. Then use a sequence of elementary row operations to convert A’ to reduced row echelon form.
Use your answer to say whether the systems have unique solutions, infinitely many solutions, or no solutions.

< . o %
1 For each of the following systems of equations, write down the coefficient matrix A and the augmented Cwﬁ\ c‘ U\.\. MQ’H\ X ' d e
o

If the system has consistent solutions, then write down what they are. 6] . b . C
'
Augmenked matnx: eif
.
(a) Sdr+2y+:z =4 (b) 2r—y—z =-2
r+y+2: =1 r—z =10

E; Interchange the ith row and the jth row: R; + R;

2 A (left) stochastic matrix is one which has only non-negative (= 0) entries, and such that the entries in E Multiply the ith row by a nonzero scalar k: R; +» kR;

each column sum to 1. Let A be any (that is, a general) 2x2 stochastic matrix. E; Replace the ith row by k times the jth row plus the ith row:
(a) Show that one of the eigenvalues of A is 1. 21 R;++ kR;+ R;
(b) Show that a general nxn stochastic matrix also has one eigenvalue equal to 1. 121

(¢) What happens if the column sums are 1, as above, but the entries may be any (possibly negative) real
numbers. 1]

Hint Consider adding all the rows together.
3 Using matrix diagonalisation, solve the following system of first order difference equations:

Tnit = 60 + yn
Yn+1 = 5n + 2yn

with initial conditions ¢ = 1 and y = —1. 131

-

Suppose that firms in a particular industry fall into one of three size categories: large, medium and small.
If a firm is large one year, the probabilities that it will remain large, fall into the medium size category, or
become small in the next year are, respectively, 0.7, 0.2 and 0.1.
For a firm of medium size, the corresponding probabilities are, respectively, 0.1, 0.8 and 0.1.
For a small firm, the probabilities are, respectively, 0, 0.1 and 0.9.
(a) Let L,, M, and 5, represent the number of firms in each category after n years have elapsed. Express
the above information in the matrix equation form
Ly
2,1 =TZ,, whereZ,= [:\{.,] .

(You may wish to draw a network diagram to represent the above situation.) 1]

(b) Find the transition matrix T and then express it in the form QDQ ', where D is a diagonal matrix. [3]
(€) Suppose that the total number of firms in the industry remains fixed at 4000, By considering what
happens to D™ as n — oc, determine how many firms fall into each category in the long term. 2]

So for, vedkor spaces gxe R" and scalars
are R.

Now, we Huink abouk abstract vecter spaces \
over o (feld K.

A veckor space Vover a piekd K is a sek with
addition and scolar nmudbiplication such +hak
for M U ¥, weV and hkek,
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VIE (urY)ew =Ux (yrw)

V1: usy=vru

V3: There is OV such thak v+O -0¥rv=Y X
Vbi: There is -veV suchthok Vi (-v)=(-¥)+rv =0 X
S0: kveV #*

S\ h(k!):(hk)y_

Sl-’ |_\£=_\_{

S3: (h+k)¥ = hy + kY
Sk. k(urv)=z Kw + kY

A lnear map from \ 4o W (both vector spaces ovei~ a. field
k)is £:N—>W suth that for all u,veV and keK,
FCr4v) = £r) v £0Y) and kE(v) = f(ky).

2 Let V be a vector space over a field K. Denote by V* the dual space of V: the set
vV ={f:V K}

of linear maps from V to the scalar field K, with vector addition and scalar multiplication operations given
by
k-f(v)=f(kv) and (f+g)(v)=f(v)+g(v)

for all k € K and v € V. Show that V* is a vector space over K, by briefly checking each of the vector space
axioms.

Lot d,f,9€V* (so Unear maps prom V 4o K) and
hkeK.

VO: The sum of Wnear maps is a Unear map so frgeV¥
VI: The sum of ngar maps is assodakive so
(dtg)tg = d+(pxg).
N2: The sum of Wneowr Mmaps is commukakive So _&taza%F
V3: Lk z: N =K where z(¥1= O. Then, Z 15 a Uneor
map ond  (L+2)(V) = LI O =£(¥) ond similosly
(Zx£V (V) = O+ (v} = L(v).
VU: S £ isa Wnear map, —f 15 a Unear mop,
ond (Lx-E))Y) = 0¥ -f(¥) =0=Z (V) and Similarly
(RN =-fVIF g)=0=20)
S0: A $cab<!r* mulkiple of & Wneosr wmop IS a Uneor woup
so k{&N™
S\ »\(ksf;(yn = h(§ky))
= ﬁ(»\k!)
= (hi) £(v)
SL: g v) = £Qy) = £(v)
531 (hx k) £(¥) = £((hxr kI Y)
:Q(k!ﬂ(!\( \
= v ¥ L(kY
-4\:(,."}:‘\ _\.%\( (V)



=’:ccm v L(ky)

= W) ¥ KEQW)
Stk (§4g)(¥) = k(E(¥) +g ()

= kglv) + kg ly)

\'\u\a., \/* 1S o \edhor space  over K.

A subspae 8f o veckor space \ is a subsek WeV
ok is O vedor space with the same addition and
scakor mulaplication as V.

eq. 3Ck,0): keR5 S R? is a swWospacCe
Yow only need Yo check VO V3, Vi and SQ.

WY €W Voew -vew KYEW  gor wwew

ker(g)=3veV: fyv)=05cV 1
, subsek o
m(f)= $40) tvevE cW

3 Let f: V — W be a linear map from a vector space V to a vector space W, both with scalar field K.
(a) Show that ker(f) is a subspace of V.

(b) Show that im(f) is a subspace of W.

Lok a,veker(f) and kEX.

<

x
S

=

Since f(Uxy)=fu)+pl¥)=0+0 =0, nx

Since £(0)=0 oeker(f).

Since. £(-v)=-f¥)=-2=z0, Ve ker(f).
Since £(k¥)=ke¥l=ko=0 wkycker(f).

Pence, Ker(f) is a swospace o1 V.



