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SM1. Technical supporting results.

SM1.1. Radial cumulative distribution functions.

Lemma SM1.1 (Properties of RCDFs). Let X be a metric space and let µ ∈P(X).
(a) For each r > 0, x 7→ µ(Br(x)) is upper semicontinuous.
(b) For each x ∈ X, r 7→ µ(Br(x)) is monotonically increasing, is continuous from

the right, has limits from the left, and is upper semicontinuous. Furthermore, r 7→
µ(Br(x)) is differentiable λ1-a.e.

Proof. For (a), fix r > 0 and let (xn)n∈N converge in X to some x ∈ X. Then

µ(Br(x)) = lim
n→∞

µ(Br+d(x,xn)(x)) since Br(x) =
⋂
n∈N

Br+d(x,xn)(x)

= lim sup
n→∞

µ(Br+d(x,xn)(x))

> lim sup
n→∞

µ(Br(xn)) since Br+d(x,xn)(x) ⊇ Br(xn).

For (b), monotonicity follows from the monotonicity of probability. To examine continuity,
fix x ∈ X and let (rn)n∈N be a convergent sequence in [0,∞) with limit r > 0. If (rn)n∈N is
decreasing, then

⋂
n∈NBrn(x) = Br(x) and so the continuity of probability along monotone

sequences implies that µ(Brn(x))↘ µ(Br(x)), which establishes continuity from the right. If
(rn)n∈N is increasing, then

⋃
n∈NBrn(x) = B̊r(x), and continuity of probability implies that

µ(Brn(x)) ↗ µ(B̊r(x)) 6 µ(Br(x)), and this establishes existence of a limit from the left.
Now let rn → r, and make no assumption that this convergence is monotone. By the above,

lim sup
n→∞

µ(Brn(x)) ∈ {µ(B̊r(x)), µ(Br(x))},

i.e. the lim sup is at most µ(Br(x)), which establishes upper semicontinuity. Finally, a.e.-
differentiability of r 7→ µ(Br(x)) follows from monotonicity and Lebesgue’s theorem on differ-
entiability of monotone functions.
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Corollary SM1.2. Let X be a separable metric space, let µ ∈P(X), and fix r > 0. Then

Mr := sup
x∈X

µ(Br(x)) > 0

and every sequence (xn)n∈N such that µ(Br(xn))→Mr as n→∞ is bounded.

Proof. The separability of X implies that supp(µ) 6= ∅ [SM2, Theorem 12.14], and so
there must exist at least one x ∈ X with µ(Br(x)) > 0. Hence, Mr > 0.

Now let (xn)n∈N be any sequence such that µ(Br(xn))→Mr as n→∞. Then there must
exist N ∈ N such that

n > N =⇒ µ(Br(xn)) > Mr/2 > 0,

i.e. xn eventually lies in {x ∈ X | µ(Br(xn)) > Mr/2}, which is a bounded set by Lemma
4.2(c), and so (xn)n∈N is a bounded sequence.

Definition SM1.3. Let X be a metric space. A probability measure µ ∈P(X) will be called
spherically non-atomic if every metric sphere has zero µ-mass, i.e., for all r > 0 and all
x ∈ X, µ(B̊r(x)) = µ(Br(x)).

Corollary SM1.4 (RCDFs of spherically non-atomic measures). Let X be a metric space and
assume that µ ∈P(X) is spherically non-atomic.

(a) For each r > 0, x 7→ µ(Br(x)) is continuous.
(b) For each x ∈ X, r 7→ µ(Br(x)) is monotonically increasing and continuous.
(c) (r, x) 7→ µ(Br(x)) is continuous.
(d) For each x ∈ X, µ({x}) = µ(B0(x)) = limr→0 µ(Br(x)) = 0.

Proof. Easy modification of the proof of Lemma SM1.1 shows that
• for each r > 0, x 7→ µ(B̊r(x)) is lower semicontinuous;
• for each x ∈ X, r 7→ µ(B̊r(x)) is monotonically increasing, is continuous from the left,

has limits from the right, and is lower semicontinuous.
For a spherically non-atomic measure µ, each occurrence of µ(B̊r(x)) can be replaced with
µ(Br(x)), and this together with the original statement of Lemma SM1.1 proves parts (a) and
(b).

An easy modification of the classical theorem of [SM9] on the joint continuity of separately
continuous functions (see e.g. [SM7, Theorem 3.1]) establishes (c).

Finally, (d) follows from µ({x}) = µ(B0(x)) = µ(B̊0(x)) = µ(∅) = 0; the claim regarding
the limit follows from the continuity of r 7→ µ(Br(x)), as proven in (b).

SM1.2. Radius-r modes in sequence spaces. Given p ∈ [1,∞) and α ∈ RN
>0, we define

the corresponding weighted `p space and its norm by

`pα :=

x = (xn)n∈N ∈ RN

∣∣∣∣∣∣ ‖x‖`pα :=

(∑
n∈N

∣∣∣∣xnαn
∣∣∣∣p
)1/p

<∞

.
We also equip RN and its subspaces with the finite-dimensional projections

Pn : RN → Rn, x = (xk)k∈N 7→ (x1, . . . , xn),
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and denote the ball of radius r > 0 centred at x ∈ Rn by

Bn
r (x) :=

y ∈ Rn
∣∣∣∣∣∣
(

n∑
k=1

|yk − xk|p

αpk

)1/p

6 r

.
Lemma SM1.5. Let X = `pα for some p ∈ [1,∞), α ∈ RN

>0 and let µ ∈ P(X). Define the
set function µn(A) := (µ ◦ P−1n )(PnA) (This function is not necessarily a measure.)

(a) For any n ∈ N, x ∈ X, and r > 0, the projection maps satisfy PnBr(x) = Bn
r (Pnx).

(b) For any x ∈ X and r > 0, ⋂
n∈N

P−1n (PnBr(x)) = Br(x).

(c) For any n ∈ N and A ∈ B(X), the projection maps satisfy P−1n+1

(
Pn+1A

)
⊆ P−1n

(
PnA

)
.

(d) For any n ∈ N and A ∈ B(X), the set functions µn satisfy µn(A) > µ(A).
(e) For any x ∈ X and r > 0, one has limn→∞ µn(Br(x)) = µ(Br(x)).

Proof. (a) Use that

PnBr(x) =
{
y ∈ Rn

∣∣ there exists ỹ ∈ X such that ‖ỹ − x‖`pα 6 r and y = Pnỹ
}

=

{
y ∈ Rn

∣∣∣∣∣ there exists ỹ ∈ X such that
∞∑
k=1

|ỹk − xk|p

αpk
6 rp and y = Pnỹ

}

=

{
y ∈ Rn

∣∣∣∣∣
n∑
k=1

|yk − xk|p

αpk
6 rp

}
= Bn

r (Pnx).

(b) Observe that, by (a),⋂
n∈N

P−1n (PnBr(x)) =
⋂
n∈N

P−1n (Bn
r (Pnx))

= {y ∈ X |Pny ∈ Bn
r (Pnx) for all n ∈ N}

=

{
y ∈ X

∣∣∣∣∣
n∑
k=1

|yk − xk|p

αpk
6 rp for all n ∈ N

}
= Br(x).

(c) This is a straightforward consequence of the definitions.
(d) This follows from the inclusion A ⊆ P−1n (PnA) and monotonicity of µ.
(e) As

(
P−1n (PnBr(x))

)
n∈N is a decreasing sequence of sets, it follows that

lim
n→∞

µn(A) = lim
n→∞

µ
(
P−1n (PnBr(x))

)
= µ

(⋂
n∈N

P−1n (PnBr(x))

)
= µ(Br(x))

by continuity of measure.
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Lemma SM1.6 (Spherical non-atomicity and weak upper semicontinuity in sequence
spaces). Let X = `pα, 1 6 p <∞, α ∈ RN

>0, and let µ ∈P(X). Suppose that µ◦P−1n ∈P(Rn)
is spherically non-atomic for each n ∈ N. Then, for each fixed r > 0, the map x 7→ µ(Br(x))
is weakly upper semicontinuous.

Proof. Suppose that xk ⇀ x? as k → ∞, and let µn(A) := (µ ◦ P−1n )(PnA). Since
µn(Br(x

?)) ↘ µ(Br(x
?)) (Lemma SM1.5), it follows that, for any ε > 0, there exists N ∈

N such that, for all n > N , µn(Br(x
?)) − µ(Br(x

?)) < ε. Using this and the inequality
µn(Br(xk)) > µ(Br(xk)) for any k ∈ N, we obtain

µ(Br(xk))− µ(Br(x
?)) 6 µn(Br(xk))− µn(Br(x

?)) + ε.(SM1.1)

By hypothesis, xk ⇀ x?, so Pnxk → Pnx
? as k →∞. As µ ◦P−1n is assumed to be spherically

non-atomic, x 7→ (µ ◦ P−1n )(Bn
r (x)) is continuous (Corollary SM1.4). Hence,

lim
k→∞

(µ ◦ P−1n )(PnBr(xk)) = lim
k→∞

(µ ◦ P−1n )(Bn
r (Pnxk)) (Lemma SM1.5(a))

= (µ ◦ P−1n )(Bn
r (Pnx

?)) (by continuity)

= (µ ◦ P−1n )(PnBr(x
?)) (Lemma SM1.5(a)).

Hence, limk→∞ µn(Br(xk)) = µn(Br(x
?)). Taking limits as k →∞ in (SM1.1) yields that

lim sup
k→∞

µ(Br(xk))− µ(Br(x
?)) 6 lim

k→∞
µn(Br(xk))− µn(Br(x

?)) + ε = ε.

As ε > 0 was arbitrary, this shows that x 7→ µ(Br(x)) is weakly upper semicontinuous.

We now state an explicit version of Anderson’s inequality following the inequalities of
[SM5, Lemma 3.6] for Gaussian measures and [SM1, Lemma 6.2] for Besov measures with
p = 1.

Fix parameters1 1 6 p < ∞, s ∈ R, and d ∈ N; the (sequence space) Besov space Xs
p is

defined to be `pγ for the weighting sequence γk := k−(s/d+1/2)+1/p, and the (sequence space)
Besov measure Bs

p is defined to be the countable product measure
⊗

k∈N µk, where µk ∈P(R)
has Lebesgue density proportional to exp(−|xk/γk|p). It is known that Bs

p charges Xt
p with

full mass when t = s− (1 + η)d/p and η > 0 [SM8, Lemma 2].

Lemma SM1.7 (Explicit Anderson inequality for Besov-p priors, 1 6 p 6 2). Let s ∈ R,
d ∈ N, η > 0 and let t := s− (1 + η)d/p. Suppose that X = Xt

p and let µ = Bs
p ∈ P(X) be a

sequence-space Besov measure. Then, for any 0 < r < ‖x‖Xt
p

and x ∈ X,

µ(Br(x))

µ(Br(0))
6 exp

(
−1

2

(
‖x‖Xt

p
− r
)p)

.(SM1.2)

Proof. The space Xt
p can be written as the sequence space `pδ with the weighting sequence

δk = k−(s/d+1/2)+(2+η)/p > γk = k−(s/d+1/2)+1/p. The formula for the unnormalised marginal
density of the Besov measure then yields

1In the original setting of real analysis, s and d were interpreted as smoothness and spatial dimension
respectively, but for us only the ratio s/d is important.
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µn(Br(x))

µn(Br(0))

=

∫
PnBr(x)

exp(−
∑n

i=1|ui/γi|p) du∫
PnBr(0)

exp(−
∑n

i=1|ui/γi|p) du

6
supy∈PnBr(x) exp(−1

2

∑n
i=1|yi/δi|p)

∫
PnBr(x)

exp
(
−
∑n

i=1|ui/γi|p + 1
2

∑n
i=1|ui/δi|p

)
du∫

PnBr(0)
exp
(
−
∑n

i=1|ui/γi|p + 1
2

∑n
i=1|ui/δi|p

)
du

6 sup
y∈PnBr(x)

exp

(
−1

2

n∑
i=1

|yi/δi|p
)
,

where the ratio of integrals is bounded above by 1 using Anderson’s inequality [SM3]. Hence,
as limn→∞ µn(Br(x)) = µ(Br(x)) (Lemma SM1.5),

µ(Br(x))

µ(Br(0))
= lim

n→∞

µn(Br(x))

µn(Br(0))
6 lim

n→∞
sup

y∈PnBr(x)
exp

(
−1

2

n∑
i=1

∣∣∣∣yiδi
∣∣∣∣p
)

= exp

(
−1

2

(
‖x‖Xt

p
− r
)p)

,

which establishes (SM1.2).

Theorem SM1.8 (Radius-r modes for product measures on weighted `p spaces). Let X = `pα,
1 < p <∞, α ∈ RN

>0. Let µ0 =
⊗

n∈N µn ∈P(X) with each µn � λ1 on R. If µ� µ0, then
µ has a radius-r mode for any r > 0.

Proof. As µ0 is a product of the measures µn, which are all absolutely continuous with
respect to λ1, the pushforward measures µ0 ◦ P−1n are absolutely continuous with respect to
λn. As µ � µ0, it follows that µ ◦ P−1n � µ0 ◦ P−1n , so the pushforwards of µ are also
absolutely continuous with respect to λn. Hence, the measure µ has spherically non-atomic
pushforwards µ ◦ P−1n , and so the map x 7→ µ(Br(x)) is weakly upper semicontinuous for
any r > 0 (Lemma SM1.6). As any sequence (xn)n∈N with µ(Br(xn)) ↗ Mr is bounded
(Corollary SM1.2), there must exist a weakly convergent subsequence (xnk)k∈N ⇀ x? by the
reflexivity of `pα, p > 1. The weak upper semicontinuity of x 7→ µ(Br(x)) implies that x? is a
radius-r mode, because Mr = limk→∞ µ(Br(xnk)) 6 µ(Br(x

?)).

Corollary SM1.9. Suppose that X = `pα, 1 < p < ∞, α ∈ RN
>0. If µ � µ0 and µ0 =⊗

n∈N µn is
(a) a Gaussian measure;
(b) a Besov measure; or
(c) a Cauchy measure,

then µ has a radius-r mode for any r > 0.

SM1.3. Small-ball probabilities for the countable dense antichain. The measure in The-
orem 5.11 places variants of the prototype densities ρk,m at each dyadic rational. While a
variety of constructions are possible (see Remark 5.12), we choose to use the dyadic rationals
in [0, 1] as the dense set for simplicity. The advantage of using the dyadic rationals is that
one can exploit the natural “level” structure, writing D` :=

{
(2i− 1)2−`

∣∣ 1 6 i 6 2`−1
}

for
those dyadic rationals which, in their simplest form, can be written as c2−`. From this level
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structure, one can explicitly compute the distance between terms and bound the support of
the densities ρk(`,i),m(`) centred at points in D`.

As the dyadic rationals are precisely the points in [0, 1] with a finite binary expansion,
the behaviour of the RCDF µ(Br(x)) at an arbitrary point x ∈ [0, 1] depends on a quantity
which we call the dyadic irrationality exponent, and denote β2(x), which can be thought of as
a quantitative estimate on the length of runs of 0s or 1s in the binary expansion of x. This
quantity is very much analogous to the number-theoretic irrationality measure ϕ(x, n) :=
min1<p<q,q6n |x − p/q| and corresponding irrationality exponent β(x) [SM6]. We choose the
notation β(x) for the irrationality exponent and not the more usual µ(x) to avoid confusion
with the measure µ.

Definition SM1.10. (a) The dyadic irrationality measure of x ∈ [0, 1] is given by

ϕ2(x, `) := min
q∈

⊎`
i=1Di

|x− q|.

(b) The dyadic irrationality exponent of x ∈ [0, 1] \D is given by

β2(x) := inf

{
β > 1

∣∣∣∣ lim inf
`→∞

ϕ2(x, `)

2−β`
> 0

}
= sup

{
β > 1

∣∣∣∣ lim inf
`→∞

ϕ2(x, `)

2−β`
<∞

}
.

The dyadic irrationality exponent β2(x) is well defined, and indeed

lim inf
`→∞

ϕ2(x, `)

2−β`
=

{
0, β < β2(x),

+∞, β > β2(x).
(SM1.3)

In general, it is not possible to say anything about the limit in (SM1.3) in the critical case β =
β2(x); the value could be anything in the range [0,+∞]. Furthermore, as ϕ(x, 2`) 6 ϕ2(x, `),
it immediately follows that β2(x) 6 β(x), but the quantities are not equal in general — for
example, any irrational number must satisfy β(x) > 2 by Dirichlet’s approximation theorem,
but one can construct irrational numbers with β2(x) = 1.

Lemma SM1.11 (Properties of the measure in Theorem 5.11). Let µ ∈P(R) be the measure
in Theorem 5.11 and fix ` ∈ N.

(a) Given q`,i ∈ D`, the density ρk(`,i),m(`)( · − q`,i) is supported within B2−4`+3(q`,i).
(b) For distinct q`,i, q`,i′ ∈ D`, the densities ρk(`,i),m(`)( · − q`,i) and ρk(`,i′),m(`)( · − q`,i′)

have disjoint support, and the supports are a distance at least 2−` − 2−4`+4 apart.
(c) Fix δ, r > 0 and x ∈ [0, 1], and suppose that infq∈D` |x− q| > δ + r. Then

2`−1∑
i=1

∫ x+r

x−r
ρk(`,i),m(`)(t− q`,i) dt 6 2rδ−

1/2.

Proof. (a) By construction, ρk(`,i),m(`) has mass m(`) = 2−2`+1. Hence, the truncation
radius of this singularity is at most 2m(`)2 (Proposition 5.10(e)) and therefore the
support is contained in a ball of radius 2× 2−4`+2 6 2−4`+3.

(b) Distinct points in D` must be a distance at least 2−` apart, and by (a) the supports of
the densities ρk(`,i),m(`) and ρk(`,i′),m(`) are contained in a ball of radius 2−4`+3. Hence,

their supports must be at least a distance 2−` − 2× 2−4`+3 apart.
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(c) By Proposition 5.10(f), outside of Bδ(q`,i), the density ρk(`,i),m(`) is bounded above

by δ−1/2, and the supports of the densities are disjoint, so the upper bound follows
immediately.

Lemma SM1.12 (Behaviour of RCDFs in Theorem 5.11).
Let µ ∈P(R) be the measure in Theorem 5.11.
(a) Suppose that q`,i ∈ D`. Then µ(Br(q`,i)) ∼ µk(`,i),m(`)(Br(0)) as r → 0.
(b) Suppose that x ∈ [0, 1] \D and that β2(x) < 4. Then, for any β ∈ (β2(x), 4), it follows

that µ(Br(x)) ∈ O(rmin{1,2/β}) as r → 0, and in particular µ(Br(x)) ∈ o(r1/2).
(c) Suppose that x ∈ [0, 1] \D. Then, for any q ∈ D,

lim inf
r→0

µ(Br(x))

µ(Br(q))
< 1.

(d) Suppose that x ∈ [0, 1] \D and that β2(x) > 4. Then, for any q ∈ D,

lim sup
r→0

µ(Br(x))

µ(Br(q))
> 1,

and therefore x ‖0 q.
Proof. (a) For any r < 2−`, the ball Br(q`,i) does not contain any element of

⊎`
i=1Di

except q`,i. Furthermore, for m ∈ N, if r < 2−m − 2−4m+3, then Br(q`,i) does not
intersect the support of any singularity centred at q′ ∈ Dm. (Lemma SM1.11(a)).
As 2−m − 2−4m+3 ∈ Ω(2−m) as m→∞, there exists M ∈ N and c > 0 such that

2−m − 2−4m+3 > c2−m for all m >M .

Picking `1(r) := b− log2(r/c)c, we observe that Br(q`,i) is disjoint from the supports of

any singularities in
⊎`1(r)
i=M Di. Hence, we bound the mass from the first M levels using

Lemma SM1.11(c), then note that there is no contribution from levels M, . . . , `1(r),
and finally bound the total mass from level `1(r) + 1 onwards crudely. Fix δ :=
infq′∈

⊎M
i=1Di

|q`,i − q′| and suppose that r 6 δ/2; then

µ(Br(q`,i))

6 µk(`,i),m(`)(Br(0))

+

M∑
i=1

2i−1∑
j=1

∫ x+r

x−r
ρk(i,j),m(i)(t− qi,j) dt+

∞∑
i=`1(r)+1

2−i

6 µk(`,i),m(`)(Br(0)) + 2M(δ/2)−
1/2r +

∞∑
i=`1(r)+1

2−i (Lemma SM1.11(c))

= µk(`,i),m(`)(Br(0)) +O(r) as r → 0.

As µk(`,i),m(`)(Br(0)) ∈ Θ(r1/2) as r → 0 (Proposition 5.10(c)), the O(r) term is negli-
gible and hence µ(Br(q`,i)) ∼ µk(`,i),m(`)(Br(0)).
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(b) Take β ∈ (β2(x), 4); (SM1.3) implies that

lim inf
`→∞

infq∈
⊎`
i=1Di

|x− q|
2−β`

=∞.

Hence, for r` := 2−4`+3, it follows that infq∈
⊎`
i=1Di

|x − q| − r` ∈ Ω(2−β`) as ` → ∞.

Furthermore, as the supports of the densities centred at distinct elements of D` are
disjoint and at least a distance 2−`−2−4`+4 ∈ Ω(2−`) apart (Lemma SM1.11(b)), there
must exist L ∈ N and c > 0 such that, for all ` > L,

inf
q∈

⊎`
i=1Di

|x− q| − r` > c2−β`

2−` − 2−4`+4 > c2−`.

Defining `1(r) := b− 1
β log2(r/c)c and `2(r) := b− log2(r/c)c, we see that if L 6 ` 6 `1(r),

then Br(x) is disjoint from the support of every density centred at a point of D`, and
if `1(r) < ` 6 `2(r), then Br(x) intersects the support of at most one density centred
at a point in D`. For ` > `2(r), it is sufficient to bound µ(Br(x)) by counting the total
mass added in the `th level.
Hence, let δ := infq∈

⊎L
i=1Di

|x− q| > 0 and pick r < δ/2 so that we may bound the mass

from the first L levels using Lemma SM1.11(c). Using this and the claims above,

µ(Br(x))

6
L∑
`=1

2`−1∑
i=1

∫ x+r

x−r
ρk(`,i),m(`)(t− q`,i) dt+

`2(r)∑
`=`1(r)+1

m(`)

+
∞∑

`=`2(r)+1

2−`

6 2L(δ/2)−
1/2r +

`2(r)∑
`=`1(r)+1

2−2`+1 + 2−`2(r) (Lemma SM1.11(c))

6 2L(δ/2)−
1/2r +

8

3
2−2(`1(r)+1) +

2r

c

6 2L(δ/2)−
1/2r +

8

3

(r
c

)2/β
+

2r

c
∈ O(rmin{1,2/β}) as r → 0.

(c) The case β2(x) < 4 follows from (b). Hence, without loss of generality, suppose that
β2(x) > 1 and pick β ∈ (1, β2(x)); (SM1.3) implies that

lim inf
`→∞

infq∈
⊎`
i=1Di

|x− q|
2−β`

= 0.

Hence, there must exist a sequence (`k)k∈N ↗ ∞ and a sequence (q`k)k∈N with q`k ∈
D`k such that |x−q`k | < 2−β`k−1. This implies that any q`k 6= q ∈

⊎`k
i=1Di must satisfy
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|x−q| > 2−`k−2−β`k−1. As it suffices to bound µ(Br(x)) at the radii sk := 2−β`k−1 ↘ 0,
we proceed by bounding the mass contributed by the first `k levels by the total mass
from the density centred at q`k plus a Θ(r) term given by Lemma SM1.11(c).
For ` > `k, by a similar argument to that used above, any q ∈ D` satisfies |x − q| >
2−`−2−β`k−1. As the density centred at q is truncated at a radius at most r` := 2−4`+3,
and 2−` − 2−4`+3 ∈ Ω(2−`) as `→∞, there must exist L ∈ N and c ∈ (0, 1) such that
for L 6 ` 6 β`k,

|x− q| − r` > 2−` − 2−β`k−1 − 2−4`+3 > c2−` − 2−β`k−1.

So, Bsk(x) does not intersect the support of any density centred at a point of D` if
sk < c2−` − 2−β`k−1; hence, if L 6 ` < β`k + log2(c), then Bsk(x) does not intersect
the support of any density in the `th level.
Combining these two claims and taking k large enough that `k > L + 1 yields the
bound

µ(Bsk(x)) 6
`k−1∑
`=1

2`−1∑
i=1

∫ x+r

x−r
ρk(`,i),m(`)(t− q`,i) dt

+ µ(Bsk(q`k)) +

∞∑
`=bβ`k+log2(c)c

2−`

6 2`k

(
2−`k − 2−β`k

)−1/2
sk + µ(Bsk(q`k)) +

8sk
c

(Lemma SM1.11(c))

6 2`k

(
(2sk)

1/β − 2sk

)−1/2
sk + µ(Bsk(q`k)) +

8sk
c
.

As (2sk)
1/β − 2sk ∈ Ω(s

1/β
k ) as k →∞, we may pick k sufficiently large that (2sk)

1/β −
2sk > Cs

1/β
k for some C > 0. Hence, using that `k = − 1

β (log2(sk)− 1),

µ(Bsk(x)) 6 µ(Bsk(q`k)) + 2`k(Cs
1/β
k )−

1
2 sk +

8sk
c

6 µ(Bsk(q`k))− 2C−1/2

β

(
log2(sk)− 1

)
s
1−1/2β
k +

8sk
c

= µ(Bsk(q`k)) + o(s
1/2
k ) as k →∞.

The claim follows because

lim inf
r→0

µ(Br(x))

µ(Br(q))
6 lim inf

k→∞

µ(Bsk(q`k))

µ(Bsk(q))
< 1,

and the RCDFs at distinct dyadic rationals are chosen so that their ratio oscillates on
either side of unity.

(d) Take β ∈ (4, β2(x)). Then, by (SM1.3), there exists a sequence of levels (`k)k∈N ↗∞
and a sequence (q`k)k∈N with q`k = q`k,ik ∈ D`k with |x− q`k | < c2−β`k . Ignoring the
contribution from densities centred at points other than q`k , we observe that
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µ(Br(x)) >
∫ x+r

x−r
ρk(`k,ik),m(`k)(t− q`k) dt.

Either x > q`k or x < q`k ; we deal with the first case as the second is almost identical.
Fix sk := 2−4`k+3. By translating the density, we see that

µ(Bsk(x)) >
∫ sk

−sk+(x−q`k )
ρk(`k,ik),m(`k)(t) dt

=

∫ sk

−sk
ρk(`k,ik),m(`k)(t) dt−

∫ −sk+(x−q`k )

−sk
ρk(`k,ik),m(`k)(t) dt.

Indeed, as the density ρk(`k,ik),m(`k) is truncated at a radius at most 2−4`+3 (Proposition
5.10(e)), and as |x− q`k | ∈ o(sk), one sees that the ball mass around x asymptotically
approaches the ball mass around the approximant q`k . By a similar argument to (c),

lim sup
r→0

µ(Br(x))

µ(Br(q))
> lim sup

k→∞

µ(Bsk(q`k))

µ(Bsk(q))
> 1,

i.e. x 640 q, because the ratio of RCDFs at two distinct dyadic rationals oscillates
on either side of one. The claim on incomparability then follows because q 640 x
(Lemma SM1.12(c)).

SM2. Alternative small-radius preorders. This section briefly outlines some alternatives
to Definition 5.1 of 40 and their shortcomings.

The main difficulty that one encounters with alternative definitions is that the correspond-
ing relation may not be transitive. We claim that transitivity is an essential property for any
small-radius relation: without transitivity, it is not meaningful to talk about maximal and
greatest elements, and so the characterisation of modes as greatest elements of an order fails.

Of course, for a small-radius preorder to be relevant to us, its greatest elements must have
some natural interpretation as “points of maximum probability”. In some sense, determining
what characterises a point of maximum probability is the main challenge, but, motivated
by the examples considered throughout the paper, we believe that none of the alternative
small-radius preorders are a significant improvement on preorder 40.

It seems natural to define an ordering on X by taking limits of the positive-radius preorders
4r as r → 0. As any binary relation can be viewed as a subset of the Cartesian product X×X,
where (x, x′) ∈ 4r precisely when x 4r x

′, we define some candidate limiting orderings using
set-theoretic limits of the net (4r)r>0. The corresponding limit set need not be a preorder in
general, but we show that certain set-theoretic limits do always yield a preorder.

Indeed, the set-theoretic limits inferior and superior of a net (Ar)r>0 of subsets of X are
defined by

lim inf
r→0

Ar :=
⋃
R>0

⋂
r<R

Ar = {y ∈ X | y ∈ Ar for all r < R(y)},

lim sup
r→0

Ar :=
⋂
R>0

⋃
r<R

Ar = {y ∈ X | for some null sequence (rn)n∈N, y ∈ Arn for all n ∈ N},
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and the Kuratowski lower and upper limits of (Ar)r>0 are defined by

Li
r→0

Ar := {y ∈ X | y is a limit point of the net (Ar)r>0},

Ls
r→0

Ar := {y ∈ X | y is a cluster point of the net (Ar)r>0}.

The following is a useful equivalent characterisation of the Kuratowski limits:

Lemma SM2.1 ([SM4, Lemmas 5.2.7 and 5.2.8]). Let X be any metric space and let (Ar)r>0

be a net of subsets of X.
(a) x ∈ Lir→0Ar if and only if there exists a net (xr)r>0 converging to x with xr ∈ Ar.
(b) x ∈ Lsr→0Ar if and only if there exists a decreasing null sequence (rn)n∈N and a

sequence (xrn)n∈N converging to x with xrn ∈ Arn.

The set limits described above give four different approaches to taking the limit of the
sets (4r)r>0, which we denote

4lim inf
0 := lim inf

r→0
4r, 4lim sup

0 := lim sup
r→0

4r,

4Li
0 := Li

r→0
4r, 4Ls

0 := Ls
r→0

4r.

Proposition SM2.2. Let X be a metric space and let µ ∈P(X).
(a) 4lim inf

0 is a preorder;
(b) 4lim inf

0 is a subset of 40;
(c) x 4lim inf

0 x′ =⇒ x 40 x
′.

Proof. For (a), it is routine to check that 4lim inf
0 is a preorder: reflexivity is obvious, and

if x 4lim inf
0 y and y 4lim inf

0 z then there exists R > 0 such that, for all r < R, x 4r y and
y 4r z, giving x 4r z by transitivity of 4r.

For (b), (x, x′) ∈ 4lim inf
0 implies that, for some R > 0 and all r < R, x 4r x

′. Hence,

lim sup
r→0

µ(Br(x))

µ(Br(x′))
6 1,

so x 40 x
′ by definition. Claim (c) follows immediately from (b): if (x, x′) ∈ 4lim inf

0 , then
(x, x′) ∈ 40, so x 40 x

′.

As a consequence of (b), any 40-antichain is also a 4lim inf
0 -antichain. Hence, Theorem

5.11 gives an example of a countable dense 4lim inf
0 -antichain; this demonstrates that 4lim inf

0

does not have better behaviour in this regard than 40.
The set-theoretic ordering 4lim inf

0 can also be criticised as unnecessarily strict in cases
where x′ ≺0 x for any r > 0, but

lim sup
r→0

µ(Br(x))

µ(Br(x′))
= 1.

Example 4.9 gives a measure where the 4lim inf
0 -greatest elements and the 40-greatest ele-

ments differ: under 4lim inf
0 only +1 is greatest, whereas both −1 and +1 are 40-greatest.

While 4lim inf
0 -greatest elements are reasonable candidates for modes, they do not seem to
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correspond exactly to any of the established definitions of modes. To be more precise, while
Proposition SM2.2(b) implies that they are always weak modes, it is not clear whether or not
they are strong modes, and not all weak modes are 4lim inf

0 -greatest.

Example SM2.3 (4lim sup
0 is not necessarily transitive). The essential idea is even if x 4rn y

for some null sequence (rn)n∈N, and y 4r′n z for some null sequence (r′n)n∈N, it is possible that
x 64r z for any r > 0. For a concrete example of this situation, let

X :=
{
−2± 2−3n+2

∣∣n ∈ N
}
∪
{

2± 2−3n+2
∣∣n ∈ N

}
∪
{
±2−3n+2

∣∣n ∈ N
}

with its usual Euclidean metric. Define the “target RCDFs”

f(2−3n+2) := 2−3n+2, g(2−3n+2) := 2−3n+1,

h(2−3n+2) :=

{
2−3n+3, if n is odd,

2−3n, if n is even,

and let

µ :=
1

Z

∑
n∈N

1

2

(
f(2−3n+2)− f(2−3n−1)

)(
δ−2−2−3n+2 + δ−2+2−3n+2

)
+

1

Z

∑
n∈N

1

2

(
g(2−3n+2)− g(2−3n−1)

)(
δ2−2−3n+2 + δ2+2−3n−1

)
+

1

Z

∑
n∈N

1

2

(
h(2−3n+2)− h(2−3n−1)

)(
δ−2−3n+2 + δ2−3n−1

)
,

where Z is a normalisation constant chosen to ensure that µ ∈P(X).
The construction of µ ensures that the RCDFs at −2, +2 and 0 are 1

Z f(r), 1
Z g(r) and

1
Zh(r) for r 6 2−1. Then

µ(B2−3n+2(−2))

µ(B2−3n+2(0))
=

{
2−1, if n is odd,

22, if n is even,

µ(B2−3n+2(0))

µ(B2−3n+2(+2))
=

{
22 if n is odd,

2−1 if n is even,

µ(B2−3n+2(−2))

µ(B2−3n+2(+2))
= 2.

It follows that −2 �lim sup
0 0, because there are null sequences (rn)n∈N such that −2 4rn 0

and vice versa; the same argument shows that 0 �lim sup
0 +2. But −2 ≺r 2 for any r > 0, and

hence −2 64lim sup
0 2. This violates transitivity.

Example SM2.4 (4Li
0 and 4Ls

0 are not necessarily transitive). Let µ ∈P(R) be the measure
with Lebesgue density ρ(x) := 1

[
x ∈ [0, 1]

]
. We first verify that:

(a) x 4Li
0 1 for any x ∈ R;

(b) 1 4Li
0 x for any x ∈ R;
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(c) 1/2 64Ls
0 x for any x ∈ R \ [0, 1]; and

(d) 1/2 64Li
0 x for any x ∈ R \ [0, 1].

For (a), observe that x 4r 1 − r for all small r, so (x, 1 − r) ∈ 4r. Hence, (x, 1) ∈ 4Li
0 by

Lemma SM2.1.
For (b), use that 1+r 4r x for all small r, so (1+r, x) ∈ 4r. This implies that (1, x) ∈ 4Li

0 .
For (c), suppose that (x′rn , xrn)→ (1/2, x), and (x′rn , xrn) ∈ 4rn . Let ε = min{|x|, |x−1|} >

0. There exists N1 ∈ N such that, for all n > N1, min{|xrn |, |xrn − 1|} > ε/2. As (rn)n∈N is
a decreasing null sequence, there exists N2 ∈ N such that, for all n > N2, rn < ε/2. Picking
N := max{N1, N2}, we have µ(Brn(xrn)) = 0 for n > N , because Brn(xrn) ∩ [0, 1] = ∅. It
is easy to see that if x′rn → 1/2, then for sufficiently large n µ(Brn(x′rn)) > 0. Hence, for all
sufficiently large n, x′rn 64rn xrn . This is a contradiction.

Claim (d) is a corollary of (c), because 4Li
0 ⊆ 4Ls

0 .
Now we prove that 4Li

0 and 4Ls
0 are not transitive. Suppose for contradiction that they

are: then (a) and (b) imply that every point x ∈ R is equivalent to 1, and so all points in R are
equivalent by transitivity. As 4Li

0 ⊆ 4Ls
0 , this implies that all points are also 4Ls

0 -equivalent.
However, (c) and (d) show that not all points in R are 4Ls

0 -equivalent or 4Li
0 -equivalent.
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