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1 Basic probability theory

1.1 Probability spaces

If one aims at describing any effects of chance, the first question is: What can happen in
a given situation? And which part of this is relevant. All possibilities that seem natural to
distinguish are collected into a set €).

Example 1.1 (Rolling a die) Rolling a die once we may take 2 = {1,...,6}. Rolling a
die n-times, Q2 = {1,...,6}", forw = (w1, ...,w,) € Qand 1 < i < n, w; represents the
number showing at the ¢-th row. &

Example 1.2 (Coin tossing) Tossing a coin infinitely often we take 2 = {0, 1}, where
w; = 1 means toss shows "head’. &

Notation 1.3 () is the set of outcomes or the sample space.

We are often only interested in the occurrence of an event consisting of a certain
selection of single outcomes, that is, we shall identify events with some system of subsets
of €). The next examples represents an event as a subset of €.

Example 1.4 (Coin tossing with k-times heads) The event 'In n coin flips, heads shows
at least £ times’ corresponds to the subset

A={we: ZMZ’C}
i=1

of the sample space Q2 = {0, 1}".
&

We want to assign to each event A a probability P(A) € [0, 1] for all A € F where
F is some system of events (subsets of {2). Why not simply taking F = P(£2) with P(£2)
being the power set of (2. We shall check the following 'no-go theorem’.

Theorem 1.5 (Vitali, 1905) The power set is too large. Let Q@ = {0,1}Y. Then there is
no mapping P: P(2) — [0, 1] with the following properties:

(N) Normalisation: P({)) = 1.

(A) o-Additivity: If Ay, As, ... C Q are pairwise disjoint, then

P(UAZ) =3 PA.

i>1 i>1
(I) Flip invariance: Forall A C Q),n > 1, one has
P(T.(A) = P(A),

where
To(w) = (wy,.. ,wp_1, 1 —wp,wWpa1,-..), w €.
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Proof. Exercise.

Definition 1.6 (o-algebra) Let () # @. A system F C P(2) of subsets satisfying
(a) Q2 e F,
b) Ac F= A =Q\AeF,

(©)
A, A, e F=|JAieF,

i>1

is called a o-algebra on (). The pair (€2, F) is called event space or measurable space.

Note that due to

N-=(Ua).

el =
it follows that F is closed under countable intersections.

Remark 1.7 (Generating o-algebras) If () # @ and § C P(QQ) is arbitrary, then there
is a unique o-algebra F = 0(9) on (2 such that # O G. This F is called the o-algebra

generated by G, and G is called a generator of F.
o

Example 1.8 (i) The power set. Suppose that 2 is countable and § = {{w}: w € Q}
the system containing the singleton sets of 2. Then, 0(9) = P(£2). Indeed, since
every A € P(€)) is countable, it follows that A = | J . ,{w} € (9).

(ii) The Borel o-algebra. Let () = R" and
§= {H[ai, bil: a; < bi,ab; € Q} -
i=1

The system B" := ¢(9) is called the Borel o-algebra on R". For n = 1 we simply
write B! = B.
&

Remark and Definition 1.9 (Product c-algebra) Suppose 2 = [[,., for some index
set I # &; & a o—algebra on F; and

the projection onto the ¢th coordinate.

G=1{X"4;:iel A €&}
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is the collection of all sets in €2 specified by an event in a single coordinate. Then

Q& = 0a(9)

el

is called the product o-algebra of the & on Q). If E; = FE and &; = &£ for all i, we write
&% instead of @), &:. o

1.2 Probability measures

The crucial step in building a stochastic model is to assign a probability P(A) € [0, 1] for
each event A € F in such a way that the following holds:

(N) Normalisation: P(f)) = 1.

(A) o-additivity: For pairwise disjoint A, A, ... € F (thatis, A;NA; = @ fori # j)

one has
P(UJa) =3 Py,

i>1 i>1

Definition 1.10 Let (€2, ) be a measurable space. A function P: F — [0, 1] satisfying
properties (N) and (A) is called a probability measure (or probability distribution). The
triple (€2, F, P) is called a probability space. The set of all probability measures on
(2, F) is denoted M (€2, F). We write sometimes M (£2) when the o-algebra is clear
from the context.

Example and Definition 1.11 Let ({2, F) be a measurable space and ¢ € (), then

| ifceA
55(/1):{ feed,  ger

0 otherwise '

defines a probability measure J; on (€2, F). The measure 0 € M, (2, F) is called the
Dirac distribution or the unit mass at the point §.

Theorem 1.12 Every probability measure P on a measurable space (§), F) has the fol-
lowing properties, for arbitrary events A, B, Ay, By, ... € F.

(a) P(@)=0.
(b) Finite additivity:
P(AUB)+ P(AN B) = P(A) + P(B),
and so in particular P(A) + P(A®) = 1.

(c) Monotonicity: If A C B, then P(A) < P(B).
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(d) o-Subadditivity:

P(Ja) <3 Pay

iel el
for any countable index set 1.

(e) o-Continuity: If either A,, T A or A,, | A (that is, the A,, are either increasing with
union A, or decreasing with intersection A), then

P(A,) — P(A) as n — oo.

Proof. Exercise. O

Example 1.13 (Lebesgue measure) The mapping
At B — [0, 00]

that assigns to each Borel set A € B" its n-dimensional volume

A'(A) ::/ 14(x)de

satisfies the cadditivity, the o-continuity, and the monotonicity, and \"(&) = 0. The
mapping A" is a ‘'measure’ on (R", B") and is called the n-dimensional Lebesgue measure.
For ) € B™, the restriction Ay, of A" to By, := {BNQ: B € B"} is called the Lebesgue
measure on ).

o

Theorem 1.14 (Construction of probability measures via densities) (a) Discrete case.
For countable sample spaces ), the relations

P(A) =) ow), AEF, ow)=P{w}) forweQ

wEA

establish a one-to-one correspondence between all P € M (€2, P())) and the set of
all sequences 0 = (o(w))ueq in [0, 1] with Zweg o(w) = 1.

(b) Continuous case. Let 2 € B" be a Borel set. Then every function o: 2 — [0, 00)
satisfying

(i) {x € Q: o(x) < c} € BE forall c > 0.
(ii) [, o(x)dz =1

determines a probability measure P € M(§2, Bg) via

P(A) :/ o(x)yde Ae Bg.
A

Definition 1.15 A sequence or function g as in Theorem [1.14]is called a density for P
or a probability density function, often abbreviated as pdf.
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1.3 Random variables

In probability theory one often considers the transition from a measurable space (event
space) (€2, F) to a coarser measurable (event) space (§2', F'). In general such a mapping
should satisfy the requirement

AcF =X"A={weQ: Xw eA}cF (1.1)

Definition 1.16 Let (2, F) and (€Y, ') be two measurable (event) spaces. The every
mapping X :  — (' satisfying property (I.I)) is called a random variable from (2, F)
to (€', F’), or a random element of €)’. Alternatively (in the terminology of measure
theory), X is said to be measurable relative to F and F’.

In probability theory it is common to write {X € A’} := X 1A',

Theorem 1.17 (Distribution of a random variable) If X is a random variable from a
probability space (2, F, P) to a measurable space (Y, F'), then the prescription

PA) =PX 'A)=P{X e€A})=P(XeA) forAecF

defines a probability measure P' on (2, F").

Definition 1.18 (a) The probability measure P’ in Theorem |1.17|is called the distribu-
tion of X under P ,or the image of P under X ,and is denoted by P o X ~!. (In the
literature, one also finds the notations Py or £(X; P). The letter £ stands for the
more traditional term law, or loi in French.)

(b) Two random variables are said to be identically distributed if they have the same
distribution.

In the following when X is a random variable on some probability space we often write
P=PoX!

Definition 1.19 Let X : (2 — R be a real-valued random variable on some probability
space (€2, F, P). The distribution of a real-valued random variable X is determined by
the cumulative distribution function (CDF) of X , defined as

Fx():= P(X <t) =P((—o0,t]), tekR. (1.2)
It is often more convenient to work with the tails of random variables, namely with
P(X >t)=1—- Fx(). (1.3)

The moment generating function (MGF) 1is defined

Mx(\) :=E[e*], XeR. (1.4)
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Remark 1.20 When My is finite for all A in a neighbourhood of the origin, we can easily
compute all moments by taking derivatives (interchanging differentiation and expectation
(integration) in the usual way). o

The expectation of a real-valued random variable is defined in two stages. First we
define it for the case of random variables taking at most countably many different values.
The general case is then the usual limiting procedure.

Definition 1.21 Let (€2, F, P) be a probability space and X: — R a real-valued ran-
dom variable. X is called discrete if its range X(2) := {X(w): w € Q} is at most
countable. A discrete random variable X has an expectation if

Z |z|P(X =2) < 0.

ze€X ()

Then the sum

E[X] := Z eP(X = 1)

zeX(Q)

is well-defined and is called the expectation of X, and one writes X € L'(P), or X €
L'. WE write sometimes Ep[X] instead E[X] to highlight the underlying probability
measure.

Remark 1.22 If X is discrete and non-negative, then the sum er X zP(X = x)is
always well-defined, but it might be infinite. Discrete random variables always have an
expectation, as long as we admit the value +oo. Clearly, X € LY(P) if and only if
E[|X|] < oc. ©

Theorem 1.23 (Expectation rules) Let (€2, F, P) be given and let X, Y, X,,,Y,,: 2 - R
be discrete random variables in L. Then the following holds.

(a) Monotonicity. If X <Y, then E[X] < E[Y].

(b) Linearity. For every ¢ € R, we have E[cX] = cE[X], and X +Y € L' and
E[X + Y] =E[X] + E[Y].

(c) o-additivity and monotone convergence. If every X,, > 0 and X = 2@1 X, then
E[X] = 2@1 E[X,]. If Y, T Y forn — oq, it follows that E[Y] = lim,,_, ., E[Y,,].

Proof. Exercise. a
For the general case of real-valued random variables X : {2 — R on some probability
space (€2, F, P) we shall consider the 1/n discretisation

[nX]

Xy 1=
(n) n

of X. Thus . . e
X(n)((,U) =—if - < X(w) < L .
n n n

We can easily show the following properties.



BASIC PROBABILITY THEORY 7

Lemma 1.24 (a) For all n € N, the inequalities X,y < X < X,y + % are valid.

(b) If X(ny € L' for some n € N, then Xy € L' for every n € N, and (E[X()]),,c IS @
Cauchy sequence.

Definition 1.25 Let X : (2 — R be a real-valued random variable on some probability
space (2, F, P). Then X has an expectation if X,y € L*(P) for some n € N. In this
case,

ELX] = lim E[Xy]

is called the expectation of X, and one says that X belongs to L' = L(P).

Proposition 1.26 (Expectation Rules) The calculation rules (a)-(c) in Theorem[I.23|carry
over from discrete to general real-valued random variables.

Lemma 1.27 (Integral Identity) Let X be a real-valued non-negative random variable
on some probability space (2, F, P). Then

]E[X]:/OO P(X > t)dt.
0

Proof. We can write any non-negative real number x via the following identity using

indicator function 't
T = / 1dt = / Ngery (@) dt .
0 0

Substitute now the random variable X for z and take expectation (with respect to X') on
both sides. This gives

E[X]:E[ / ]1{t<X}(t)dt} - / B[l x| dt = / P(t < X)dt .
0 0 0

To change the order of expectation and integration in the second inequality, we used the
Fubini-Tonelli theorem. a

Exercise 1.28 (Integral identity) Prove the extension of Lemma to any real-valued
random variable (not necessarily positive):

[e%S) 0
E[X]:/ P(X>t)dt—/ P(X <t)dt.
0

—00

&

"4 denotes the indicator function of the set A, thatis, 14(t) = 1ift € Aand I4(t) = 0ift ¢ A.
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Remark 1.29 (Expectation depends solely on distribution) Note that for any real-valued
random variable X : {2 — R on some probability space (€2, F, P) that

Xel'(P)eidg e L'(Po XY,
where idg is the identity map of the real line R. Then
Ep[X] = Epox-1[idr],

and thus the expectation of a random variable depends only on its distribution.
o

Let (€2, F, P) be a probability space and X : {2 — R a real-valued random variable.
If X" € LY(P) for some r € N, the expectation E[X"] is called the r-th moment of X ,
and one writes X € L" = L"(P). Note that L* C L" for r < s, since | X|" < 1+ | X|".

Definition 1.30 (Variance and Covariance) Let X,Y € L? be real-valued random
variables defined on some probability space (2, F, P).

(a) The variance of X is defined as
Var(X) := E[(X — E[X])’] = E[X’] - E[X]".
The square root v/Var(X) is called the standard deviation of X with respect to P .
(b) The covariance of X and Y relative to P is defined as
Cov(X,Y) =E[(X —E[X])(Y —E[Y])] =E[XY] - E[X]E[Y].

It exits since | XY| < X2 + Y2

(c) X and Y are uncorrelated with respect to P if Cov(X,Y) = 0.

Theorem 1.31 (Rules) Let X,Y, X1, Xs,... € L? be real-valued random variables de-
fined on some probability space (2, F, P) and a,b,c,d € R.

(a)
Cov(aX +b,cY +d) = acCov(X,Y),
and thus
Var(aX + b) = a*Var(X).

(b)
Cov(X,Y)? < Var(X)Var(Y).

(c) or X, € L* and

Var( zn: X;) = zn: Var(X;) + ) Cov(X;, X;).
=1

i=1 i#j
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If X1, ..., X, are pairwise uncorrelated, then
Var() " X;) =) Var(X)).
i=1 i=1

1.4 Conditional Probability and Independence

Proposition 1.32 Let (2, F, P) be a probability space and A € F with P(A) > 0. Then
there is a unique probability P, € M1(), F) satisfying

(i) P4(A) = 1.
(ii) There exists c, > 0 such that forall B € F, B C A, PA(B) = cyP(B).

which is defined by
P(ANB)

P4s(B) := PA)

for B e F.

Proof. Clearly the defined probability measure P, satisfies properties (i) and (ii). Now
suppose that P, satisfies (i) and (i1). We shall show that then P4 necessarily is given by
the above formula. For every B € F we have

Py(B) = PA(AN B) + Ps(B\ A) = caP(AN B),

where we used (ii) and the fact that P,(B \ A) = 0 by (i). For B = A it simply follow
that 1 = P4(A) = caP(A). Hence cy = 1/P(A) and P, has the required form. O

Definition 1.33 In the setting of Proposition[1.32] for every B € F, the expression

P(AN B)

P(B|A) = D

is called the conditional probability of B given A with respect to P.

Theorem 1.34 (Case-distinction and Bayes’ formula) Ler (§2, F) be measurable space
with a countable partition of Q@ = |J,., into pairwise disjoint events (B;)ic;. The the
following holds.

(a) Forall A € F,
P(A) =Y P(B)P(A|B)).
el

(b) Bayes’ formula (1763). For all A € F with P(A) > 0 and every k € 1,

P(By)P(A|By)

P(Bi|A) = > s P(BOP(A[B)
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Proof. Exercise. O

From our intuition the independence of two events A and B is given when the prob-
ability one assigns to A is not influenced by the information that B has occurred. and
likewise the occurrence of A doe snot lead to any re-weighting of the probability of B. In
mathematical language this means that

P(A|B) = P(A) and P(B|A) = P(B) whenever P(A), P(B) > 0.

Definition 1.35 Let (€2, F, P) be a probability space. Two events A, B € F are called
(stochastically) independent with respect to P if P(AN B) = P(A)P(B).

Example 1.36 (Independence despite causality) Rolling two distinguishable dice, we
set @ = {1,...,6}%, F = P() and P the uniform distribution P({w}) = 5 ,w € €.

Let A={(k,0) e Q: k+¢="T}and B = {(k,0) € Q: k = 6}. Then |[A| = |B| =6
(|A| = #A number of elements in A) and |[A N B| = 1. Thus

P(ANB) = !

i P(A)P(B).

&

Remark 1.37 The last example shows that ’ independence means a proportional overlap
of probabilities and does not necessarily involve any causality’. Furthermore note that
A € F is independent of itself if P(A) € {0, 1}.

O

Definition 1.38 Let (€2, F, P) be a probability space and @ # I be an index set. The
family (A;);c; of events A; € F is called independent with respect to P if, for every
finite subset @ # J C I, we have

P(ﬂAi) =[P

1€ ieJ

The next example shows that there can be dependence despite pairwise independence.

Example 1.39 We are tossing a fair coin twice, ie., @ = {0,1}*, F = P(Q) and P
uniform measure P({w}) = 1/4,w € 2. Define

A = {1} x {0,1} = {first toss "heads’}
B ={0,1} x {1} = {second toss "heads’}
B ={(0,0),(1,1)} = {both tosses give same result} .
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Then

P(ANB) = % — P(A)P(B)
Pmmmzi:mmma
P(BNC) = % = P(B)P(C),

and thus A, B, C' are pairwise independent. However,
1 1
PMANBNC) = 1 # 3= P(A)P(B)P(C),

and thus the triple A, B, C'is not independent. Note that C' = (AN B)U (A°N B°). &

We shall add the independence definition for families of random variables.

Definition 1.40 Let ({2, F, P) be a probability space and @ # I be an index set. For all
1 € [letY;: Q — §; be a random variable for some measurable space (£);, F;). The
family (Y;);c; of random variables Y; is independent with respect to P if, for an arbitrary
choice of events B; € F;, the family of events ({Y; € B, });c; is independent, i.e.,

P(Nvie B}) =[] Pvi € B)
ieJ ieJ

holds for any finite @ # J C 1.
If X, Y are random variables defined on (€2, F, P) are independent we sometimes write

X1lY.

Corollary 1.41 (Independence of finitely many random variables) Let (Y;)i1<i<,, be a
finite family of random variables defined on some probability space (), F, P).

(a) If each Y is ();-valued with (); at most countable. Then
(}/i)lﬁiﬁn independent <~ P(}/l =Wwi,... 7Yn = wn) = HP(Y; = wi)) w; € Q’L

=1

(b) Suppose each Y; is R-valued. Then

(Yoicicn independent & P(Yi = c1,....Y, < ) = [[POYi < ¢) e € R.

=1

Note that independent random variables are uncorrelated and that the converse statement
is not true in general.

Corollary 1.42 If X, Y are random variables defined on (), F, P) are independent, i.e.,
X LY, then X and Y are uncorrelated.
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Example 1.43 (Uncorrelated but not independent) Suppose 2 = {1,2,3} with P be-
ing the uniform distribution. Define two random variables X and Y by X = (1,0, —1)
and Y = (0,1, 0), respectively. Then XY = 0 and E[X] = 0, and thus Cov(X,Y) = 0.
However,

1
P(le,yzl):()?ég:P(X:]_P(YZ]_)
showing that X and Y are not independent. &

1.5 Classical inequalities

In this section fundamental classical inequalities are presented. Here, classical refers to
typical estimates for analysing stochastic limits.

Proposition 1.44 (Jensen’s inequality) Suppose that ®: I — R, where I C R is an
interval, is a convex function. Let X be a real-valued random variable. Then

®(E[X]) < E[(X)].

Proof. See [Durl9]] or [Geol?2] using either the existence of sub-derivatives for convex
functions or the definition of convexity with the epi-graph of a function. The epi-graph of
a function f: I — R, I C some interval, is the set

epi(f) = {(z, f(x)) e R*: z € I},

A function f: I — R is convex if, and only if epi(f) is a convex set in R O
A consequence of Jensen’s inequality is that ||.X||;, is an increasing function in the
parameter p, i.e.,
IXIp < IXl  0<p<q<oo.

This follows form the convexity of ®(x) = z» when q > Dp.
Proposition 1.45 (Minkowski’s inequality) Forp € [1,00], let X,Y € LP, then
X+ Yl < XN + Y]] o
Proposition 1.46 (Cauchy-Schwarz inequality) For X,Y € L2,
[ELXYT] < ([ X 2 Y] o

Proposition 1.47 (Holder’s inequality) Forp,q € (1,00)with1/p+1/q=1let X € L?
andY € Li. Then
EXY] < E[[XY|] < [|X]| o [[Y]] 1o-

Lemma 1.48 (Linear Markov’s inequality) For non-negative random variables X on
some probability space (X, F, P) and t > 0 the tail is bounded as

P(X > 1) < @.
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Proof. Pick ¢ > (0. Any positive number = can be written as
T =zl + 2l ]

As X is non-negative, we insert X into the above expression and take the expectation
(integral) to obtain

E[X] = E[XTx>y] + E[X1ix<n] > E[tlx>4] = tP(X > ).

]
This is one version of the Markov inequality which provides linear decay in ¢. In the
following proposition we obtain the general version .

Proposition 1.49 (Markov’s inequality) LetY be a real-valued random variable on some
probability space (£, F, P) and f: [0,00) — [0, 00) be an increasing function. Then, for
all e > 0 with f(e) > 0,

E[f o [Y]]

f(e)

Proof. Clearly, the composition f o |Y'| is a positive random variable such that

P(Y]=ze) <

FENgyizey < folY].

Taking the expectation on both sides of that inequality gives

fEP(Y| = &) =Elf@lyy>] < ELf o [Y]].

O
The following version of the Markov inequality is often called Chebyshev’s inequality.

Corollary 1.50 (Chebyshev’s inequality, 1867) For all Y € L? with E[Y] € (—00, 00)

and e > 0,
Var(Y)

g2

Py -EY] > ¢) <

2 Limit Theorems

2.1 Weak Law of Large Numbers (WLLN)

If we briefly consider again tossing a fair coin we are inclined to try to prove that the
empirical average converges to 1/2. Suppose P(X; = 1) = % = P(X; = 0), then
E[X;] = % for all + € N. Using Stirling’s formula we can find a constant C' > 0 such that

2n
1 1 2n C
AR ST\ P
2n — 2 (n> — ™ asn e

We thus see that we need another convergence criterium. We first consider conver-
gence in probability.
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Definition 2.1 (Convergence in probability) Suppose (Y,).cn and Y are real-valued
random variables defined on some probability space (€2, F, P). We say that the sequence

(Y)nen converges to Y in probability, written as Y, LN Y, if

n—00

P(\Yn—Y] §5> —1 as n — oo foralle > 0.

Theorem 2.2 (Weak Law of Large Numbers (WLLN) - L? - version) Let(X,);cy be pair-
wise uncorrelated random variables in L* for some probability space (Q, F, P) with uni-
formly bounded variance, v := sup,y Var(X;) < oc. Then

n

1 P
Y, = EZ(Xi —E[Xi]) — 0.

=1

Proof. From our assumptions we have that Y,, € L? and E[Y,,] = 0. Furthermore,

S|

1 n
Var(Y,) = — Z Var(X;) <
=1

We thus conclude with Chebyshev’s inequality O

2.2 Kolmogorov’s zero-one law and Borel-Cantelli Lemma

In the following we are dealing with sequences of random variables.

Theorem 2.3 Let (X;);cn be a sequence of real-valued random variables on some prob-
ability space (), F, P). Then

in;\f] X;;sup X;;limsup X,, and liminf X,
1€

ieN n—00 n—0o0

are also random variables.

Proof. The infimum of a sequence is < « if and only if some entry of that sequence is
< a. Thus
inf X; = X; :
{inf X; <a} {xi<aterF

ieN
Similarly,
{sup>a}:U{Xi>a}€]:.
e ieN
Furthermore,

h,{&éi}an = sup{ 12f X}

neN Mmzn

lim sup X,, = ing{ sup X, } .
ne

n—00 m>n

Note also that Y,, := inf,,>,, X,, is a random variable. O
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When analysing limits of random variables we often encounter the following events
which lead naturally to another convergence criterion. In the setting of Theorem the
set

Qo :={w e Q: lim X, exists} = {w € Q: limsup X,, = lim inf X, } (2.1)
n—oo n—oo

n—00

1s a measurable set.

Definition 2.4 (Almost sure convergence) If P(€y) = 1 for the set (2.1), we say that
the sequence (X, ), cn of random variables defined on (€2, F, P) converges almost surely
(almost everywhere) to the random variable X, := lim sup,_, (X, may take the
value c0).

The following tail events will be important when studying stochastic limits.

Definition 2.5 (Tail events) Let (€2, F, P) and (2, Fr), k € N, be given. Suppose that
(Yi)ren is a sequence of {2, valued random variables Y} defined on (€2, F, P). An event
A € F is called an asymptotic or tail event if, for every n € Ny, A depends only on
(Yi)kn, in that there exists an event B,, € &), ., Fi, such that

We denote T (Y} : k € N) the collection of all such tail events.

Example 2.6 (Existence of long-term averages) Let (€2, ) = (R, B) forall £ € N
and a < b. Then

N
) 1 )
A= {Nh_r)r(l)O N kg_l Y, exists and € [a, b]}

is a tail event for the sequence (Yx)ren.
Proof. Denote X;: [],., R — R the ith projection and define

N
.1 )
B, = { Jlim — ?_1: X,up exists and € [a, b]} .
Then A{(Yi)r>n € By} forevery n € N, and thus A is a tail-event..

' )

Theorem 2.7 (Kolmogorov’s zero-one law) Let (Y),)icn be an independent sequence of
random variables Y}, defined on some probability space (), F, P) and taking values in
(4, Fr). Then, for every A € T(Yy: k € N), either P(A) =0 or P(A) = 1.

Proof. Elementary result from measure theory [BBO1,/Coh13]] and undergraduate prob-

ability theory ([Kal02, Str93| Geol2, Bil12, Durl9].
O
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Theorem 2.8 (Borel-Cantelli Lemma; 1909,1917) Let (Ap)ren be a sequence of events
in (2, F, P) and consider

A={w € Q: w e Ay forinfinitely many k} = lim sup Ay, .

k—o0

Then the following statements hold.
(a) If > oy P(Ag) < 00, then P(A) = 0.
(b) If Yoy P(Ay) = 00 and (Ap)ien independent, then P(A) = 1.

Proof. (a) We have that

Ac | A

k>m
and thus
P(A) < Y P(Ay) forall m.

k>m
The sum on the right hand side is the tail of a convergent series, and thus tends to 0 as
m — oQ.

(b)
A= (A4
meN k>m

Thus, using that the independence of the Ay’s implies the independence of the A},’s and
l—x<e™,

n n

Pty < 3 P( () 4) = 3 tim P () A1) = 3 im T (1 Peo)

meN k>m meN meN k=m

< ZJE&GXp(— iP(A;Q) =0.
meN k=m

2.3 Strong Law of Large Numbers (SLLN)

The weak law of large numbers (WLLN) in Theorem [2.2] alone doe snot quite fulfil our
expectations. For example, if we flip a fair coin 100 times, then with some small proba-
bility it may happen that the relative frequency differs strongly from % but this deviation
should vanish gradually, provided we continue flipping the coin for long enough. This
intuition is based on the notion of almost sure convergence. Recall from Definition [2.4]
that a sequence (Y;,),en of R-valued random variables converges to the random variable
Y, all defined on some probability space (§2, F, P), P-almost surely if

PlweQ: Yw) = Y)=1.

Exercise 2.9 Show that almost sure convergence implies convergence in probability but
the converse is not true.

Aol
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Theorem 2.10 (Strong Law of Large Numbers (SLLN) - L? - version) If (X;)icy is a
sequence of pairwise uncorrelated R-valued L* random variables on some probability
space (S, F, P) with v := sup, Var(X;) < oo, then

1 n
= E (X; — E[X;]) — 0 P — almost surely if n — oo .
n

=1

Remark 2.11 For an L'-version of the SLLN see [Durl9]. o

Proof. Without loss of generality we may assume that E[X;] = O for all : € N. Write
Yn = 1/TL Z?:l )(Z
Step 1: Show that Y,,2 — 0 almost surely as n — oo. For any € > 0, Theorem [2.2]implies

that
P(|Yy2| > €) < v/n*e?

and thus
D P([Y2| > €) < 0.

neN

Now Borel-Cantelli Lemma, Theorem [2.8] implies that

P(lim sup|Y,2| > ¢) < P(]Y,2| > ¢ for infinitely many n) = 0.

n—oo

Thus we conclude with P(lim sup,, ,__|Y,2| /# 0) = 0.
Step 2: For m € Nletn := n(m) € N be such that n? < m < (n+1)2. We shall compare
Y,, and Y, 2. We write S, := kY}, = Zle X;. Chebychev’s inequality implies

P(|Sy — Spz2| > en?) < 5_2n_4Var< Z XZ») < U o

n2<i<m a (TZ - m)
and
v (n+1)2—1 m— n2 v 2n L
2 _

S P(Sa-sal>e) < 530 Y (PE) 5T Y4
meN neN m=n2 neN k=1

v 2n(2n + 1)

=E) T ga <%

neN

and so once again with Theorem 2.8] one obtains

Sm
P (’n(m)2 ~ Yaemy

—>O>:1,

m—0o0

and with Step 1 above we conclude that P(S,,/n*> — 0) = 1. Since |Y,,,| < [S,u|n(m)?,
m—r0o0
it follows that P(Y,, — 0) = 1. 0
m—0o0
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2.4 The Central Limit Theorem (CLT)

Let (X};);en be a Bernoulli sequence with parameter p € (0, 1). .S, = Z?:l X, represents
the number of successes in n experiments. How much do the S,, fluctuate around their
expectation np, i.e., what is the order of magnitude of the deviations S,, — np in the limit
n — 00?

Exercise 2.12 Suppose that (a,),cy is a sequence in R, . Using Stirling’s formula and

Chebychev’s inequality, show that

P( Sn—np‘ San) R 1 %fan/\/ﬁ—>ooasn—>oo,
n—oo |0 ifa,/y/n—0asn— co.

(e L

Definition 2.13 (Convergence in distribution) Let (Y},),cn be a sequence of R-valued

random variables defined on some probability space (2, F, P). Y,, converges in distri-

bution to a real-valued random variable Y if Fy, (c) — Fy(c) for all points c € R at
n—o0

which Fy is continuous. We write Y, Ly,

n—oo

Proposition 2.14 Under the above assumptions, the following statements are equivalent.
(a) Y, -5 V.
n—oo

(b) E[f(Y,)] = E[f(Y)]asn — oo forall f € Co(R; R).

If Fy is continuous, then the following is also equivalent:

(c¢) Fy, converges uniformly to Fy, i.e., || Fy, — Fy| — 0.
Proof. Exercise. O

Exercise 2.15 (Fatou’s lemma) Prove the following statement. Suppose g: R — R, is
continuous. If Y, —%+ Y, then

n—o0

lim inf E[g(Y7)] = E[g(Y)].

Theorem 2.16 Let Y,Y:,Y5, ... be R-valued random variables defined on some proba-
bility space ({2, F, P). Then the following statements are equivalent.

(a) Y, -5 Y.
n—oo

(b) For all open sets G C R: lim inf,,_,,, P(Y,, € G) > P(Y € G).
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(c) For all closed sets K C R: lim sup,, ,.  P(Y,, € K) < P(Y € K).
(d) Forall A€ Bwith P(Y € A) =0,

lim P(Y,, € A)=PY € A).

n—oo

The proof of Theorem [2.16| relies on the following theorem which we only cite here
(this is standard result in measure theory). A sequence (F},),cn of probability distribution
functions converges weakly to a limit F' (written F,, = For F, = F)if F,(y) = f(y)

n—oo
as n — oo for all y that are continuity points of F. Notice that this convergence is

equivalent to the convergence in distribution for the corresponding random variables.

Theorem 2.17 If F, = F, then there are random variables Y,Y,,n € N, with distribu-
tion function F), so thatY,, — Y almost surely as n — oc.

Proof. See book by Durrett [Dur19], or Billlingsley [Bil99] or Bauer [BBO1]. O

Proof of Theorem[2.16, (a) = (b): Let X, have the same distribution as Y,, and X,, —
X almost surely as n — co. Since G is open,

lim inf 15(X,,) > 15(X),
n—oo
so Fatou’s Lemma implies
liminf P(X,, € G) > P(X € G).
n—oo

(b) < (c): This follows from: A is open < A€ is closed and P(A) + P(A°) = 1.
(b) & (¢) = (d): Let K = Aand G = int(A) be the closure and interior of A respectively.
The boundary 0A = A \ int(A) and P(Y € 0A) =0 so

PY e K)y=PY cA)=PY €QqQ).

Using (b) & (¢),
limsup P(Y,, € A) <limsupP(Y,, e K) < P(Y e K)=P(Y € A)
lzgng(Yn €A > ligci;fP(Yn ceG)>PY eG)=PY cA).

(d) = (a): Let x be such that P(Y = x) = 0 and consider A = (—o0, x]. a

Theorem 2.18 (Continuous mapping theorem) Ler g: R — R be measurable and de-
fine D, := {z € R: gis discontinuous at x} and let Y,Y1,Y5, ... be R-valued random

variables defined on some probability space (2, F, P). If Y, 4 Y and PY € D,)—0
n—oo
then ;
9(V) = g(¥).

If in addition g is bounded, then

Tim E[g(Y,)] = E[g(Y)].
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Proof. Let X, 4 Y, (i.e., X, has same distribution as Y},) with X,, — X almost surely
as n — oo.If f is continuous and bounded then D, C D, so P(X € Dy.,) = 0 and it
follows that f(g(X,)) — f(g(X)) almost surely as n — oo. Since f o g is bounded the
bounded convergence theorem implies

1im ELf(g(X))] = ELf(g(XD]-

As this holds for all f € Cy(R;RR), we conclude with the statement. The second one
is proved by taking f(z) = z and consider cutoff parameter like, i.e., repeat the above
arguments for fy; = f A f, M > 0, followed by the limit M — oo.

O

Definition 2.19 (a) m € R, v > 0. The probability measure N(m, v) € M (R, B) with
density function

—e_(x_m)z/%, ,reR.

QOm,v(-T) — \/%

is called the normal distribution or the Gauss distribution with mean m and variance
v We write ¢ = ¢ ;.

(b) For ¢ € R denote

®(0) =/ @(x)dz = N(O, 1)((—o0, c])

—00

the cummulative distribution function of N(0, 1) .

Theorem 2.20 (The Central Limit Theorem (CLT)) Let (X;);cn be a sequence of in-
dependent, identically distributed R-valued random variables in L* on some probability
space (2, F, P) with E[X;] = m, Var(X;) = v > 0. Then,

4 Z ~NO,1),

1 X;,—m
§rm N M

where Z ~ N(0,1) means the random variable Z is normally distributed with N(0, 1),
meaning that || Fg: — ®|| — 0 asn — oo.
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Definition 2.21 (Convolution) Let )1, ()s € M;(R) probability measures with densi-
ties (Radon-Nikodym density with respect to the Lebesgue measure) o, and g, respec-
tively, then the comvolution Q1 * Q3 € M1(R) has the density (with respect to the
Lebesgue measure)

01 % 02(1) = / o1(y)oa(x —y)dy, zeER.

The convolution (), * ()5 is defined as the image measure under the addition mapping
A:R? 5 R, (21, 22) — A(x1,T2) = 71 + To.

Q1xQ2=(Q1®Q)o0 A"

is called the convolution of ()1 and Q5.

Exercise 2.22 Show that
N(mq,v1) * N(mg, v2) = N(my + ma, vy + v2) .
-

Proof of Theorem Without loss of generality let m = 0,v = 1. We shall show
that
E[foS;]— Enonlf] asn — ocoforall f e Co(R;R).

For this endeavour we can assume that f € C*(R;R) with bounded and uniformly con-
tinuous derivatives f’ and f// as in the proof of the convergence in distribution one can
approximate the indicator function 1_, .j by such functions f. For our proof pick another
random sequence, that is, let (Y;);cn be an independent identically distributed sequence
of standard normal random variables Y; ~ N(0, 1), and assume that this sequence is inde-
pendent of (X;);cn. Then it is easy to see that

1 n
T;=—> Yi~NQ©,1),
\/ﬁizl

so we shall show that
lim [E[foS:— foT:]|=0.
n—oo

For this we write the difference f o S} — f o T* as a telescoping sum with the following
notations: X, := X;/v/n,Y;, :=Y;/\/n and

i—1 n
Wi,n = Z Y}',n + Z Xi,n .
j=1

j=i+1

Then

n

foSi—foly=3" (FWintXin) = fWin + Vi) .

=1
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Taylor approximation:

FWit X = FOVi) + V)Xo + 5 OV X2, + R
with remainder term
Rxin = %X?n (f”(Wz-,n +60X;,) — f”(Wi,n)> . forsome § € [0,1].
To estimate the remainder term note first that
|Rxinl < X211

As f" is uniformly continuous, for every ¢ > 0 one can find § > 0 such that |Rx ;.| <
X7,e for | X | < 0. This yields

[Ryiml < X2 (Mg, <o + 1 g 000)
A similar Taylor approximation holds for all f(W;, +Y;,). We insert our Taylor approx-
imations and take the expectation, and using that
1
n
ELf Wi (X2, = Y21 = ELf Wi IEIXZ, — Y71 =0,

E[X;,.] = E[Y;,] = ;E[X?,] = — = E[Y?,]

we obtain

E[f oSy = foT;]| <Y EllRxnl + [Ryinl]

=1
<> <€E[X3,n + Y21+ I fEIXE, g x, 50y + E?nﬂ{m,npa})
=1

=2 + || f [ E[XT Uy x, msvm) + YD gvi soymy] -
Note that

E[X%]l{|xl|>5\/ﬁ}] =1- E[Xfll{\Xﬂg(S\/ﬁ}] —0asn — oo,

and similarly,
]ED/IQH{\lefs\/ﬁ}] —0asn — 0.

Hence
limsup |[E[f oSk = foTr| < 2e.

n—0o0

O
We now introduce characteristic function and Fourier transform for probability mea-
sures. At the end of this we shall come up with an alternative proof of the CLT.

Definition 2.23 (Characteristic function) Let X be a R-valued random variable de-
fined on some probability space (2, F, P).

px(t) :=E["] teR,

is called the characteristic function of X.
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Proposition 2.24 (Properties) Let X be a R-valued random variable defined on some
probability space (2, F, P). Then the following properties hold.

(a) px(0)=1.
(b) ox(—=t) = px(t).
(c) |px(®)| < 1.

(d) . :
E[elt(aX+b)] _ eltbgpx(at)’ a,beR.

(e) p-x = px.
(f) Suppose andY are independent R-valued random variables. Then

PX+y = PXPy -

Proof. These elementary properties are straightforward to prove and are left as an ex-
ercise. See e.g. [Durl9, Bill2]. O

Lemma 2.25 (it,)nen, ftn € Mi(R?, BY). Assume that there is a ;1 € MR, BY) such
that the i,,’s converge in the sense that

lim fdu, = / fdu forall f € C(RYC).
R4

n—oo Rd

Then the following holds.

(a) Forany f € C(R% [0, 00)) one has

[, s <timint [ . 22)
(b) If f € C(R%; C) satisfies

lim sup /R ) || 51> ry (W) pn(dy) = 0, (2.3)

R—o00 neN

then f is y - integrable and

lim fdu, = fdu. 2.4)
R4

n— o0 R4
(c) @A) holds for any f € C(RY; C) satisfying

sup /d |fI" dpy, < 00 for some o € (0, 00) .
R

neN
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Proof. We first show (2.4) for every f € C,(R% C). To this end, we choose o €
C°(B(0,1); [0, 00)) so that fRd o(y)dy = 1. Here, B(0,1) C R is the open ball around
0 with radius 1. Define

fol@) = /| _, AHE )y fork e .
y|<k

Clearly, f;, € C(R% C) and || fi||., < ||f|l..- Thus

limsup‘/ fd,un—/ fdu §limsuplimsup/|f—fk|dun

n—00 k—o0 n—o00

< 2[|f] o lim sup 11, (B(O, R)°)

n—oo

for every R € (0,00). For any such R € (0,00) we can choose a function gp €
C&(B(0, R); [0,1]) so that gr = 1 on the ball B(0, R/2), and therefore,

lim sup 1, (B(0, R)°) < 1 — lim inf/ grdp, < w(BO,R/2)) - 0as R — oo.
n—o0

n—oo

We have now proved (2.4) for every f € Cy(R%; C).
We now show (2.2): We simply set fr = f A R, R € (0, c0), for any nonnegative contin-
uous function f on R¢. Then by the Monotone Convergence Theorem,

/fd,u: lim / frdy = lim lim fRd,ungliminf/ Fdu, .
Rtoo Rfoo n—00 n—00

To prove (2.4) for f € C(R?; C) satisfying (2.3)), it suffices to handle the case when the
function f is nonnegative. For nonnegative f satisfying (2.3) we know from (2.2) that
f is u-integrable. Hence, we any € > 0, we can choose an R € (0, c0) so that for the
continuous and bounded function fr := f A R we get

sup / |f(W) — frRW)] pa(dy) V / |f(y) — fr(y)| p(dy) < €.

neN

Thus

[ ran= [ raul=| [ G = ot [ - swan— [ Ga- fodn

§2€+‘/(fRdMn—/ frdu

and (2.4)) for the fr’s simply implies (2.4)) for the given f. O

As Lemma makes explicit, to test whether (2.4) holds for all f € Cy(R% C)
requires only that we test it for all f € C>°(R%; C). In conjunction with elementary Fourier
analysis, this means that we need only test it for f’s which are imaginary exponential
functions.
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Definition 2.26 Let u € M (R, BY). The characteristic function [i of ju is its Fourier
transform given by

(k) == / exp (i(k,z)) p(dz), keR?.
R4
For f € LY(R% C) we use

Fiky = / exp (i, 2)) f@ dz, ke R,
Rd

to denote its Fourier transform.

Remark 2.27 Clearly, the Fourier transform 7 of ;1 € M, (R?, Bj) is a continuous func-
tion which is bounded by one. Furthermore, for f € C(R%; C), f € C*°(R%;C) and f as
well as all its derivatives are rapidly decreasing. o

Lemma 2.28 Let ;1 € M (R?, B?). Then the following holds.
(a) Forevery f € Cy(R?; C) N LY(R?; C) with fe LMRE:C),

1
o T Gy

/ F)i(—k) dk . (2.5)
Rd

(b) Let (fip)nen, fin € Mi(RE, BY), be given. Then 2.4) holds for every f € C(R%;C)
satisfying (2.3) if and only if

(k) — 1i(k) asn — oo for every k € RY.

Proof. (a) We shall use a mollifier as follows. Pick an even function o € C°(R%; [0, 00))
with [, o(x)dz = 1, and set o.(z) := ¢ %o(c'z) for e € (0, 00). We now define the
convolution of our measure ;¢ with the chosen mollifier,

Pe(x) == / o-(x —y) u(dy), =R
Rd

Then it is easy to see that 1. € Co(R% R) and [|¢)c|| 1 ga, = 1 for every e € (0, 00).
By Fubini’s Theorem (see [Durl9, BBO1, [Cohl13]]) we immediately see that QZE(]{Z) =
o(ek)ji(k). For any f € Cy(R%; C) N LY(R?; C) write f. := o. * f for the convolution of
0. with f. Thus, Fubini’s Theorem followed by the Classical Parseval Identity yields

1 N
[ ran= | fepwa— o [ aenfonc.
o y @

Since, as ¢ — 0, f. — f while o(¢k) — 1 boundedly and pointwise, (2.5) now follows
from Lebesgue’s Dominated Convergence Theorem. R
(b) By Lemma we need only check when f € C*®(R% C). For such f, F
is smooth and rapidly decreasing, and therefore the result follows immediately from (a)
together with Lebesgue’s Dominated Convergence Theorem. O
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Remark 2.29 (Alternative proof of the CLT) Suppose m = 0 and v = 1 in our setting
of Theorem and denote the distribution of S}, by nn. Then,

fin(k) = (ﬁ(%))N - (1— %+o(1/N))N e asN o0, keR.

Then simply observe that p x (k) = e */2 when X ~ N(0, 1).

2.5 Convergence of Probability Measures

We shall develop convergence theory on the set of probability measures over some mea-
surable space (F, £). We first start with a standard approach to convergence, namely via
bounded measurable functions. We then come up with a notion which reflects better the
topology over the underlying space E. In the following let B(F;R) = B((F,£); R) be
the space of bounded, R-valued, £-measurable functions on E, use M;(F) = M(E,E)
to denote the space of all probability measures on (£, £). The duality between B(E; R)
and M (F) is given by

(fopt) = / Fdu, peME) feBER).
E

In the following, let By (E) := {f € B(E;R): || f||, < 1} the ball of bounded measurable
functions with supremum norm less equal to 1, where || f|| := sup,cx{|f(2)|}. For
every 1 € M;(F) a neighbourhood basis of 4 is given by the sets

Un, ) = {v e MiB): sup [(f,v) = (.| <6},

JeBi(E)

where 0 € (0,00). The topology defined by these sets is called the uniform topology on
M (F). The next lemma shows that this definition is leading to a metric.

Lemma 2.30 Define
12 = Vil = sup {|(F. 1) = (fov]: £ € Bi}

Then (11,v) € My(E) = |lu— v
uniform topology.

is a metric on My(FE) which is compatible with the

var

Proof. The interested reader may check [BBO1! Bil99]. O

Remark 2.31 Suppose E is uncountable, {x} € &, then the point masses J,,r € F,
form an uncountable subset of M;(F). Furthermore,

100 — 0yl =2 forz#y.

var

Hence, in this case M;(E) cannot be covered by a countable collection of open ||-||,,.-
balls of radius 1. In addition, we shall find a topology for which the point masses are
close when the corresponding point are close in the underlying space. o
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In a first step one can eliminate the uniformity in the definition of the uniform topol-
ogy. For uM(E, £) a neighbourhood basis is given by the sets

S0 i J) = {v € MU max [(fiov) = (feo)] <3}, 26)

<k<

d>0,neN, fi,..., f, € |Bcal)E;R). The topology define d by these neighbourhoods
is called the strong topology or the T-topology . Here, a net {p,: o € A} converges to
if and only if

hin<fv :th> = <f7 :u> :

Again, this topology cannot distinguish point masses d, and ¢, when x and y are very
close. The next idea is for metric spaces (£, d, (net convergence can then be replaced by
convergence) is consider for test functions f € Cy(E; R).

Definition 2.32 (a) Let (£, d) be a metric space and £ the Borel-o-algebra, (ii,)nen a
sequence of probability measures ;1 € M;(E). The (i, ).en converges weakly to
1€ My(E)asn — oo, in symbols , 1, = L or i, = i, if

n—o0 n—ro0

(f, i) = (fo1) as n— oo forall f € Cr(E;R).

(b) Let (X,),en and X be R-valued random variables defined on some probability space
(2, F, P). X,, converges in distribution to X as n — oo, in symbols X, :d> X, if

n—oo

E[f(X,)] = E[f(X)] asn — ooforall f € C,(R;R).

Exercise 2.33 Show that ¢, = 6, if and only if y — z in (E, d). ww

Definition 2.34 [Tight set] Let (£, d) be a separable metric space. A subset M C
M (F) is tight if, for every € > 0, there exists a compact set K C F so that

WK)>1—¢ forevery pe M.

Definition 2.35 (Tight family) A family (X,);cr of R%valued random variables de-
fined on some probability space (2, F, P) is tight if

lim sup P(| X >r)=0.

r—00 teT
A sequence (X,,)nen of R?-valued random variables is tight if

lim lim sup P(|X,,| >r)=0.

r—00 n—o0
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Lemma 2.36 Suppose (X,)nen and X are R%-valued random variables on some proba-
bility space (X2, F, P) and that X, L X. Then (X )nen is tight.
n—oo

Proof. Fix r > 0, and define the continuous and bounded function
f(@) = (1—( —|z[)y),,r € R. Then, using the definition of f and taking expectation,
we get

lim sup P(|X,,| > ) < lim E[f(X,)] = E[f(X)] < P(|X] > r —1).

Now letting » — oo to conclude with the statement.
O

Lemma 2.37 Let (X,)neny be R¥%-valued random variables on some probability space
(2, F, P). Then
(Xonen is tight < ¢, X, — 0

n—oo
for any sequence (c,),en With ¢, > 0 and ¢, — 0 asn — oo.

Proof. Suppose that (X,,),cn is tight and fix r,¢ > 0. Then there is ny € N such that
c,r < ¢ for all n > ng. Thus

lim supn — coP(|c, X, | > €) < lim sup P(|X,,| > 7)
n—oo
and P(|c, X,,| > €) — 0 as r — oo. Conversely, if (X,,),en is not tight, we may choose
(ng)ken so that infyey P(|X,,, | > k) > 0. Rhen ¢, := sup{k~': ny > n} defines a zero
sequence but P(|c, X, | > 1) 4 0asn — oo. a
The following theorem provides useful conditions equivalent to the weak convergence
of probability measures.

Definition 2.38 Suppose (F,d) is a metric space with Borel o-algebra £ and let © €
My (E). A set A € £ whose boundary 0 A satisfies 1((0A) = 0 is called u-continuity set.

Proposition 2.39 (Weak convergence - The Portmanteau Theorem, 1956) Let (E, d) be
a separable metric space and B(E) the Borel-o-algebra. Let (,)nen be a sequence of
probability measures [, € M (F), u € My(E).Then the following statements are equiv-
alent.

(a) p, = pasn — oo.
(b) Forall ' C E closed, lim sup,,_,  ft,(F) < p(F).
(c) Forall G C E open, liminf,_, u,(G) > uw(G).

(d) For every upper semicontinuous function f: E — R which is bounded above,

lim sup(f, fin) < (f, 1) -

n—o0
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(e) For every lower semicontinuous function f: E — R which is bounded below,

lim inf(f, ) > (f. ).

(f) For every f € B(E;R) which is continuous at p-almost every v € E, (f, j,) —
(f, ) as n — oo.

(g) pn(A) = pu(A) as n — oo for all u-continuity sets A € B(F).

Remark 2.40 (a) If (£, d) is metric space, then convergence is net convergence when
the space is not separable.

(b) Suppose that z,, = xq in E as n — oo, so that d,, = 0,, as n — oo. Furthermore,
suppose all x,, are all distinct from xq (e.g., o = 0,z,, = 1/n). Then the inequality
in (b) is strict if F' = {x¢}, and the inequality in (c) is strict if g = {zo}¢. If A =
{zo}, then convergence does not hold in (g); but this does not contradict the theorem,
because the limit measure of d{xz} = {zo} is 1, not 0.

o

Proof of Proposition[2.39. (a) = (b): Let F' C F be closed and define

d(z, F)

1

3

—_— keN E.
1+d(x,F)> , keNzc

dn@) =1 - (
Then )y, is uniformly continuous and bounded and

1> Yp(x) \(1p(r) ask —oco foreachx € E.

Thus, countable additivity followed by (a) imply that

w(F) = klim (Y, ) = lim lim (Y, p1,,) > lim sup i, (F) .
—00

k—ro00 n—00 n—300

(b) & (¢) and (d) < (e) and (f) = (a) are all trivial and left as an exercise.

(c) = (e) (then (b) = (d) follows similarly): With loss of generality assume that f is a
nonnegative, lower semicontinuous function. For £ € N, define

k
20N 4k 1 <
fk:ZQ—k]lIe,kof:?Z]lJ&kof7
=0 (=0
where ¢ 01 ’
_|_
o (g0 5] and e = (5po0).

Clearly, 0 < f * f and therefore (fx, u) — (f, u) as k — oco. We thus apply (c) to the
open sets { f € Jy,} and use lower semicontinuity to get

n—00 n—00
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for each k € N; and so, after letting & — oo, we have shown (c) = (e).

(d) & (e) = (f): Suppose f € B(E;R) is continuous at p-almost every x € F, and define

f(z) = lim inf f(y) and f(z) = lim sup f(y) forx € E.
- Yy—T

Yy—x

Then f < f < f everywhere and equality holds ;. almost surely. Furthermore, [ is lower
semicontinuous, f is upper semicontinuous, and both are bounded. Hence, by (d) and (e),

lim sup(f, pr,) < lim sup(f. ) < (f, 1) = (f. p1) = {f, 1)

n—oo n—oo
< liminf(f, p,) < liminf(f, u,) .
n—oo - n—oo
(c) & (c) = (g): For A € &£ denote int(A) the interior of A and A the closure of A. The,
(b) and (c) together imply
p(A) > Tim sup 11,(A) > lim sup j1,,(A) > lim inf y1,,(A)
n—oo

n—o0 n—oo

> lirrl> inf p1,(int(A)) > p(int(A)).

If Ais a p-continuity set, we conclude with (g).

(g) = (a): With loss of generality we may assume that f € C,(F;R) satisfies 0 < f < 1.
Then

00 1
<f,u>=/ u(f>t)dt=/ p(f >t)dt,
0 0

and similarly for x,,. As f is continuous, 0{f > t} C {f = t}and hence {f > t} isa
p-continuity set except for countably many ¢. Thus by (g) and bounded convergence,

1 1
<f,un>=/ un(f>t)dt—>/ p(f >t)dt = (f, ) as n — oo.
0 0

O

Theorem 2.41 Let (E,d) be a Polish space and v € My(E). Then for every ¢ > 0, there
exists a compact set K C E such that ((K) > 1 — e.

Proof. Let {p;}ren be a countable dense subset of E. Given p € MI(E) and € > 0,
we can choose, for eachn € N, an /,, € N so that

u(QBE(pk,l/n)> >1— 2%

Set

Un 00
Cp =] Be(r1/n)  and K :=(C,.

k=1 n=1



LIMIT THEOREMS 31

By construction, we see that K is closed, and furthermore

€7L
K c | J Bu(p,2/n)  foralln € N.
k=1

Thus K is totally bounded, and therefore K is compact. O

As Theorem [2.4T|makes clear, probability measures on a Polish space like to be nearly
concentrated on a compact set. The following fundamental theorem demonstrates the
connection between tightness and relative compactness. We are not proving this theorem
as the proof is relatively long and technical, the interested reader can find a proof in
[Kal02, Bil99].

Theorem 2.42 Let (E,d) be a separable metric space and M C . M (E). Then M is
compact if M is tight. Conversely, when I is Polish, M is tight if M is compact.

We have now learned that M (F) inherits properties from E£. We want to show that
M (F) is Polish if E is a Polish space. For that we need the following lemma which is
of considerable importance in its own right.

Lemma 2.43 Let (E/,d) be a Polish space, (ii,),en Sequence of probability measures
tns b € Mi(F), and ® C Cy(E;R) bounded subset which is equicontinuous at each
x € B If b, = pasn — oo, then

lim sup |(f. 1) — (f, )| = 0.

n—oo fe<I>

Definition 2.44 (Lévy’s metric) Let (£,d) be a Polish space. The mapping
L: My(E) x Mi(E) — R, defined by

L(u, v) = inf {5 > 0: ((F) < v(F®) + § and v(F) < u(F®) + & ¥ closed F C E} :

is called Lévy’s metric. Here, F'® denotes the set of x € E which lie at distance less
than ¢ from F'.

Theorem 2.45 Let (E,d) be a Polish space. Then L defined in Definition 2.44]is a com-
plete metric, and therefore (M (F), L) is Polish and the metric is compatible with the
weak convergence of probability measures.

Proof. It is easy to realise that L(u, v) = 0 if and only if ;1 = v, that L is symmetric
and that L satisfies the triangle inequality. To show that the metric L is compatible with
the weak convergence of probability measures we are left to show that

L(pp,p) =0 as n =00 & u, = W.

n—oo

Suppose L(jt,, i) — 0 as n — oo. Then, for every closed F/,

p(F) 4§ > lim sup p,,(F),

n—o0
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for all 6 > 0; and therefore, p(F) > lim sup,,_, . un(F). Hence, by Proposition
Mt = M.
n—oo

Now suppose j1, = pandletd > 0be given as as a closed F' C E. Define the function
n—oo

d(z, (F)°)

(z, (FO)) + d(z, F) , TEFE.

Yp(x) = 1

Then we can easily see that

d(z,y)

Ip <tYp <lpe and |[Yp(z) — Ve(y)| < 5

By Lemma|[2.43| we can choose m € N so that

sup sup {|<¢F,,un> — (Yp,u)|: F closed in E} <9,

n>m

which implies that for all n > m,
p(F) < pn(f9) +0 and p,(F) < p(F9) + 9.

Hence sup,,-.,,, L(itn, 1) < 9, and we have shown L(u,, ;1) — 0 as n — oo. Finally, we
need to show that L is a complete metric, that is, we must show that if (1,,)neny C M1 (F)
is L-Cauchy convergent, then it is a tight sequence. Pick ¢ > 0 and choose, for each
¢ € N, anm, € N and a compact K, C FE so that

9 €

sup L(pin, p) < ST and | max pn(K7) < 561

n>my
Setting e, = £/2¢, we get that

sup i, ((K€9)°) < e, foreach /€ N.
neN

In particular, if we define
oo
K= ()K",
04+1

then p,(K) > 1 — ¢ for all n € N.As each K is compact, it is easy to see that K is
compact. O

3 Random walks and their scaling limit

3.1 The simple random walk on Z¢

Let (X;);cn be a sequence of independent identically distributed Z?-valued random vari-
ables on some probability space ({2, F, P) so that

Loiflef =1
P(Xj:@):{2d ! |6| ’

0 otherwise.
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Note that each = € Z¢ has exactly 2d nearest neighbours x +e;,j = 1,...,d. The simple
random walk (SRW) on Z¢ with start at * € 7 is the sequence of Z%-valued random
variables (S;,)nen, With

Sp=2+X 4+ -+ X,.

We denote P, the probability that the random walk starts at x (and wrote [, for its expec-
tation). The n-step transition probability is denoted

pu(x,y) = Pu(S, =y) x,y € Zd,n eNp.

When the index z is missing in our expression we assume that Sy = 0 and we write
pn(x) = p(0, 2).

Proposition 3.1 (Proporties) For all z,y € Z% and n € N the following properties
hold.

(a) pu(z,y) = pu(y, ©).

(b) pn(x,y) = pp(y — x) = pu(0,y — ).

(¢) Pn(y) = Pp(=Y).

(d) po(z,y) = (x,y).

(e) pu(x,y) = Pu(Sy, =vy) = P(Spim = y|Sm = x) forall m € N,.

Proof. The easy proofs are left as an exercise.

For m € N, define
S’/n:: n+m_Sm: m+1+"'+Xm+n'

Then (§n)neN0 is a simple random walk starting at 0 and independent of {X1,..., X,,}.
Furthermore, it is easy to see that

P(Spi1 = xny1|So = o, ..., Sn = 1) = p1(@n, Tng1) =: P(Tp, Tpy1) - (3.1)

Equation (3.1)) says that the probability to reach a site x,,1 in the next ’time step’ only
depends on the present state S,, = x,, and not on the past of the random walk up to time
n. This is called the Markov property.

Proposition 3.2 For all m,n € Ny, and z,y € 7.9,

Prin(@,0) = D P, 2)pa(2,1) -

2€7Z4

Proof. Using the Markov property we get
P, y) = > P, y0OPW1,Y2) -+ PWYmsn—1, Ymen)
Yi €24 i=0,...,m+N;Y0=T,Ym+n=Yy

- Z pm($7 ym)pn(yma ym+n) .
ymGZd7ym+n:y
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Note that the sum is non-zero only if the y;’s form a nearest neighbour path in that |y; 1 —
y|=1,i=0,...,m+n— 1. O

Definition 3.3 (Markov Chain/Process) Let £ # @ be at most countable. II =
(II(x, y))z yek 1s called a stochastic matrix if 1I(z,y) € [0,1],z,y € E and if for all

x € F, ZyeE I(z,y) = 1.

Let II be a stochastic matrix. A sequence (X;);cn, of e-valued random variables defined
on some probability space (€2, F, P) is called a Markov chain or Markov process with
state space I/ and transitions matrix 11, if

P(Xyi1 = xp1| Xo = 2o, ..., Xy = ) = (@, Tpg1)

for every n € N and every zg, ..., x,.1 € E with P(Xy = xg,...,z, = x,) > 0. The
distribution o« = P o X' of Xj is called the initial distribution of the Markov chain.

The transition matrix of the simple random walk (SRW) on Z? is

1

= ifly—z|=1
P(z,y) =< if Jy :)3| " forx,y € Z%. (3.2)
0 otherwise .

3.2 The Local central Limit Theorem (LCLT)

We briefly discuss the asymptotic for p,(z) for large n. Let Sy = 0 in the following. Note
that the position .S,, of the SRW at time 7 is the sum of independent, identically distributed
random variables each with mean 0 and variance é]l, where 1 is the identity matrix in d
dimensions. The CLT, Theorem m says that S,,//n converges in distribution to a
normal random variable in R? with mean 0 and variance é]l, ie,if A c R%isan open

ball, S
. n B d N\ _ds=?
JL%P(%€A>—A (57)e % drie--day.

Note that
e S, takes value sin Z¢.

e 1 even, then S, has even parity (sum of its components is even), S,, has odd parity when
n odd.

e A ball A C R? contains about n%/2| A| points in the lattice n=1/2Z%, where |A| is the
Lebesgue volume.

e About half of these points will have even parity.

Suppose now that n is even, then we expect that

P (% - %> ~ %(%)d/z el (33)

The Local Central Limit Theorem (LCLT) below makes this approximation statement
precise. Before we can state that theorem, we shall make a few notations and collect a
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couple of facts. Define

_ _ _ d \Y? _a=p
Po@) = 6@,0)  and P(a) = pn,a) =2(5—) e

We write n <+ z if n and x have the same parity (i.e., if n + 21 + --- + x4 is even).
Similarly we write x <+ y and n <+ m. The error is defined as

(3.4)

l;( )'__ p(anD __ﬁ(nax) ifn < z,
0 ifn ¢ z.

In the analysis for the LCLT we need to compare functions defined on the lattice Z%
with functions defined on R? along with their derivatives. If f: Z¢ — R and y € Z9,
define the discrete derivatives in direction v,

V,f@) = f(z,) — f(2),
Vif(@) = fx+y) + fx —y) —2f(2).

If f: R? = RisC3 z,y € Z% y = |y|u, then Taylor’s theorem with remainder gives

1
Vyf@ = yIDuf@| < 5l sup {|Duuf(@ + ay)l}

0<a<1

1
V3/@) = [y Dunf @ < 31y sup {IDuunf(x + apl}

Theorem 3.4 (Local Central Limit Theorem (LCLT)) For the SRW on Z¢ the follow-
ing estimates hold for the error defined in (3.4).

|E(n, x)| < O(n~@2/2)
|E(n, )| < |z]? 0.

If y <+ 0 there exists a c, € (0, 00) such that

IV, E(n, )| < c,0(n 4372
IV, Em, )| < ¢,|z|>0(n~@+1/2)
IV2E(n, )| < ¢,0(n~ /%)
IV2E(n,2)| < ¢y|z|>O(n~“2/72)

Proof. A detailed proof can be found in [LL10] or [Law96]. We give some hints and
leave details for the interested reader. The key point is to use characteristic functions
(Fourier transformation) and the independence of the X;’s in the definition of the SRW.
The latter fact leads to just considering the power of the single characteristic function.
The whole proof is rather technical as it requires expansion of characteristic function
and careful estimates of various integrals. All techniques and methods are standard in
analysis, and the patient reader can work out all separate steps.
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Characteristic function for lattice functions: If Y is any random variable taking value sin
74, the characteristic function ¢y = ¢, given by

p(k) = E[¢MM) = > PY = 2)eh, (3.5)

z€Z4

has period 27 in each component. We can therefore think of ¢ as a function on [, 7]¢

with periodic boundary conditions. The cube BZ := [, 7]¢ is called the Brillouin zone.
The inversion formula for the characteristic function is

PY =y) =

Gy / ) e Wk (k) dk .
[—m,m]

It is easy to see that

1 d
x, (k) = p(h) = 5 > _cos(hy),
Jj=1

and hence the characteristic function for the SRW at time n is
1 d
s, = (k) = (Zz > cosky))
j=1

We may assume that n <> x, then

1 .
(X)) = / e H@h) gk
P Q) Joz

Since n <> x, we can replace k by k + (r, ..., ), and have

1 .
=2—— [ e gk,
prl) (%wAe ‘

with A = [—7/2,7/2] x [—m,n]*"!. Expansion of ¢ around the origin gives p(k) =
1-— %|/’<:|2 + O(|k|"). We can find r € (0, 7/2) such that

I, 2
<1—— <
ok) <1 4d|k| for |k| < r,

and there is thus a ¢ < 1 depending on the r such that |p(k)| < o for |k| > r k € A.
Hence p(n,x) = I(n,x) + J(n,z) with

I(n,z) = 2(2m)~¢ / e @R dk

|k|<r

and |J(n,z)| < o". The rest of the proof now concerns the integral /(n, x) which needs
to be further split in different parts, see details in [[LL10]. O

We will demonstrate the usefulness of the LCLT in Section [3.3] Before we suggest
the following insightful exercises.
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Exercise 3.5 Show the following. Suppose = <+ y. Then

2€74

Hint: Use the central limit theorem for all |z| > n" with v > % Then use the LCLT for
[nf < fory <5+ e,

Exercise 3.6 Prove for every m < 0,

Bim Y [pa(=) = purm(2)| = 0.

2€Z4

®w

3.3 Strong Markov property and basic potential theory

A random time is a random variable 7: Q@ — Ny U {cc}. A stopping time for the SRW
is any random time T which depends only on the past and present, i.e., for time n on
Fn = 0(Xy,...,X,). The future is the calgebra H,, = 0(X,.1,...) and is independent
of F,, i.e., F,, L H,. A sequence (G, )nen, of nested o-sub-algebras Go C G; C --- isa
filtration for the SRW if F,, C G, and G,, 1 H,. A random time 7 is a stopping time with
respect to the filtration (G,,),en, if for each n € Ny, {7 =n} € G,,.

Exercise 3.7 (a) Let A C Z% and k € N. Show that 7 = inf{n > k: S, € A} isa
stopping time with respect to the filtration (F,,)nen, -

(b) If 7 and 7» are stopping times then so are 7y A 72 and 75 V To.

(c) Let (Y))ien, be sequence of independent rand identically distributed random vari-
ables with (Y;)ien, L (Xiien, and P(Y; = 1) = 1 — P(Y; = 0) = A. Define
T = inf{j € Ny: Y; = 1} and show that 7" is stopping with respect to the filtration
(Gnnen, Where G, (0(Xq,..., X, Y, Y1,...,Y,). WhenY; = 1 occurs, the random
walk will be stopped (killed). The so-called ’killing time’ of the random walk has
geometric distribution, i.e., P(T" = j) = (1 — AV \.

e
- W

When 7 is a stopping time with respect to the filtration (G, ),cn,, then we write
G, ={Ae F: foreachn e Ng: AC {r <n}e€g,}.

Theorem 3.8 (Strong Markov property) Let T be a stopping time with respect to the
filtration (G,,)nen,- Them on {1 < oo} the process (Sy)nen,, defined by

§n = On4r — ST

is a SRW starting at the origin and independent of G..
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Proof. Letzy,...,z, € Z% A€ G,.

P(Sy = x¢,..., 5, =z, NAN{T < c0})

:Zp(go:IEO,...,gn:l’nﬂAﬂ{T:j}>
:ZP(SJ—S]:ZEQ,,S]+n—S]:l'n)mAm{T:j})

= P(So=1p,..., S = 2,) P(AN{T = j})
=0
= P(So=x0,...,9, =x,)P(AN{r <7}).
O

We now come to the promised application of the LCLT and the strong Markov property.
Let R, denote the number of visits of the SRW to the origin O up through time n,

o0

R,:=)Y 1{S;=0}, R:=R..

=0
By the LCLT, Theorem [3.4]

E[R,] = f: p;(0) + Z <2<%>d/2 + O(j—(d+2)/2>>
=0

<. even
2/7nt?2+0(1) ifd=1,
~ %logn—l—O(l) ifd=2,
c+ O(n®=9/2) ofd>3.

From this we get that E[R] = oo for d = 1, 2. Define 7 := inf{j € N: S; = 0} and note
that then R =1+ > ° 1{S; = 0}. Thus, by the strong Markov property, Theorem 3.8}

E[R] =1+ P(t < 00), OrP(T:oo):m S0 ifd>3

1 {:0 ifd=1,2,
Another application of Theorem 3.8 shows that if d > 3,
P(R=j)=p(l—py~", withp=P(r=00).

We summarise our findings in the following theorem where we define transience and
recurrence.

Theorem 3.9 Ifd = 1,2, the simple random walk is recurrent, i.e.,
P(S,, = 0 infinitely often ) = 1.
If d > 3, the simple random walk is transient , i.e.,

P(S,, = 0 infinitely often ) = 0.
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Let f: Z% — R, then the discrete Laplacian of f at x € Z% is defined as

1 1
Af@) = (5 g_jl fa+e) = f) = o El_jl V.f(@)
d

1 d ) 1 .
_ ﬁ; Ve @ =553 (= Vi Ve @),

j=1

where we define the adjoint discrete derivative in direction e; as
Vi f@) = f@—e) — f@).

The discrete Laplacian of a given function is also given in terms of the SRW on Z¢,
namely note that

Af(x) = E:c[f(sl) - f(So)] .

Definition 3.10 (Martingale) A sequence ()M, ),ecn, of random variables on some prob-
ability space (2, F, P) with E[|M;|] < oo for all €€ Ny is a martingale with respect to
the filtration (F,)nen, 1if each M, is F,, measurable and

E[M,,|F,] = M, almost surely foralln < m, (3.6)

1.€.,

Taking expectation value in (3.7) yields E[M,, ] = E[M,,] for all n € Ny and thus
E[M,] = E[M,] foralln € Ng. (3.8)
In order to verify (3.6) it suffices to prove (3.7), since if this holds, we obtain
E[Myyo| Fn] = BIE[M 2| Fria | Full = B[My 1| Fo] = M,
and so on.

Example 3.11 (a) Fair coin, P(§; = 1) = P& = —1) = % and M,, .= & + -+ +&,.
Let F, = 0(&1, ..., &), Xo = 0, Fo = {2, Q}. Then (X,,),en, is a martingale

(b) Suppose X € L' and let (F,,),en, be a filtration. Then by the chain rule of conditional
expectations we obtain that M,, := E[M,,|F,] is a martingale.

(c) Suppose (X,);en, is a sequence of independent, identically distributed random vari-
ables with E[X;] = p for all 7 € N and define S,, := Sy + X; + --- + X,,. Then
M, = S,, — nu is martingale with respect to (F,,)nen, Fn = 0(Xo, X1,...,X,). To
see this note that M,,,; — M,, = X,,.1 — p L X, ..., X, and thus

I['E[]\4n+1 - M7L|Fn] - E[Xn—i-l - ,u] =0.
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The optional sampling (or optional stopping) theorem states that (under certain con-
ditions) if (M,,)nen, 1s @ martingale and 7 be a stopping time then

E[M;] = E[M,]. (3.9)
so (3.9) is just the generalisation of (3.8)) to random stopping times.

Proposition 3.12 Suppose that (M,),cn, is a martingale with respect to (F,)nen, and
suppose that T is a stopping time and that 7 is bounded, T < K < oco. Then

E[M,|Fo] = M.
in particular, E[M,] = E[M,].

Proof. First note that the event {7 > n} is measurable with respect to F,,. Furthermore,

K
M. =Y M;i{r = j}.
=0

We now take the conditional expectation with respect to Fx_1,

E[M7—|]:K_1] == E[Mk]l{’r = K}|]:K_1] + Z_ E[MJ]I{T = j}lfK—l] .

=0
For j < K — 1, M;1{r = j} is Fx_1-measurable; hence
E[M; {1 = j}|Fr] = Mi{T = j}.
The event {7 = K} is the same as the event {7 > K — 1}. Hence,
E[My1{r = K}|Fx_1] = {7 > K — DE[Mg|Fx_1] = 1{r > K — 1} My_; .

Therefore,
K—-1
E[M,|F_] = 17 > K — 1} My + Y _ M;I{r = j}
j=0
K-2
={r>K - 2}Mx_»+ > M7 =j}.

=0
Repeating our argument again, this time conditioning with respect to Fx_,, we get

K-3
E[M,|Fx_o] = 7 > K = 3}Mg_s + Y M;I{r = j}.

J=0

We continue this process until we get E[ M, |Fy] = M. O
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Many examples of interest have stopping times which are not necessarily bounded.
Suppose T is a stopping time with P(7 < oco) = 1. Can we then conclude that E[M ] =
E[M,]? To answer this question we consider the following stopping times

T, =min{r,n} =nAT.

Then
M, =M, + M. 1{1>n}— M,I{r >n}. (3.10)

Since T, is a bounded stopping time, it follows that E[M,, ] = E[M;]. we would like
to show that the other two terms on the right hand side of do not contribute as
n — oo. The second term is actually not much of a problem as the probability of the
event {7 > n}goes to 0 as n — oo, one can show (exercise) that if E[|M.|] < oo then
E|M,|1{7 > n}] — as n — oo. The third term is more troublesome. Here, we need to
add the additional assumption that E[|M,,|1{7 > n}] — 0 as n — oo.

Theorem 3.13 (Optional Sampling Theorem) Suppose (M,,),cn, is a martingale with
respect to (F,)nen, and T is a stopping time satisfying P(t < 0o) = 1, E[|M,|] < oo,
and

?}Lngo E[|M,|1{r >n}] =0. (3.11)

Then, E[M,] = E[M,].

Condition (3.T1) is often hard to verify. Suppose X is a random variable E[X] < oo and
assume in addition that X has a Radon-Nokodym density with respect to the Lebesgue
measure, i.e., ['x(t) = ffoo f(x)dx. Then it follows that

lim E[X[1{|X| > M}] = lim / 2f(z)de = 0.
M—o00 M —o0 M

Now suppose that we have a sequence (X, ),en, of random variables. The sequence
(X, )nen, 18 uniformly integrable if for every ¢ > 0 there exists a M > 0 such that for
each n,

E[| X, | {|X,| > M}] <e. (3.12)

Lemma 3.14 Let (X,,)nen, be uniformly integrable. Then, for every € > 0, there is a
0 > 0 such that if P(A) < 6, then

E[|X,|14] <e, foreach n. (3.13)

Proof. Picke > 0 and choose M > 0 sufficiently large so that E[| X, |1{| X,,| > M}]| <
/2 for all n. For § = ¢/(2M) we get for every A with P(A) < 6,

O
Now suppose that (M, ),en, 1s a uniformly integrable martingale with respect to (F, )nen,
and 7" is a stopping time with P(T" < oco) = 1. Then

lim P(T'">n)=0,
n—oo
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and hence by uniformly integrability,
lim E[|M,|lI{T > n}] =0,
n—oo

that is, condition (3.1T)) holds. With this we have proven the following version of the
optional sampling theorem.

Theorem 3.15 (Optional Sampling Theorem - 2nd version) Suppose that (M,,),en, is
a uniformly integrable martingale with respect to (F,,)nen, and T is a stopping time sat-
isfying P(1 < 00) = 1 and E[|M|] < oo. Then, E[M.] = E[M,].

Example 3.16 Consider the SRW on {0,1,..., N}, N € N, with absorbing boundaries
(SRW stops when it reaches either 0 or N). Set Sy =z € {0,1,..., N} and T = inf{j €
Ny: S; =0, N}. Then

PT < o0) = P(| J{T <n}) =1—limsup P,(T' > n) = 1.

neN n—o0

according to Lemma below. Furthermore, M,, := S,,»r is a bounded martingale and
Theorem states that for z € {0,1,..., N},

Therefore,

m&:m:%.

Define the function F': {0,1,..., N}[0,1], F(z) = P(S;y = N|Sy = z). This function
clearly satisfies the following iteration and boundary conditions,
1 1
F(x) = §F(a:+1)+§F(x—1), re{l,...,N—1},
FO)=0,F(N)=1.

(3.14)

Then the only function F' solving (3.14)) with the boundary condition F'(0) = a, F(N) =
b,a,b € R instead of F'(0) = 0, F'(IN) = 1 is the linear function
z(b — a)

F(x) =a+ N

[ )

Lemma 3.17 Let A C Z% be a finite set and 7 := inf{j € N: S; ¢ A}. Then there exist
C € (0,00 and ¢ € (0,1) (depending on \) such that for each x € A,

P, (r>n)<Co", neN.

Proof. Let R = sup{|z|: x € A}. Then for each x € A, there is a path of length R + 1
starting at  and ending outside of A, hence

}yr§R+nz<%ﬂm3
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By the Markov property,

Pt >kR+1)=P(r>k—-DR+D)P(T>k(R+ DT>k —-1D(R+ 1))
< Po(r > (k= D(R+ D)(1 — (2d)" )
and hence
Po(T > k(R + 1)) < o"FTD

where ¢ = (1 — (2d)"FFD)VEFD Write n = k(R + 1)+ j with j € {1,..., R+ 1}.
Then
Po(7 > n) < Po(m > k(R + 1)) < gD < o701

and conclude with C' = C(R) = o~ F+D), O

Proposition 3.18 Suppose f is a bounded function, harmonic on A C Z% and 7 =
inf{j € No: S; & A}. Then M, := f(S,;) is a martingale with respect to (F,,)nen,-

Proof. Assume that Sy = z. By the Markov property,

Let B,, := {7 > n}, then M, 1 = M,, on B¢, and

E[M, 11| F] = E[M, 11, | Fol + E[M41 15 | F]
= E[f(Sn4D) 1B, |Fn] + E[M, 15 | F,]
= 1, ELf(Sn+ )| Ful + My 15
= 1, (f(Sw) + Af(Sw) + M, 15
= 1, f(Syn) + Myllps = M,,

where we used that A f(S,,) = 0 on B, in the last equation. O
For A C Z denotes its boundary IA := {z € A®: |z —y| = 1 for some y € A}, and its
closure by A = A U OA.

Theorem 3.19 (Discrete Dirichlet boundary value problem) Ler A C Z4 be finite and
F: OA — R be given. The unique function f: A — R satisfying

(a) Af(x) =0 forall x € A,
(b) f(x) = F(x) for x € OA,

is given as
f(x) =E,[F(S;)], 7:=inf{j e Ng:S; €A}. (3.15)

Proof. It is straightforward to see that f defined by (3.135) satisfies (a) and (b). To show
uniqueness assume that f satisfies (a) and (b) and let x € A. Then M,, := f(S,,,) is a
bounded martingale and by the optional stopping theorem, Theorem [3.13]
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O
The Green function of the SRW is defined is the number of visits up to time n to y € Z¢
when starting in z € Z7,

o, y) =B | Y WS =g} =Y me =Y ny-o, (316
j=0 Jj=0

7=0
or, for all dimensions d > 3, one can obtain the limit n — oo (total number of visits to
Y),

G(x,y) = Goolw,y) = > pj(x,1) . (3.17)
j=0
Let G(x) := G(0, x) and note
AG(z) = E, [Z 1S, = y}} _E, [Z 1{S; = y}} —E[— 1{Sy = z}] = —8(z,0).
j=1 Jj=0

(3.18)
With the help of the LCLT, Theorem [3.4] some computation and estimates, one may
derive that for d > 3, as |z| — oo,

d
G@) ~aglz] ", ag= 5r(d/Q — Dyr =2, (3.19)

3.4 Discrete Heat Equation and its scaling limit

Suppose t; € Ny, @ € Ny, are ordered times of the SRW, i.e., t; < t;.1. For any zy, x, €
Z¢ denote P(x1,t1;x0,1) the (transition) probability that the SRW is at z; at time t;
when he was at ¢ at time ¢y < t;. In the following we write  ~ y when |z — y| = 1,
i.e., when 2.y € Z< are nearest-neighbours. The transition probabilities depend only on
the differences t; — ¢y and X; — z( and satisfy the following properties:

P(x1,to; 20, t0) = d(x1, 0) . (3.20)

Z P(xl,tl;l'o,to) = 1, for any tl > to . (321)

1‘1€Zd

1
PG, t+1320,t0) = o > P@. timty), fort>tyteN, (3.22)

2/ €Z4: x'~x

or rewrite using the definition of the discrete Laplacian to obtain the following discrete
heat equation (DHE) discrete heat equation,

P(x,t 4 1;20,t0) — P(x,t; 20, t0) = AP(z,t; 20, o) - (3.23)

To solve the discrete heat equation (3.23)) we shall use Fourier transform, that is,
characteristic functions. Let us briefly recall that for any function f: Z¢ — R, the Fourier
transfrom reads as

fiy =" fape ™ keBZ:=[-rm]". (3.24)

yezd
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Here BZ denotes the Brillouin Zone, and the function defined in (3.24) is 27 - periodic.
Furthermore, the Fourier transformation is defined only for functions which are ¢,(Z%)
respectively £o(Z%), for details see [SpiO1]]. Using

1 ik
el ®e=v) 4k = §(x, y), (3.25)
@ /Bz !
it is easy to see that
f@) = — Flky e dk . (3.26)
(2 )¢ Jez
Returning to our problem solving the discrete heat equation we see that
1 ~ .
P(x,t; 20, t0) = —— / Pk, t) %) df . (3.27)
(2m)* Jez
where ]3(k, t) is the Fourier transform of P(x,t; xg, to).
From (3.23) we deduce that
N 1 N
Pkt +1) = - ; cos(k;)P(k, t) (3.28)
with

Pk, tg) = e itk0)
as follows from (3.20). Using (3.27) and (3.28)) one obtains the solution

1 t1—to
Pl timo, t0) = G /BZ i(k 1 —20) ( Zcos(k )) . (3.29)

After solving the discrete heat equation we now aim to analyse the scaling limit when
we scale both the lattice by € > 0 and the time by 7 > 0, that is, we replace the lattice Z¢
by £Z% and the unit time step by 7. Note that the left hand side of (3.29) is only a function
of 1 — xg and t; — t. Perfomrming the substitutions t — ¢/7 and x — /¢ and k — ¢k,
equation (3.29) becomes

d

£ (t1—to)/T
P(x1,t1;20,t0) = W/ (k21 —20) ( ZCOS(E f > ’ (3.30)
BZ.

where BZ, = [~ /¢, 7/c]%. we now take the limit as £ and 7 go to zero, keeping distances
and time intervals fixed. We consider a volume Ax around x which is large with respect
to the elementary lattice volume &%, but which is also sufficiently small to ensure that
the transition probability remains nearly constant within Ax; this last requirement is also
fulfilled if (t; — to)/7 is also large. This finally permits a so-called transition probability
density p = P/e? to be defined as

Az
Pl oo, o)Az = D P hiwo,to) & —p Pl tige o), (3.31)

x| € Axy
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and thus

. 1 i(k,21—x0) 1 - (tr—to)/7
P i do) = lim oo /B et (C—ij_;cos(gkj)> L (332)

This limit is nontrivial only when ¢ and 7 vanish in such a way that the ratio 7/ is kept
fixed. One can show this by the expansion of the cosine

d
1 (t1—to)/T 2 (t1—to)/T
(c_l g cos(sk:j)> S (1 — %]f _|_> e _y e~ (ti—to)k?
j=1

in which the time scale has been fixed using

L

T:ﬁé‘ .

Hence

1 .
p(afl,tl;.flfo,to) = W /Rd GXp( — (tl — to)k’Q + l<331 — X, k>) dk

b <_M>
= nlt — )2 TP\ A —tg) )

(3.33)

This is the well-known kernel of the diffusion equation in continuous space R?. It is
positive, symmetric, and satisfies

/ p(x,t; xg,tg)de = 1. (3.34)
]Rd
lim p(z,t1; w0, to) = 0(x1 — To) . (3.35)
t1—to
(2—A) (. t: 20, t0) = 0 (3.36)
3t plr,t;To,l9) = U. .
/d P(x2, to; T1, t)p(x1, t1; 20, to) Ay = p(T2, t2; 0, to) - (3.37)
R

Condition (3.34) is the conservation law for the probabilities and is the continuous
counterpart of (3.21)), while (3.35)) describes the initial condition. Equation is the
diffusion equation or heat equation . Finally, expresses the obvious fact that the
walker was certainly somewhere at an intermediate time ¢;. This last relation, charac-
teristic of a Markov process, is compatible with the convolution properties of Gaussian
integrals.

Remark 3.20 (a) Note that we have considered above only the so-called forward deriva-
tive in time. We can repeat all our arguments for the backward differences to obtain
convergence to the continuous equation (3.37). The continuous diffusion law/heat
equation is isotropic and translationally invariant (in R?), whereas the discrete
version only presents the cubic symmetries.
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(b)

(©

(d)

(e)

In our limiting procedure above we have fixed the time intervals t; — ¢ and the spatial
distances 1 — x( and considered the case where the spatial and the time steps € and
7 vanished, with the ratio 7/ 2 kept fixed. To be precise, note that ¢; — ¢, and the
components of 1 — 2 should be multiples of 7 and ¢ respectively.

Alternatively, we could have taken x; — zy and ¢; — ¢y large with respects to the
spacings. Our approach here is comparable to the so-called ultraviolet limit in field
theory, where a cutoff parameter (here 1/ being a natural scale for the momenta k)
tends to infinity, whereas physical (measurable) quantities are kept fixed. The cutoff
for frequencies is 7! with 77! ~ 72, When a (Brownian) curve is followed at
constant speed ¢/, the typical distance behaves as

1
|$1 —l’ol ~ |t1 —t0|2 .

Defining an characteristic exponent or critical exponent v of the end-to-start distance
by

|21 — 20| ~ [t1 — to]”,
we see that Brownian motion (to be discussed in detail in Section [3.5] below) has
critical exponent v =

[y

5.
A bond in Z¢ is an unordered pair {x,y} with z # y € Z?. A nearest-neighbour bond
is a bond {z,y} with |z — y| = 1. An oriented pair (z, y) is called a step of the walk

with initial site = and terminal site y. A walk (path) w in the lattice Z? is a sequence
of sites w(0), w(1),...,w(N), we call |w| := N the length of the walk.

#{paths joining z to x1 with ¢; — t, steps}
#{paths originating from xy with ¢; — ¢, steps}
B 2d/

w,0w={zg,z1}
lwl=t1—tg

P(xy,t1; 10, 10) =

where Ow denotes the boundary of the path w, i.e., Ow = {x¢, x1}.

o
3.5 Brownian motion
In the last section we have seen that
1 ly — x|
p(z,y;1) i)l exp e
solves the heat equation
0 t
U@ Y Nty t>0.0eRY.
ot
In probability theory we typically write
0 t 1
“g’; ) _ SAu@,t), t20,7 R, (3.38)
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and we thus re-define

p(,y;t) exp ( - M) : (3.39)

1
-~ (2mt)d/? 2t

The ultimate aim to to introduce Brownian motion as the scaling limit of the SRW as
indicated in the previous section. First of all, a stochastic process (for continuous time)
is a family (X}),>( of random variables X; in some state space. There are actually var-
ious ways how to proceed when we consider the state space R? and our findings. One
way is to characterise the transition probabilities via the transition probability density
p(z,y;t), z,y € RY t > 0, that is,

(i) p(x,-;t)is a probability density function for all t > 0, z € R¢.

(1) p(x, B;t) = f 5 P(x,y;y)dy is the transition probability that X; € B when x¢ = ,
B € BRY).

(iii) Forallt,s > 0, B € B(RY),

p(x,B;t+s>—/

p(x,dy; Op(y, B; s) .
]Rd

The idea is then to define a semigroup of transition probabilities, i.e., for any bounded
measurable function f,

Pf@)i= [ eyt f).o B2,
R
such that the process is fully characterised by this semigroup so that
P.(X; € B) :=p(z, B;t) for B € BRY).

This is the general theory of Markov processes and an interested reader might consult
[Kal02] or reference in there.

An alternative way is to define all finite-dimensional distributions of the process (X):>o.
First, suppose that xg = x € R?, that is , the initial site of the process is fixed, one easily
generalises this to any initial probability distribution pn € M (R?).

A finite-dimensional distribution is defined for any finite time vector t = (¢1,...,t,) €
R withO0 =t <t <t, <---<t,,B € B(R™). The finite-dimensional distributions
of the process (X;);>o are the probabilities of the vector (X3, ..., X, ) of the process
evaluated at the given times, i.e., for all B € B(R™),

Pm({(th o, Xy,) € B}) = / Hp(yz‘—l’yiS ti—ti—)dyr - dy,, yo:=1x.
B i—1
(3.40)

Suppose we have defined all finite-dimensional distributions as of (3.40), the question is
then whether that determines uniquely the process (X;);>o. We review standard measure
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theory material where this is the case for certain classes of finite-dimensional distribu-
tions. Our process(X;);>¢ takes values in the path space

Q=R = {w: [0,00) = R},
and we shall define a probability measure on {2 which is compatible with the finite-

dimensional distributions. Measurable sets of the form

C={weQ: (wty),...,w(t,) € A},

341
neN AeBR"),t; €[0,0),i=1,...,n, ( )

are called cylinder sets or cylinder events . We denote by C the collection of all cylinder
sets and by F = o(C) the smallest o-algebra on €2 containing all cylinder events.

Definition 3.21 Denote T the set of all finite sequences t = (¢1,...,%,),t; > 0, and
write [t| = n for its length. Then (Q;).cT is a family of finite-dimensional distributions
if Q; € MR, The set (Q,)scT is said to be a consistent family of finite-dimensional
distributions if

() If s = (t;,,...,t;) € Tis a permutation of ¢ € T, then for every 4; € B(RY),i =
L...,|t| =n,

Qe(Ar X -+ X Ay) = Qs(As, X -+ X Ay).

(i) Foreveryt = (t1,...,t,) € Tands = (t1,...,t,1) € T,n €N,

QuAXR) =Qs(4) A€ BR".

Now it is readily clear that given a probability measure P € M;(£2, F) on the path
space, then one obtains a consistent family of finite-dimensional distributions via

Qu(A) == P((w(t),...,wt,)) € A), ,teT |t|=nAcBR™M. (3.42)

Theorem 3.22 (Daniell 1018; Kolmogorov 1933) Let be a consistent family of finite-
dimensional distributions. Then there exists a probability measure € M1(), F) such that

(3.42)) holds.
Proof. See standard measure theory and probability books, [BBO1), Kal02, Durl9]. O

The idea is then to define a measure via (3.40) and identify the process (X;);>o we called
earlier Brownian motion with the corresponding path measure. Before we do that, let
us check the fundamental properties of the process obtain from our probability transition
density.

Exercise 3.23 Using (3.40), show that the increments {X;, — X, ;1 <i <n},n €N,
are independent and normally distributed, i.e., increment X;, — X;, , has law

p(0, -3 t; —ti1) = N0, ¢; — ;1) .
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Definition 3.24 (Brownian motion) A process (5;);>o of R-valued random variables
is called standard (or one-dimensional) Brownian motion with start at x € R if the
following holds.

(a) Bo =x.

(b) Forall0 <t < --- < t¢,,n € N, the increments B,, — B, _,,..., B, — By, are
independent R -valued random variables.

(c) Fort > 0 for all h > 0, the increments B, — B; are N(0, h) distributed.
(d) Almost surely, the function ¢ — B; is continuous.

A process (B});>o of R¢valued random variables is called d-dimensional Brownian mo-
tion with start in x € R? if all coordinate processes (B;);> are standard Brownian
motion with startinz; € R,i=1,...,d.

Note that the o-algebra F generated by all cylinder doe snot include events that the whole
Brownian motion path is continuous. Thus, in order to proceed in line with our defini-
tion of Brownian motion, we need to obtain continuous version of the process defined by
the probability measure on the path space. This can be down but we skip these details
here and refer the interested reader to the book [KS98||. Furthermore, there is an elegant
construction of Brownian motions which immediately provides continuity of the random
paths, the so-called Lévy construction, see for example [MP10]. We finally briefly discuss
another way to construct Brownian motion, namely by directly studying the scaling limit
of the corresponding random walk using our techniques and methods from the CLT, The-
orem[2.20] The key idea is to scale a discrete time random walk with linear extrapolation
to continuous time and where the scale refers to the number terms in the sum. This way
one obtain a sequence (X™),y of processes X™ = (X;");>0, and one can make use of
the following fundamental result. A continuous process is a process with almost surely
continuous paths.

Theorem 3.25 Let (X™),cn be a tight sequence of continuous processes X™ = (X;"”)>0
with the following property that, whenever 0 < t; < ... <t,, < oco,m € N, then

(X0, X)) =S Wy W), (3.43)
n—o0
for some process (W,)i>o. Let P, € M1(C([0, oo; R), F) be induced by the process X ™.
Then
P, 2 P,

n—oo

under which the coordinate mapping process Wy(w) = w(t) satisfies (3.43).

Remark 3.26 The crucial step is to show tightness for the sequence of processes. For
continuous processes one needs a version of the Arzela-Ascoli theorem to construct com-
pact sets in the space of all continuous paths. Details can be found in [KS98].

o
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We define now the sequence of scaled R-valued processes. Suppose that (§;)7 € Nis a
sequence of independent, identically distributed R-valued random variables with mean
zero and variance o2 € (0, 0o). Define the discrete time random walk (Si)ren, by

k
So=0  Sp=>» &, keN.
j=1

A continuous time process Y = (Y;),;>0 can be obtained from (S )xen, by linear interpo-
lation,

Y, =S+t = [t)Ey+1, t=>0,

where |¢] is the greatest integer < t. We scale time by n and space by y/n and obtain a
sequence (X™),cn of piecewise continuous processes (X;");>0,

1
X;n) = mynt, t Z 0 . (3,44)

Pick s = £and t = &k € N, then

1
(n) (s)
T’ — X = €1
t s O'\/ﬁ
is independent of (&1, ..., &). Furthermore, X;” — X has zero mean and variance

t — s. Thus X™ is approximately Brownian motion.
Theorem 3.27 Forall )0 <t; <ty <---<t,,méeN,

(X(n)

t1 0

XM 5 (By,..., By,

n—oo

where (By);>o is standard Brownian motion.

Proof. The proof is a straightforward application of the CLT, and is therefore left as
an exercise. It suffices to show the proof for m = 2. The shortest route is by using
characteristic functions exploiting the independence of the given sequence.

O

Theorem 3.28 (The Invariance Principle of Donsker (1951)) Suppose that (§;)j € Nis
a sequence of independent, identically distributed R-valued random variables with mean
zero and variance 0% € (0,00). Define the continuous process X™ as in (3.44) above,
and let P, € M(C(]0, 00)) be induced by X™. Then Py converges weakly (as proba-
bility measures) to a measure P* € M{(C([0, >0)) under which the coordinate mapping
process

on C([0, 00)) is a standard, one-dimensional Brownian motion, i.e., W; = B, and By = 0.
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To prove this theorem we need a couple of notations and results. The proof is below.

We need a characterisation of tightness in the space C([0, c0); R) of continuous paths
with horizon [0, co) and state space R. For any path w € C([0, c0); R), T' > 0, and 6 > 0,
the modulus of continuity on [0, T'] is

m?(w, ) = max {lw(s) — w(®)|} .
|s—t|<4,s,t€[0,T]

We need the following version of the Arzela-Ascoli theorem adapted to C([0, o0); R).

Proposition 3.29 A C C([0,00); R) has a compact closure (i.e., A is compact) if and

only if
() sup {|w(0)|} < oo and (i) limsup {m’(w,0)} =0, VT >0.
weA 0 wea
Proof. This technical result is proved in [KS98, MP10, [Kal02]. O
A sequence (X™),en of continuous processes X™ = (X;");>¢ is tight when the

sequence of probability measures P, € M(C([0, c0); R)) is tight, where P, is induced
by X™.

Theorem 3.30 A sequence (P,)cn of probability measures P, € M{(C([0, 00)) is tight if
and only if the following two conditions hold.

lim sup P,(lw(0)] > \) =0. (3.45)
A—00 neN
lim sup P,(mT(w,6) >e)=0 VT >0,Ve >0. (3.46)
neN

Proof. Suppose (P,),cn is tight. Pick n > 0. Then there exists a compact set K with
P,(K) > 1—nforall n € N, and thus P,(K°) < n. For A > 0 sufficiently large it
follows that |w(0)] < A for w € K, see Proposition [3.29] For given 7' > 0 and £ > 0,
there exists a §, > 0 such that m”(w,d) < eforall 0 < § < &y and for every w € K.
Thus one obtains (3.43]) and (3.46).

Now suppose that and hold. Given T" € N and n > 0, we choose A > 0 in
such a way that

U
sup Po(lwO] > A) < 5757 -

Furthermore, we choose J;, > 0 such that

1 n
suan<mT(w,5 ) > —) < .
neN Mk 2T+k+1

Ap = {w € C([0,00)): |w(0)] < A\;mT(w,dr) < 1/k,k € N},

and

A= ﬁ AT.
T=1
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Then, according to Proposition [3.29] A is compact and

— 7 U
k=0
Thus (P,),en is tight. O

Proof of Theorem 3.28] In light of Theorem [3.25] and Theorem we only need to
show that (X™),cy is tight. We shall use Theorem adapted to the specific setting
of our scaled processes. Namely, one can show (see [KS98]]) via CLT estimates and tail
normal estimate, that

1
Ve > 0, léig)llim sup 5P( max  {|S;|} > 50\/ﬁ> =0,

n—00 1<j<|né]+1

VT > 0, limlim supP( max  {|Sj4x — Skl} > 50\/ﬁ> =0.
HO mooer A HE0AE

Then it follows that these two estimates imply (3.45)) and (3.46) in Theorem [3.30] O

Definition 3.31 The (unique) measure P* € M;(C([0, 00)) in Theorem [3.28] under
which the coordinate mapping process is a standard, one-dimensional Brownian mo-
tion, is called Wiener measure. We denote P, the Wiener measure for one-dimensional
Brownian motion with deterministic start in x € R (i.e., By = z), and denote P, the
Wiener measure for one-dimensional Brownian motion with initial probability distribu-
tion p € My(R).

4 Large Deviation Theory

4.1 Introduction and Definition

We start with an easy example before motivating the theory and coming up with defini-
tions.

Example 4.1 Let (X;);cn be a sequence of independent, identically distributed random
variables with P(X; = 0) = P(X; = 1) = % Denote S,, = Z?:l X, the number of
successes (e.g., coin tossing), then for every a > 1, we have that

1
lim —log P(S,, > an) = —I1(a),
n—oo N,

where

I(z) =

log2+zlogz+ (1 —2)log(l —2) ifze[0,1],
otherwise

This we justify as follows. Claim for ¢ > 1 i1s trivial. For a € (%, 1] we observe that
P(S, >an)=2""3",- .. (}). which yields the estimate

27"Qu(a) < P(S, = an) < (n+ 1)27"Qy(a),



54 LARGE DEVIATION THEORY

where Q,(a) = max;>q, (). Maximum is attained at k& = [an], the smallest integer
> an. Stirling’s formula gives therefore

1
lim —log @Q,(a) = —aloga — (1 — a)log(l — a).
n—oo N,

Upper and lower bound merge on an exponential scale as n — oo, and henceforth we
arrive at the desired statement. Since E(X;) = % and a > % the statement deals with large
deviations in the upward direction. From the symmetry it is clear that the same holds for
P(S,, < an)with a < % This is seen by I(1 — z) = I(2).

&

The zero of the function / in Example corresponds the SLLLN, Theorem [2.10}, as it
implies that

T% P(‘%Sn— 1/2’ > 5) < 00

for every § > 0. Furthermore, I'(1/2) = 0 and I"(1/2) = 4 = 1/0? with 0? = Var(X,) =
%‘. Recall that an application of Chebychev’s inequality gives an estimate

1 1 1
—q _ <
P(l-Su =51 >6) < 5.

but this estimate is of order % and therefore not summable for an application of Borel-
Cantelli Lemma. It is therefore desirable to find out exactly how fast the large deviation
probabilities P(|1/nS, — 1/2| > §) decay. In this chapter we are studying deviations
of the order n, so well beyond what is described by the CLT. Derivations of this size are
called ’large’. Suppose (X;);en are 1.1.d. random variables with mean p. A large deviation
event {S,, = > ", X; > (u+an},a>0,(or,{S,=>1",X; <(u+an}a<0)has
a probability which goes to zero as n — oo. Under certain conditions of the tail of the
distribution of X7, the decay is exponential in n as we have seen in Example [4.T|above:

JirgoélogP(Sn > (u+an)=—-Ia) <o, [>0.

The large deviation principle (LDP) which we define below characterises the limiting
behaviour, as n — oo, of a family of probability measures (i,,),cn On some measurable
space (F/, B) in terms of a rate function. This characterisation is via asymptotic upper
and lower exponential bounds on the value that 1, assigns to measurable subsets of F.
Throughout, F is a topological space so that open and closed subsets of £ are well-
defined. The simplest situation is when B is the Borel-o-algebra B(FE).

Definition 4.2 (Rate function) A rate function I is a lower semicontinuous mapping
I: E — [0,00], that is, for all & € [0, 00), the level set Li(a) := {z € E: I(z) < a}
is a closed subset of E. A good rate function I is a rate function for which all the level
sets £;(«) are compact subsets of E. The domain of I is D(I) = {x € E: I(z) < c0}.
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Definition 4.3 (Large deviation principle) (a) A sequence (u,),cny Of probability
measures u, € Mi(F,B) satisfies the large deviation principle (LDP) with rate
(speed) n and rate function I if, for all M € B,

1 1
— inf I(z) < lim inf — log p,,(M) < lim sup — log u,,(M) < — inf I(x).
x€int(M) n—00 7 n—oco M zeM
4.1)

(b) When B(FE) C B, the LDP is equivalent to the following bounds:

1
lim sup — log pt,,(K) < — inf I(z), forallclosed F' C E,

1
lim inf — log p,,(G) > — inf I(x), forallopen G C E.
n—oo n, zeG

(¢c) Aset M € B is called I-continuity set if

inf I(z) = inf I(zx) =: [
i () zlgﬂ (z) M

in which case

1
lim —log p, (M) = —1).
n—oo M,

Remark 4.4 (a) If we are dealing with non-atomic measures we have that i, ({z}) = 0
for every « € E. Thus, if the lower bound in (4.1)) was to hold with the infimum over
M instead of its interior int(M), we would conclude that I = oo, contradiction the
upper bound of because p,,(F) = 1 for all n.

(b) Since p,(E) = 1 for all n, it is necessary that inf,cx I(x) = 0 for the upper bound
to hold. When [ is a good rate function, this means that there exists at least one
point x for which I(x) = 0. Furthermore, the upper bound trivially holds whenever

inf__77 I(x) = 0, while the lower bound trivially holds whenever

inf [I(x)=o00.
z€int(M)

(c) Suppose that [ is a rate function. Then (4.1)) is equivalent to the following two bounds:
(i) Upper bound: For every o € (0, 00) and every measurable set M with M C
L), )
lim sup — log p,,(M) < —«v. 4.3)
n

n—oo

(i1) Lower bound: For any x € D(/) and any measurable M with x €€ int(M),

1
lim inf — log p,,(M) > —I(x). 4.4)
n—oo M
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(d) The rate (speed or scale) of a large deviation principle can be any sequence (a,)nen

with a,, — oo as n — oo, and the obtain our upper and lower bounds replacing % by
1

an

(e) The CLT tells us by how much the partial sum normally exceeds its average, namely
by an order of \/n. More precisely,

P(S, —nu > +v/nx) = 1—&x/0), asn — oo,

where @ is the distribution function of the standard normal law. Thus, for any se-
quence (a,)nen With /n < a,, < n, we still have

P(S, —un > a,) — 0, asn — oo,
and neither the CLT nor the large deviation principle tell us how fast this convergence

is. This question is in the remit of the moderate deviation principle.
o

The following lemma states roughly that the rate of growth for a finite sum of se-
quences equals the maximal rate of growth of the summands.

Lemma 4.5 (Laplace Principle) For a sequence (a,),en With a, — 00 as n — oo and
a finite number N of nonnegative sequences (b )nen;, - - ., (b"")nen, the following holds.

1 1
lim sup — log Z R max lim sup — log b” .

n—oo Un SiISN psoo Gn

Proof. Observe that

N
0 <log <Zb;§) — max logd” <log N,
=1

1<i<N

and conclude with the statement dividing by a,, and taking the limes superior. Suppose
bV = max;<;<y logb, then

N
. b

log (Z b(;f) log b, + log <1 + Z b<1>>
i=1 n

O

Definition 4.6 (Weak Large deviation principle) Suppose that all compact subsets of
E belong to B. A sequence (i,,),en Of probability measures is said to satisfy the weak
large deviation principle if the upper bound in (4.3)) holds for every « and all compact
subsets of £(a)¢, and the lower bound (4.4)) holds for all measurable subsets.




LARGE DEVIATION THEORY 57

4.2 Combinatorial Techniques for finite sample spaces

In this section we consider only a finite sample space F and write | F'| for the number of el-
ements of £. Before we prove the first large deviation principle we briefly discuss the role
of the entropy as a measure of uncertainty. As is well-known, it was Ludwig Boltzmann
who first gave a probabilistic interpretation of the thermodynamic entropy. He coined the
formula S = kg log W which is engraved on his tombstone in Vienna: the entropy S of
an observed state is nothing else than the logarithmic probability for its occurrence, up to
some scalar factor kg (the Boltzmann constant kg = 1.3806 x 10~2*m?kgs~2K ') which
is physically significant but can be ignored from a mathematical point of view. The set £/
represents in Boltzmann’s picture the possible energy levels for a system of particles, and
1 € M1(E) corresponds to a specific histogram of energies describing some macro state
of the system. Assume for a moment that each u(x), x € E, is a multiple of %, i.e., i 18
a histogram for n trials or, equivalently, a macro state for a system of n particles. On the
microscopic level, the system is then described by a sequence w € E™, the micro state ,
associating to each particle its energy level. Boltzmann’s idea is now the following:

The entropy of a macro state | corresponds to the degree of uncertainty about the
actual micro statew when only i is known, and can thus be measured by 1og|T,, (1), the
logarithmic number of micro states leading to .

Recall, for a given micro state w € E™, that

is the associated macro state describing how the particles are distributed over the energy
levels, and
T,v) ={weE": L¥=v} 4.5)

is the set of all w € E™ of type p.

Definition 4.7 Denote L,, the set of all possible types of sequences of length in £, i.e.,
L, ={veMyE):v=L forsomew € E"}.

The type class T,,(v) of v € My(E)N L, is the set T,,(v) := {w € E™: L¥ = v}.

Note that a type class consists of all permutations of a given vector in this set. We are
using throughout the following convention,

0log0 = 0 and 01og(0/0) = 0.

Proposition 4.8 (Entropy as degree of ignorance) Let ji,,u € M;(FE) be probability
measures such that (1, — pas n — oo and nj(x) € Ny for all © € E. Then,

1 B
lim = log|T(ua)| = = ) pu(a) log (). (4.6)

zel
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Proof. This can be achieved easily with Stirling’s formula and the weak convergence
of the sequence of probability measures. Detailed error analysis and proof in [CKS81]]. O

Definition 4.9 (Shannon Entropy) Suppose E is finite and y € M (F). The (Shan-
non) entropy of i is defined as

H(w) == = pu(x)log u(z) .

el

Definition 4.10 (Relative entropy)
Suppose F is finite and i, v € M (F). For € M;(FE) denote

E,:={zr € E: n(z)> 0}

its support. The relative entropy of v with respect to i is

v(z) .
) {erE v(w)log 5 if B, C B, I
+00 otherwise .

Exercise 4.11 (Properties of relative entropy) Show that H(-|x) is (i) nonnegative and
convex, (ii) H(:|p) is finite on {v € My(E): E, C E,}, (iii) H(:|u) is a good rate
function.

®w

Suppose (X;);en 1s an E-valued sequence, then the empirical measure is the random

variable
1 n
L,=— Ox,
n ; Xl

taking values in M{(FE). As F is finite, we endow M (E) with the metric inherited from
the embedding into R/”! given by the mapping 1 — (14(x)),cx. The probability simplex

Simp == {v = W(@)er € [0, 1" Y v(@) =1} c R

zelR

can be identified with M (E). We endow the simplex with the total variation distance

1
d(p, v) =5 D _|u@) = v(@)], (4.8)

zel

which turns (M (F), d) into a Polish space.
Exercise 4.12 Show that, according to the SLLN, Theorem

d(L,, ) — 0 as..
n—oo
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In the following theorem we derive the large deviation statement for L,, away from p.

Theorem 4.13 (Sanov’s theorem for finite spaces) Let (X,);cy be an independent, iden-
tically distributed sequence of E-valued random variables with law . € M1(FE). Denote
[y, the distribution of L,, under n®". Then (ii,)nen Satisfies the LDP on M (E) with rate
n and rate function

I,(v) =H|p).

For the proof we shall need the following two lemmas.
Lemmad4.14 Ifz € T,(v),v € L, then

P((Xy, ..., X,) = ) = exp (— n(HW) + HW|p)). (4.9)

Proof.
Hw) + Hwlp) = = v(@) log ().

zeFE

Then, using independence, for x = (x4, ...,x,) € T,(v) C £,

P((Xy,.... X)) =) =[] @) = [ n@)™™ =exp(n>_ v(z)log u(x)).
=1

= yekE yeE

Lemma 4.15 (a) |£,| < (n + 1)IEl.

(b) There exist polynomials py, po with positive coefficients such that for every v € L,

—— "M < T, ()| < pa(n) ™).
pi(n)

Proof. (a) For any y € E, the number L*(y) belongs to the set {0, %, . ”T’l, 1} (fre-
quency of y in w € E"), whose cardinality is (n + 1).

(b) T,.(v) is in bijection to the number of ways one can arrange the objects from a collec-
tion containing the object = € E exactly nv(x) times. Hence |T,,(v)| is multinomial,

n!
HazEE (nl/(l')) ' ‘

Stirling’s formula tell us that for suitable constants c;, co > 0 we have for all n € N,

n n
nlog— <logn! <nlog— + c;logn + ¢, .
e e

Now,

nv(x)

log| T.(w)| < logn! — 3 log (n(x))! < nlogg ~ Y ) log

el zel
=nHw) 4 ¢ logn + ¢y,

+ci1logn + ¢y
€
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which yields the desired upper bound with py(n) = con®. The proof of the lower bound
is analogous. O

Proof of Theoremd.13,  Pick a Borel set A C M;(E). Then, using the upper bound in
Lemma

P(LyeA)= Y PL,=v)= Y Y PX=(X,...,X,)=1)

vel,NA veL,NA €T, (V)
< Z pg(n)enH(V) e~ HW)+H@|w)
veLpNA

< (n+ DFlpy(n)e™ inf, e anc, HElw

The lower bound reads

P(L, € A) = Z P(L Z R

vELNA zxeﬁnﬂA pi(n)
e*ninfueArmn H(|w) )
~ pi(n)
Since
1 1 1 1

lim —log(n + ¥l = lim log po(n) = lim — log =0,

n—oo N n—oo N — OO n—0o0 T pl(n)
we obtain

1
lim sup - log P(L, € A) = — “ﬂi{}f{ Veglﬂfﬁ Hw|w}

n—oo

1
lim inf —log P(L,, € A) = —lim sup { 1nf£ Hw|w} .
ANLy,

n—oo MNn n—o00

The desired upper bound of the large deviation principle in Theorem {.13| follows, since
ANL, C Aforall n.

For the large deviation lower bound we pick v € int(A) from the interior of A such that
E, C E,. We then find 6 > 0 small enough such that the ball

{V e ME): d(V',v) < 6}

is contained in A. Observe that £,, contains all probability measures taking values in
{0,% ~,...,1}. Thus, for each v € M (E) there is a v/ € L, such that for all z € E:
|v(x) — V()| < C/n for some C' > 0. Thus there exist a sequence v,, € AN L,, such that
v, — v asn — 0o. Moreover, without loss of generality, we may assume that &, C E,,
and hence

— lim sup { 1nf£ HW |} > — lim H(v,|p) = —H@|p) .
ANLy, n—o0

n—oo
Recall that H(v|p) = oo whenever, for some = € F, v(x) > 0 while u(z) = 0. Therefore,
by the preceding inequality, optimising over v € int(A),

— ! > )
lim sup { ,Jnf H W} = — inf H|w

n—oo
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Exercise 4.16 Prove that for every open set A C M{(FE),
1
— lim { 1nf H(y\u)} = hm —logP(L €A = in£ Hw|w).
ve ve

n—oo

4.3 Cramér Theorem, Varadhan Lemma, and basic principles

We now let £ = R? and let (X;);cn be a sequence of independent, identically distributed
R<-valued random variables with law . € M;(R?). Recall the partial sum S, = > | X

The empirical mean is
. 1 —
=-) X;. (4.10)
Cr—

Definition 4.17 (Logarithmic moment generating function) Let ;1 € M;(R%). The
logarithmic moment generating function associated with y is defined as

AQ) = 1ogE[e<AvX1>} . AeR% 4.11)

where the expectation is with respect to u. Sometimes A is also called the cumulant
generating function.

Note that A(0) = 0, and while A(\) > —oc for all \, it is possible to have A(\) = oo. We
denote /1, the law of the empirical mean S, under ;®". From the WLLN, Theore
we know that for m := E[X;] = [, @ pu(dx),

-~

Snim.

n—oo

Hence, p,,(F') — 0 for any closed set F' such that m ¢ F'. The logarithmic rate of this
n—oo
convergence is given by the following function.

Definition 4.18 (Fenchel-Legendre transform) The Fenchel-Legendre transform of A
is
A*(x) == sup {{(\,z) — A}, zeRe. (4.12)

AER?

Cramér’s theorem characterises the logarithmic rate of the above convergence with
rate function A*. To ease notation and understanding we first study the case d = 1, and
provide later arguments for the general case d > 1.

Theorem 4.19 (Cramér Theorem in R) Let (X;);en be a sequence of independent, iden-
tically distributed R-valued random variables with law 1 € M;,(R) and denote (i, the
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law of the empirical mean §n under 112", Then (ii,)nen satisfies the LDP on R with rate
n and rate function \*,i.e.,

1
lim sup — log pu,,(F) < — inf A*(z), forall closed F C R,
n—oo T zeF
] (4.13)
lim inf — log 41,,(G) > — inf A*(x), forall openG C R.
n—oo N zeG

The following lemma states the properties of A and A* that are needed for proving
Theorem 4. 191

Lemma 4.20 Let ;1 € Mi(R) and m := [, x p(dx).
(a) A is a convex function and N* is a convex rate function.

(b) If D(A) = {0}, then A* = 0. If A(\) < oo for some A > 0, then m < oo (possibly

m = —o0), and

A (x) =sup{\x — A(x)}, forallz>m, (4.14)
A>0

is, for all x > m, a nondecreasing function. Likewise, if A(\) < oo for some \ < 0,
then m > —oo (possibly m = o), and

AN (x) =sup{\x — A(x)}, forallz <m, (4.15)

A<0

is, for all * < m, a nondecreasing function. When m € R, then A*(m) = 0, and
always,

;relﬂf{ {A*()} =0.
(c) A is differentiable in int(D(\)) with

N = E[Xe™], (4.16)

E[e*1]
and

Ny =y =A@ =ny—A@.
Proof.
(a) By Holder’s inequality, for any « € [0, 1],
@A + (1= )g) = log E[(e)" (e2)'™] < log (E[e™ '] E[e™]' )
= aA(A) + (1 — a)A(N2),
implying convexity for A.

alN*(z1) + (1 — @)A*(x9) = sup {aAr; — aA(N)} +sup {(1 — &) zy — (1 — a)A(N)}

AER AER

> sup {(ax; + (1 — @)z)\ — aAN)} = A (ax; + (1 — @)zs).
AER
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Furthermore, A(0) = 0, and so A*(x) > O0x — A(0) = 0. Suppose that x,, — x as n — oo.
Then, lower semicontinuity of A* follows since

lim inf A*(x,) > lim inf (A\z,, — A(N)) = Az — A(N).

n—o0 n—
Hence, A* is a convex rate function.
(b) Clearly, D(A) = {0} implies A*(x) = A(0) = 0 for all z € R. For all A € R, by
Jensen’s inequality,

AN = log E[e**1] > E[log e '] = Am,

and thus if A()\) < oo we get that m < oo. If m = —oo, then A()\) = oo for A negative,
and (4.14) trivially holds. In case m € R, we obtain with the precious estimate that
Am — A(A) < 0 for all A € R, and thus A*(m) = 0. We also have that for x > m and
A <0,

Ar— A < dm — AN < A*(m) =0,

and therefore (#.14) follows. The monotonicity of A* on [m, co) (nondecreasing) follows
from (@.14)), since for every A > 0, the function Aa — A()) is nondecreasing as a function
of x. The complementary case that A(\) < oo for some negative A < 0 follows by
considering the logarithmic moment generating function of —X;. We are finally left

to show that inf,cg A*(x) = 0. This is immediate from our reasoning above, as for

D(A) = {0} we have A* = 0 and for m € R we have A*(m) = 0. We shall now consider

the case m = —oo while A(\) < oo for some positive A > 0. Then, by Chebychev’s

inequality and (4.14),

log P(X; > ) = log ([, 00)) < g(f) log E[e™ ] = —sup {\z — AN} = —A*(2).
> A>0

Hnece,

lim A*(z) < lirjl (—log u([z,00))) =0,

T—r—00

and inf,cg A*(x) = 0 follows. The only case left to discuss is that of m = oo while
A()\) < oo for some negative A < (. This is again settled by considering the logarithmic
moment generating functions of —X;.

(c) The identity (4.16) follows by interchanging the order of differentiation and integration
which we justify by the dominated convergence theorem as follows:

fula) = (7 - &) o
converges pointwise to xe"* as ¢ — 0, and, for 6 > 0 small enough,
|fo(@)| < e (M —1)/6 = hx), € (=d,0),

and E|h(X1)|] < oo. Let A'(n) = y and define g(\) := Ay — A(\). Note that g is concave
and ¢'(n) = 0, and thus it follows that g(1) = sup, g g(\) = A*(y).
O

Proof of Theorem d.19,  Proof of the upper bound in (.13): Let @ # F C R closed.
The upper bound certainly trivially holds when I := inf,cr A*(x) = 0. Thus assume
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that /» > 0. By part (b) of Lemma[4.20]it follows that m exists (possibly as extended real
number). For all x and \ > 0, an application of the (exponential with function e**, A > 0)
Chebychev inequality yields

~

pinllz,00)) = P(S, > 2) < E[e"® 7] = e [T E[eM] = ¢4,
i=1

Now, if the mean m < oo, then by (4.14) in Lemma[4.20] for every « > m, we obtain an
upper by optimising over all A € R, i.e.,

—nA*(x)

tn([z,00)) <e for every z > m. “4.17)

This follows from the proof of (4.14). Equivalently, if m > —oo and x < m, we can use
an estimate via the exponential Chebychev inequality for A > 0,

P(— 8, > —z) < Elexp(—n(A=5,) — AW))].

where A is the logarithmic moment generating function for —X;. Note that K(—)x) =
A()N). Hence,

~

P(—5,>—x) <exp(—nsup{\x — A(\)}) =exp( —nA*(z)),

A<0

as for A > 0, due to x < m we have
Az — AN < dm — A\ < A*(m) =0,

and thus optimising for positive A is not changing the supremum over A < 0 as long as
x < m. Therefore,

—nA*(x)
)

n((—o0,z]) < e for every z < m. (4.18)

After this preparation we handle the three cases (i) m € R, (ii) m = —oo and (iii)
m = 400 separately.

(i) Suppose m € R. Then, as seen in Lemma .20} A*(m) = 0, and as Iz > 0, the mean
m must be contained in the open set /'°. Denote (z_, x) the union of all open intervals in
F* containing m. Clearly, z_ < x, and either z_ € Rorz; € R since F'is nonempty. If
r_ € R,thenx_ € F, and consequently A*(x_) > [r. Likewise, A*(z) > Ir whenever
x, € R. Now we apply for x = z, and @.18) for z = x_ such that the union of
events bounds ensures that

pn(F) < p(=00, 1) + pn([2=, 00)) < 2677

and the upper bound in (4.13)) follows as n — oc.

(i1) Suppose now m = —oo. As A* is nondecreasing, it follows from inf,cg A*(x) = 0
that lim,_, ., A*(x) = 0, and hence x, = inf{x € R: x € F} is finite for otherwise
Ir = 0. As Fis closed, z, € F, and thus A*(x,) > [r. Noting that F' C [z,,00) and
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using for x = x,, we obtain the large deviations upper bound in (.13). The third
case (ii1) m = +oo follows analogously to the second case.

Proof of the lower bound in (4.13)): The key idea is to prove that for every 6 > 0 and every
probability measure i € M;(R),

1
lim inf — log ,((=3,8)) > inf {AO)} = —A"(0), (4.19)

where 1, is the law of S, under /®". The proof of will keep us busy below, it is
actually the major part of the work. Suppose now that (4.19) holds. We can then quickly
see that the lower bound in (4.13) holds. First recall that we write A for the logarithmic
moment generating function for a real-valued random variable X, if we consider the ran-
dom variable Y = X — z, © € R, we write Ay for the logarithmic moment generating
function. It is easy to see that then Ay (\) = A(\)— Az, and hence with Aj-(y) = A*(y+x)
for all y € R, it follows from (4.19) that for every € R and every ¢ > 0,

lim inf p1,,((x — 6, ¢ + 9)) > —A*(z). (4.20)
n—o0

For any open set G C R, any element € G, and any § > 0 small enough one has
(r — d,x + 0) C GG. Thus we obtain

1 1
lim inf — log 14,,(G) > lim inf — log p1,,((x — 6,z + 9)) > —A*(x),
n—oo N n—oo N

and we can optimise the right hand site of (4.20) over all 2/ € G to obtain the large devi-
ation lower bound in (4.13)).

Proof of (4.19): We split the proof according to the support of the measure 1 € R.

1.) Suppose pu((—o0,0)) > 0, (0, 00)) > 0, and that supp(p) C R is a bounded subset.
These assumptions ensure that A(A\) — oo when |A| — oo and that A is finite every-
where, i.e., D(A) = R. Then, according to part (c) of Lemma 4.20, A is a continuous,
differentiable function, and hence there exists 7 € R such that

A(m) = inf {A(V}  and AN =0.

We define now a new probability measure ;@ € M;(RR) by tilting the measure y, that is,
we define the Radon-Nikodym density to be

.
ﬁ(z) = Ao 4.21)

and quickly check that this indeed defines a probability measure by computing writing

M(n) := ™ = E[e"1],

1
fidr) = —— [ e"dr=1.
é”@ M@Ae v
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We now denote ji,, the law of §n under 1®™, and we observe that for every ¢ > 0 we
obtain the estimate

pn((—€,€)) = / p(day) - - - p(day,)
{zeRm: [300L, wi|<ne}

n

exp (1Y @) ) - - pu(dy)

i=1

> o—neh

/{xeR" FDoh mg|<ne}

= e eV (e, 2)).

By and our choice of 7,
1
B, [X :—/ 2e™ u(dz) = A'(n) = 0.
l/«[ 1] M(n) R lu 77

Thus the expectation is zero under the new measure 1, and hence, by the law of large
numbers,
lim p((—e,e)) =1. (4.22)
n—o0

Our estimate above now gives, for every 0 < ¢ < 0,
.1 .1
lim inf — log 11, ((—9, ) > lim inf — log 11,((—¢,€)) > A(n) — e},
n—oo nN n—oo M
and (4.19) follows by taking the limit ¢ — 0 and using

A(m) = —sup{—AN)} = —A"(0).
AER

2.) Suppose that supp(u) is unbounded, while both p((—oo,0)) > 0 and p((0, 00)) > 0.
Fix a cutoff parameter M > 0 large enough so that p([— M, 0)) > 0as well as p((0, M]) >

0, and define
M

Ay(N) = log/ e u(dz) .

—-M

Denote v the law of X, conditioned on the event {|X;| < M?}, and let v, the law of S,
conditioned on {|X;| < M;i=1,...,n}. Then for every § > 0 and forall n € N,

fin((=0,0)) = v((=0, 0)p([—=M, M])"™ .

It is easy to see that (4.19) holds for v,,. The logarithmic moment generating function for

vis

E[M1{)X] < M)]
p[—m, M)

A,()\) = log ( ) = Ap(N) — log u([—M, M]),

Thus

1
lim infl log i, ((—0,6)) < log u([—M, M]) + lim inf — log v,,((—4, 6)) > inf {Ap,(N)}.
n—oo M n—oo MmN AER
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Let I, := —infyeg{An(N)} and I* = lim sup,, . Ips. Then
1
lim inf — log p4,,((—6,9)) > —1I™, (4.23)
n—oo n

and we shall show that infy\cg {A(\)} < —I* to conclude with (4.19). Note that A, and
thus — 7, is denote decreasing in M, and

—In < Ap(0) < A0),

which shows that —7* < (. We see now that —/* > —o0 as —1I, is finite for sufficiently
large M. Thus the level sets £,,,(—I*) are non-empty, compact sets and are nested with
respect to M, and henceforth there is a point )\, in their intersection. By Lebesgue’s
monotone convergence theorem,

A0 = Tim Ay(ho) < ~1°,

and thus our bound (#.23) yields (4.19).

3.) Suppose now that either p((—oo,0)) = 0 or u((0,00)) = 0, then A is a monotone
function with infy\cg {A(N)} = log u({0}). Hence, in this case, (.19) follows from

O

Remark 4.21 (a) The pivotal step in proving the large deviation upper bound is to op-

timise over exponential Chebychev inequalities for A > 0 considering the function

e’. Then consideration of the mean m and the argument = of A* one extend the

optimisation over all A € R to obtain the Legendre-Fenchel transform.

(b) The crucial step in the proof of the lower bound was an exponential change of mea-
sure, sometimes also called tilting of the measure.
o

Exercise 4.22 Prove by an application of Fatou’s lemma that A is lower semicontinuous.

i

Exercise 4.23 Compute A* for the following distrbutions:

(a) X ~ Poi(\), Poisson distribution with parameter \ > 0.

(b) X ~ Ber(p),p € [0, 1], Bernoulli distributed with success probability p.
(c) X ~ Exp()), exponentially distributed with parameter A > 0.

(d) X ~ N(u,o?).
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Exercise 4.24 Prove that A is C* in the interior int(D,) and that A* is strictly convex,
and C* in the interior of the set F := {A’(A\): A € int(Dy)}
o ¥ W

We now want to obtain the Cramér Theorem in R?. Some of the techniques for the
R - version are not available in R?. Suppose that (X;);cy is a sequence of independent,
identically distributed random vectors in R? with law p € M, (R?).

Theorem 4.25 (Cramér Theorem in R?) Let (X;);cy be a sequence of independent, iden-
tically distributed Rd—valueAd random variables with law i € M(R?) and denote ju,, the
law of the empirical mean S,, under ®". Assume that D(A) = R% Then (ji,,)nen satisfies
the LDP on R? with rate n and good rate function A*.

Before we are discussing the proof of the R? version of Cramér’s Theorem, we show
that actually Sanov’s theorem, Theorem[.13] can be deduced as a consequence of Cramér’s
theorem in R“. Note that the empirical mean of the random vectors

X; = (1,,(Y), ..., ]la‘E‘(Y;)) , i=1,...,n,Y; € E independent, identically distributed

with law p € M, (F) equal LY , i.e.,
~ 1 <
Sn:EEXi:L}f, Y =M,....Y,).

Moreover, as the X; are bounded, we have D(A) = R, and thus the following
corollary of Cramér’s theorem is obtained.

Corollary 4.26 For any setT' C My (RIF)),
1

— inf {A* < liminf=log P(LY €T

,dnf A} < liminf - log (L, €T)

1
< limsup — log P(LY €T) < — inf{A*()},
n vel

n—oo

where A* is the Legendre-Fenchel transform of the logarithmic moment generating func-

tion
|E]

AQ) = log ) ep(ar)
=1
with A = (A1, ..., \g) € RIEL

Proof. The large deviation bounds follow from the ones in Theorem4.25|and from the
fact that P(LY, € ') = P(Sy € I). O

Exercise 4.27 Show that in the setting of Corollary

A (z) = H(z|p) .
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Solution. As
AN(w) = sup {(\,v) — AN},

AERIE
we obtain maximiser for
e
o ZyeE etvpy,
and thus we see that this holds only if > _, v, = 1, thatis D(A*) = Simp = M;(£).

Now Jensen’s inequality implies that

AN > Zu(x) log E = (\,v) — H|p),

zel

T) A
)

and thus
Hw|p) < A@).

By choosing A\, = log (v(x)/u(x)) for any x € E with v(x) > 0 and A\, — oo for any
x € E with v(z) = 0, we obtain equality. We also obtain that

Hw|w) = A*() =
whenever there are x € F with v(x) > 0 but u(x) = 0. ©

We now want to compare Cramér’s Theorem for finite sets £/ with Sanov’s Theo-
rem, Theorem [{.13] for finite sets £. Suppose that (Y;);cn is a sequence of independent,
identically distributed E-valued random variables with law p € M;(E) having support
E, = E. We shall study the empirical mean S =1 Zl , Xi, where X; = f(Y}) for
some function f: £ — R.Without loss of generality, we assume further that £, = E
and that f(a;) < f(az) < --- < f(ag). Then §n € [f(a), f(a|g)] =: K, and writing

=,...,Y) and F = (f(a1), ..., f(am)) € RIFI, we see that

|E|

Su =Y fl@)L)(a) = (f, L)),
=1

where (f,v) = > _p f(x)v(z) is the expectation of f with respect to v € M;(£). Thus
for every set A C R and every n € N,

S,e A= LY e {ve My(E): (f,v) e A} =:T. (4.24)

Theorem 4.28 (Cramér’s theorem for subsets of R) For any A C R,

— inf {I(2)} < hm 1nfllogP (S, € A)

rE€int(A)

1
< lim sup —logP (S, € A) < igg{f(i)},

n—o0

where

I(x) = inf H .
(.T) u€M1(é§1: <f,1/):m{ (V|'u)}
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The rate function I is continuous on the compact set K and satisfies on KK,

I(z) = sup {\x — A(\)}, (4.25)
AER

where
|E]

AQ) =log ) eMp(ar).
i=1

Proof. §upp0se that f: £ — R is constant, i.e., f(x) = ¢ € R for all x € E. Then
X; = ¢, S, = ¢, and hence ' = M;(F) in (4.24). Note that when = # c¢ there is no
v € My(E) with (f,v) = ¢, and thus the infimum in the definition of [ is over an empty
set and therefore infinity. Hence,

0 ifr=c,

o=, g =0, 100

The logarithmic moment generating function for §n 1s

1 ~
lim — log E[e"*"] = A(\) = loge™ = Ac,

noo M

and thus

AR +oo ifx #c.

sup{\x — A(\)} = {O itz =c,

Suppose now that f is not constant. As v — (f,v) is continuous, we know that when
A C Risopenthensois ' C M;(F) defined in (4.24). Then the lower and upper bounds
follow from Sanov’s theorem, Theorem [4.13| Furthermore, due to (4.24),

inf {Hwlw} = inf { inf {HW|w}}.

veint(T) x€int(A) v: (fry=x
Jensen’s inequality yields
Af(x)

AN =Tog 3 p@e@ > 3 w(a)log <%

v(x)
zeFE zeENE,

) = Af.v) = Hevl,

with equality for vy, € M (F) defined as

Af(@)—AN)
7

() = (e rek.

Thus
Ar— A < . <ifnf>_ {Hw|w} = I(z)

with equality when = = (f, v,). The function A is differentiable with

A/()\) = <f7 V)\> = EI/)\[f]7
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and therefore (4.23) holds for all z € {A’(\): A € R}. An easy computation shows that

N'(\) = E,, [f2] = (B, [f1)* = Var,,(f) > 0

as f is not a constant. Thus A”(\) > 0 for all A € R, A strictly convex and A’ strictly
increasing. Moreover,

flan = infLNO)}  and  flag) = sup{A' OV}
€R A€R

Hence, (¢.25) holds for all z € int(X). Consider the left endpoint x = f(a;) of the
compact interval K, and let v*(a;) = 1 yielding (f, v*) = x. Then

—log p(ay) = Hw*|p) > I(x) > sup{\x — A(\)} > /\lim (Ax — A(N)) = —log pu(ay) .
AER — =00

The proof for the right endpoint of K is similar. The continuity of / follows from the
continuity of the relative entropy.
O

We now turn to showing how one can prove Cramér’s theorem in R

Proof of Cramér’s Theorem in R, Theorem A detailed proof can be found in
[DZ98]]. It combines Lemma [4.29] with elements of the proof of Theorem 4.43| below. It
is actually a special case of Theorem as the space R? is a self dual vector space. O
The following lemma summarises the properties of A and A* needed to prove Theo-
rem[4.25] This is almost like Lemma 4.20] but without the monotonicity statement.

Lemma 4.29 (a) A is convex and differentiable everywhere, and N* is a good convex
rate function.

(b)
y=VAn) = Ay =y —A@n).

Proof. Exercise. O

We will later prove a more sophisticated version of the theorem, here let us just men-
tion that we shall obtain the upper bound first for compact sets which can be suitably
covered by balls. A large deviation principle is called weak when the upper bound holds
only for compact sets. hence we need to know how to left the upper bound for compact
sets to general closed sets. Recall the Definition 4.6 To strengthen the weal LDP to a
full LDP requires a way of showing that most of the probability mass (at least on an ex-
ponential scale) is concentrated on compact sets. Here, we assume that E is a topological
Hausdorff space.

Definition 4.30 (Exponential tightness) Suppose that all compact subsets of £ belong
to the o-algebra B. A sequence (i,),en Of probability measures u,, € My(E, B), is
exponentially tight if for every a < oo, there exists a compact set K, C £ such that

1
lim sup — log 1, (K) < —av.
n

n—00
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We now show that one can lift a weak LDP to a standard LDP for exponentially tight
sequences.

Proposition 4.31 (Exponential tightness) Let (1i,,),cn be exponentially tight.

(a) If the upper bound (.3) holds for some o« < oo and all compact subsets of the
complement L1(), then it holds for all measurable sets M with M C Li(o). If
B(E) C B and the upper bound holds for all compact sets, then it also holds
for all closed sets.

(b) If the lower bound (4.4) holds (the lower bound in (4.2) when B(E) C B) holds for

all measurable sets (all open sets), then [ is a good rate function.

Proof. (a) Pick M € B and o < oo such that A/ C L1(o), and let K, be the compact
set in the definition for exponential tightness. Then M N K, € B and K, € B.

fn(M) < p (M N KQ) + pn(K) - (4.26)
As M N K, C £;(a)° we have that

inf {I(x)} > a.
rzeMNK,

Thus

1 1 — 1
lim sup — log R.H.S. of @.26) = lim sup — log y,,(M N K,) A lim sup — log 1,,(K?) ,
n n n

n—oo n—o0 n—00

and therefore .
lim sup — log 1,,(M) < —ar.
n

n—o0

(b) We apply the lower bound (4.4)) to the open set K¢, and obtain
1
R o>
h,?lg}f - log t, (KY) > xler};f&{f(:v)} ,

and thus (noting that K, is the compact set from the definition of exponential tightness)
infye e {1(2)} > o Therefore,
Lr(a) C K,

showing that the level set £(«) is compact.Hence, the rate function / is good rate func-
tion. a

If a set F is given the coarse topology {&, E'}, the only information implied by the
LDP is that inf,cp I(x) = 0, and our rate functions satisfy this requirement. We must
therefore put some constraint on the topology of the set £. Recall that a topological
space I is Hausdorff if, for every pair of distinct points z and y, there are exist disjoint
neighbourhoods of x and y. We often need a further requirement, called regular.
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Definition 4.32 (a) A function f: £ — R, E Hausdorff space, is called lower semi-
continuous (l.s.c.) (upper semicontinuous (u.s.c.)) if its level sets L(a) = {z €
E: f(z) < a} are closed (respectively {z € E: f(z) > a} are closed).

(b) A topological Hausdorff space F is called regular if, for any closed set /' C E and
any point ¢ F', there exist disjoint open sets G; and G such that ' C G, and
WS GQ.

(c) A topological Hausdorff space E is called completely regular topological space if
E is a Hausdorff space such that for any closed set ' C F and any point x ¢ F,
there exists a continuous function f: £ — R such that f(x) = 1 and f(y) = O for
all y € F'. Such a space

Remark 4.33 (Regular spaces) (a) Note that f: £ — Ris continuous if and only if f is
lower semicontinuous and upper semicontinuous. The indicator/characteristic func-
tion 1 4 is lower semicontinuous for every open set A, and 1 is upper semicontinuous
for any closed F'.

(b) For any neighbourhood G > z, x € F, there exists a neighbourhood A > x such that
AcCG.

(c) Every metric space is regular. If a topological vector space is Hausdorff, then it is
regular.

(d) A lower semicontinuous function f satisfies, at every point z,

f@) = sup inf{fy}, zcE. 4.27)
Gz yeG

neighbourhood

(e) Because of (4.27), for any x € E and any > 0, there is a neighbourhood G =
G(x,9) > z, such that

inf {f(y)} > (f(x) =) N1/§.
yeG
Let A = A(x, ) be a neighbourhood of z such that A C G. Then

inf {f(y)} > inf {f(n)} > (f(x) =) A1/0. (4.28)
yeA yeG

Proposition 4.34 (Uniqueness of the rate function) A sequence (ii,)nen of probability

measures [, € M1(F) on a regular space E can have at most one rate function associ-
ated with its LDP.
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Proof. Suppose there are two rate functions I and J for the LDP associated with
(tn)nen. Without loss of generality, as [ # J, assume that for xq € F, I(xg) > J(xo).
Fix 0 > 0 and consider the open set A > z with

inf {I(1)} > (I(xo) — 5) A1/5.
yeA

Such as an open set exists due to (4.28)). By the LDP it follows that

n—oo

1 1
— inf {I(y)} > lim sup — log j,(A) > lim inf = log y1,(A) > — inf {J (1))} .
yeA n n—oo N yeA

Therefore,
J(xo) > inf{J(y)} > inf{I(x)} > (L(xo) —0) AN1/6.
yEA yeA

Since § > 0 is arbitrary, this contradicts the assumption that 7(zq) > J(xo). O

Theorem 4.35 (Contraction principle) Let Ef and Y be Hausdorff spaces and f: E —
Y be continuous. Suppose I: 2 — [0,00) is a good rate function.

(a) Foreachy €Y, define
J(y):= inf {I(2)}. (4.29)

z€E: f(x)=y

Then J is a good rate function on Y, where as usual the infimum over the empty set
is taken as oo.

(b) If (tbn)nen, pn € M1(E), satisfies the LDP on E with rate n and rate function I, then
(Vn)nen With vy, = u, o f=1 € M(Y) satisfies the LDP on'Y with rate n and rate
function J.

Proof. (a) J is nonnegative by definition. Since [/ is a good rate function, for all
y € f(F) the infimum in the definition of .J is obtained at some point of £ (lower semi-
continuous functions attain their minimum on compact sets). Thus, we obtained for the
level set £ ;(a),

L) C{f@): I(x) < a} = f(Li(a)).
As the level sets £ () are compact, so are the level sets £ ;(«) C Y.

(b) Forevery A C Y,

inf {J()} = inf _inf {I@}= _inf {I()}. (4.30)
Yy

yeA z€E: f(x)=y zef-1(A)

Since f is continuous, the set f~'(A) is an open (closed) subset of £ for any open (closed)
A C E. Therefore, the LDP for (1,),cn follows as a consequence of the LDP for (i4,,)nen

and (4.30). 0

We assume that £ is a regular topological Hausdorff space.
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Theorem 4.36 (Varadhan’s Lemma) Suppose that (ii,)nen satisfies the LDP with a good
rate function I: E — [0,00], and let H: E — R be a continuous function. Assume that
either the tail-condition

1
lim lim sup — logE,,, [e""1{H > M}] = —c0, (4.31)
n

M—=o0  p oo

or the moment condition for v > 1,

1
lim sup — log E[e"*] < o0, (4.32)
n

n—00

hold. Then )
lim —logE, [e""] = sup {H(z) — I()}.

n—oo N, xcE

Remark 4.37 (a) This theorem is the natural extension of Laplace’s method of comput-
ing parameter integrals in finite-dimensional spaces to infinite dimensional spaces.

(b) Itis clear that any continuous function bounded from above satisfies the tail condition
(4.31). The moment condition (4.32]) implies the tail condition (4.31)) as we see using
Holder’s inequality,

nH(z) < ynH(x) 1 H>MN3
e pn(dr) < e pn(dz) ) (un(H > M))
{H>M}

< e'ynH(ac) el —yMn ynH(x) 1=
< pn(dr) e e pn(d)

=exp ((1 —y)Mn) ( / e @ un(dw)) .

2=

O

Proof of Theorem[d.36  The proof is an immediate consequences of the following two
lemmas and Remark 4.371 O

Lemma 4.38 If H: E — Ris lower semicontinuous and the large deviation lower bound
holds with I . E — [0, oo], then

lim inf — log E[e"”] > sup {H(z) — I(z)} .

n—oo M z€E

Proof. Pick x € and 0 > 0. Since F' is lower semicontinuous, there exists an open
neighbourhood G' 3 = such that inf,c{H(y)} > H(x) — 0. By the large deviation lower
bound and the choice of GG,

1 1 1
lim inf — log E[e"”] > lim inf — log E[e"" 1] > inf { H(y)} + lim inf — log 1,,(G)
n—oo N n—oo 1 yeG n—oo 1

> yigg{H(y)} - yigg{f(y)} > H(x)—I(x)—94.

The statement now follows, since 0 > 0 and x € F are arbitrary. O
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Lemmad4.39 If H: E — R is an upper semicontinuous for which the tail condition
(4.31) holds, and if the large deviation upper bound holds with the good rate function
I: EF —[0,00], then

lim sup ! log E[e"] < sup{H(x) — I(z)}.

n—o00 el
Proof. First consider a function H which is bounded above, i.e.

sup{H(z)} < M < 0.

zel

Clearly, this function satisfies the tail condition (4.31)). For @ < oo consider the compact
level set £;(«). For x € L(«) there exists a neighbourhood A, of = such that

inf {I(y)} > I(x) -9, sup {H(y)} < H(z) +6,

Y€As YyEAL

where the first inequality follows as I is lower semicontinuous and the second one is due
to upper semicontinuity of H. From the open cover with the neighbourhoods A, we can

extract a finite cover of the level set £;(a) C Uﬁl A,,. Therefore,

N
< Z en(H(mi)+§)Nn(Ami) + enM/“LTL(( U AIZ)C) '

i=1 i=1

We apply now the large deviation upper bound to the sets A,, and use the fact that
( U’fil A.,)S C L1()° and arrive at

1
lim sup— log E[e"”]

n—oo

< max { max {H(z)+d— inf (I}, M~ inf  {I@)}]

yeds; ye vazl Az;

< max { 1rgniaéV {H(x;) — I(z;) + 20}, M — a}

< max{sup{H(m) —I(x)}, M — a} +20.

el
Thus, for H bounded as above, the lemma follows by taking the limits d — 0 and o — oo.

To treat the general case, we use a cutoff parameter M > 0 and define H,,(z) := H(z) A
M < H(x), and use our arguments above for H; to obtain

1
lim sup— log E[e"”]

n—oo N

< sup{H(z) — I(x)} V lim sup % logE[e" " 1{H > M}].

zel n—00
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Now the tail condition (4.31)) completes the proof by taking the limit M/ — oo. O

With Varadhan’s Lemma we can obtained new LDPs for families of probability mea-
sures defined by Radon-Nikodym densities. In application they key is to include depen-
dencies among random variables via densities which cannot be written as the product of
single densities.

Theorem 4.40 (Tilted LDP) Let (E, d) be a Polish space. Suppose that (ji,,),en Satisfies
the LDP with a good rate function I : EE — [0,00], and let H: E — R be a continuous
function that is bounded from above. Then define

Z,(H) = / &M 1, (dr)
E

and the probability measure ! € M, (E) via the Radon-Nikodym density

dHH enH(m)
() = ;
dgin Zy,(H)

reFl

Then the sequence (111, en satisfies the LDP on E with rate n and rate function

(z) = I(x) — H(z) + sug{H(y) —I(y)}, ze€eE. (4.33)
S

Proof. From Theorem we know that

o1
lim —log Z,(H) = sup{H(y) — I(y)} .
n—oo N yEE

Then we obtain the large deviation bounds by simply repeating the above arguments in
the proof of Theorem[4.36] For example, let X' C E be closed, then

1 1 1
lim sup - log 112 (K) = lim sup - log / e"@ 1, (dz) — lim sup — log Z,,(H)
K

n— 00 n—o00 n—soo N
< sup{H(z) — I(x)} — sup{H(y) — I(y)} = — inf {I" (y)},
yeK yeE yeK

as I (z) = I(x) — H(z) — inf,ep{I(y) — H(y)} and

—sup{H(y) — I(y)} = yigg{f(y) — H(y)}.

yelE

The corresponding lower bound follows similalry. O

From our study of Cramér’s theorem in both R and R?, Theorem and Theo-
rem {.25] we have seen that when the space £ is a vector space then the logarithmic mo-
ment generating function plays a vital role, in summary, exponential moments of linear
function suffice. As we just learned from Varadhan’s lemma, Theorem the function
H can nonlinear. we now briefly study the possibility to invert Varadhan’s Lemma for
nonlinear functions.
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Definition 4.41 Let £ be a completely regular topological space. For each Borel-
measurable function f: £ — R and sequence (j,),cn Of probability measures p,, €
M (E), define
1
Ay = lim —~log ( / e 1,(dr) ) (4.34)
E

n—oo 1,

provided the limit exists.

Remark 4.42 When FE is a vector space, then the functionals Ay for continuous linear
functions f € E* (elements of the dual £*, e.g., in RY, f(z) = (\,2), A € R?) are just
the values of the logarithmic moment generating function. o

Theorem 4.43 (Bryc) Let E be a completely regular topological space. Suppose that the
sequence ([l nen, [n € Mi(E), is exponentially tight and that the limit Ay in (4.34)
exists for every f € Co(F). Then (l,)nen satisfies the LDP with good rate function

I(x) = sup {f(z)—As}. (4.35)
fECK(E)

Furthermore, for every f € Cy(E),
Ay = sup {f(2) — I@)} . (436)

zel

Proof of Bryc’s Theorem. If f = 0then A = 0 and I > 0. The function [ as a supre-
mum of continuous functions is lower semicontinuous, and have that [ is a rate function.

It suffices therefore to show the weal LDP as the sequence (i, ),cn 1s exponentially tight.
By Varadhan’s Lemma we see that

Ap = sup{f(z) — I(z)}.
el

The statement follows by showing the lower and upper bound in Lemmaf4.44]and Lemma.45]
O

Lemma 4.44 (Lower bound) If Ay exists for each | € Cy(E), then, for every open G' C
Eandzx € G,

1
lim inf — log p,,(G) > —I(x).
n—oo M

Proof. Pick z € F and a neighbourhood G > z. Since E is completely regular, there
exists a continuous function f: E — [0, 1] such that f(x) = 1 and f(y) = 0 for all
y € G°. Define f,,, :== m(f — 1), m € N. Then f,, € C,(F). Thus

/ ™ @ 1, (dr) < e " 1y (G) + p1n(G) < e A+ 1 (G)
E

and

n—oo M

— = (fm@) — Ay, > — sup {f(x) = As} =—I(2).
fECH(B)

1 1
max { “g&i{}f; log 11,(G); —m} > lim inf — log/E e"/m@ . (dr) = Ay, =

O
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Lemma 4.45 (Upper bound) f Ay exists for each f € C,(E), then, for every compact set
K CE,

1
lim sup —log 1, (K) < — inf {I(x)}.

n—oo

Proof. Fix acompactset K C F and § > 0, and define I° = min{/(z)—d;1/3}. Then,
for any z € K, there exists g = g* € C,(F) such that

g(@) — Ay > I°(2). (4.37)
There exists furthermore a neighbourhood A, > x such that
inf — > ).
ylenAx{g(y) g(x)} > —6

We use Chebyshev’s inequality for the function ¢ (y) = exp(ng(y) — ng(x) with

nf _ nf B

Jnf {1@y)} = exp( inf {ng(y) — ng(x)})
to arrive at
fin(As) < By, [€9799)| exp(— inf {ng(y) — ng@)).
YEAg

yielding

1o (4 <5 (96 og [ € @)
n n E

We can now extract a finite cover Ufil A;, O K from the open cover of the compact set
K, and by the union of events bound,

1 1 , 1 i
~ log jin(K) < —log N + 6 — min {g'(z)) — ~ log / e 1(dy) }
n n 1<i<N n E
where ¢’ is the function g as above for x; € K. Thus,
. 1 . 9 . %)
lim sup — log j1,(K) < ¢ — min {g°(@) = Agi} <6 — 121§nN{1 ()},

n—oo 1

and therefore .
lim sup —log 11, (K) < 6 — inf {I’(2)} .
xre

n—oo 1

We conclude by noting that

. . 5 .
lim inf {{°(2)} = inf {I(2)},

and taking the limit § — 0. O

We finish our basic introduction to the theory of large deviations with considering
Hausdorff topological vector space £/, and recall that such spaces are regular. The dual of
E, denoted E*, is the space of all continuous linear functionals. Suppose that X,,),cy is
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a sequence of F-valued random variables such that X,, ha slaw u,, € M (F). We define
the logarithmic moment generating function for |1, as

A, (N = log E[e™¥] = log / er® p,(dr), M€ E*, (4.38)
E
where for x € E and A € E*, (A\,x) = A(x) denotes the value A\(z) € R. Furthermore,
define .

A()\) := lim sup - logA,, (nA), (4.39)

n—oQ

and use the notation A(\) when the limit exists. In our current setup, the Fenchel-
Legendre transform of a function f: E* — [—00, 00] is defined as

ff(x):= sup{(\,z) — f(N}, ze€FE. (4.40)

AEE*

In the following we denote A" the Legendre-Fenchel transform of A, and A* denotes
that of A when the latter exists for all A € E*.

Theorem 4.46 (A General Upper bound) Let (11,).cn be a sequence of probability mea-
sures. Then the following holds.

(a) A of @39) is convex on E* and A" is a convex rate function.

(b) For any compact set K C E,

1 —
lim sup - log p,(K) < — xlglf({/\ (x)}. (4.41)

n—oo

Proof. (a) Using the linearity of elements in the dual space and applying Holder’s in-
equality, one can show that the functions A, (n)) are convex. Thus

— 1
A(-) :=lim sup —log A, (n-)
n

n—o0

is also convex function. As A, (0) = 0 for all n € N, we have that A(0) = 0 and thus
A” > 0. Note that g\ =\ x) — A()) is continuous for every A € E*. Then the lower
semicontinuity of A~ follows from the fact that the supremum over continuous functions
is lower semicontinuous. The convexity is shown as in Lemma[4.20]

(b) The upper bound follows exactly the steps in the proof of the upper bound in Lemma[4.43)|
to prove Theorem {.43] Actually, the proof here is easier as it uses the continuous linear
functions and the logarithmic moment generating function. Details are left for the reader.

O

We conclude our introduction to basic large deviation theory by giving a few results con-
cerning the case when the random variables involved are not necessarily independent our
identically distributed. What we just learned is that the crucial steps for LDPs will be
the proof of the lower bound. In Theorem [4.19] Theorem .13 and Theorem §.25] the
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independence allows to use law of large numbers to tilt our measures towards a measure
which turns a rare events into an event with probability almost one. We first give an ab-
stract version of the corresponding theorems and will then sketch how the proof of the
lower bound is performed in the case £ = R<, a variant of Theorem called the
Girtner-Ellis theorem.

Suppose that E is a Hausdorff topological vector space with dual £*. A pointz € E
is called an exposed point of X" if there exists an exposing hyperplane \ € E* such that

Mz)—N (@) > (\2)—AN(2), forallz#z. (4.42)

Theorem 4.47 (Abstract Gértner-Ellis Theorem) Let (11,,),cn be an exponentially tight
sequence of probability measures on the Hausdorff topological space E.

(a) For every closed set F' C E,

1
lim sup ~ log 1,(F) < — inf {A"(@)}.

n—o0

(b) Let & be the set of exposed points of N* with an exposing hyperplane \ € int(D(A\))
for which

1 _
A(N) = lim —A,, (n)) exists and A(y\) < oo for some v > 1.
n—oo 1
Then, for every open set G C R%
1
N S . .
Nt log (@ 2 =gl AN @)

(c) If for every open set G C F,
nf {A'(2)} = inf {A"(2)},

then (li,)nen satisfies the LDP with good rate function A

We are not proving this theorem, see [DZ98] for details. The crucial point is to show
that (c) holds, and the following statement for Banach spaces summarises frequent ap-
proaches to proving large deviation principles. Recall that a function f: E* — R is
Gateaux differentiable if, for every \, 0 € E*, the function f(\+t6) is differentiable with
respectto t att = 0.

Corollary 4.48 Let (1t,,)nen be an exponentially tight sequence of probability measures
on a Banach space E. Suppose that the function A(-) = lim,,_, %log A, (n-) is finite
valued, Gateaux differentiable, and lower semi continuous in IJ* with respect to the weakx
topology. Then (pi,)nen satisfies the LDP with the good rate function \*.
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Proof. The crucial point is to show that (c) in Theorem follows under the given
assumptions. This is an intricate and delicate proof using a fair amount of variational
analysis techniques, and we therefore skip the details here which can be found in [dHOO]
or [DZ9g]].

O

To demonstrate the role of the exposed points we show the lower bound for the Gértner-
Ellis Theorem in R,

Theorem 4.49 (Giirtner-Ellis Theorem in RY) Suppose that (X,))ncn is a sequence of
Re-valued vectors X,, and that j1,, € M1(R?) is the law of X,,. Assume that the following
holds:

1
A(N) := lim —log A, (n\) exists as an extended real number for all \ € R?,
n—oo M,

(4.43)
and 0 € D(A). Then the following holds.

(a) For every closed set ' C R?,

1
lim sup —log 11, (F) < — inf {A*(2)} .

n—o0

(b) Let & be the set of exposed points of N* with an exposing hyperplane \ € int(D(M\)).
Then, for every open set G C R,

1
. et e
Nl o (@ 2 -l AN}

(c) If A is an essentially smooth, lower semi continuous function, then (ji,),cn Satisfies
the LDP with good rate function \*.

Remark 4.50 A convex function A: RY — (—o0, o0] is essentially smooth if
(a) int(D(N)) # 2.
(b) A is differentiable in int(D(A)).

(c) A is steep, that is, lim,, | VA(\,)| = oo whenever (\,),en sequence in int(D(A))
converging to a point in the boundary 0D(A)) of D(A).

In particular, when D(A) = R, then A is essentially smooth and the LDP holds. o

Proof. The upper bound is proved similar to the upper bound in Theorem |4.43| for
details see Chapter 2.3 in [DZ98]], or better Chapter V in [dHOO].
Lower bound (b): We need to show that for y € €,

(lsim lim inf 1 log 1, (Bs(y)) > —A*(y) . (4.44)

—0 n—oo N
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Fix y € € and let € int(D(A)) denote the exposing hyperplane for y. For n sufficiently
large we have that A, (nn) < oo and we can define the new measures /i, via the density,

dii,
ﬁ(z) = exp (n (1, z) — Ay, (1) . (4.45)

Then we get with some calculation for the change of measure,

1 1 1 -
—10g pin(Bs(y)) = —A,,, (nm) — (n,y) + = / "= 17, (d2)
n n 1 J Bs(y)

1 1.
> 5Aun(m7) —(n,y) — n|d + —log fin(Bs(v)) .

Therefore,

o] NP S
lim inf ~ log 1, (Bs(y)) > A(n) — (1,y) + lim inf — log fi.(Bs(y)

n—oo 1

o1 -
> —AN(y) + hlg inf - log 1,(B5(y))

The obstacle comes from the missing independence, since the weak law of large numbers
no longer applies. The strategy is to utilise the upper bound in (a). For that we analyse
the logarithmic moment generating function for /i,,. One can easily show that

1 ~ ~
A (A — A = A+ 1) — AM)

where the limiting moment generating function A satisfies assumption (4.43)) as clearly
A(0) = 0 and A < oo for || small enough. Define

(@) := sup {{\, ) — AV} = A (@) — (n,2) + A1) .

AER4

Since (fi,)nen satisfies the assumptions (4.43), we can apply Lemma [4.29] and part
(a) above to show that (11),cn satisfies a large deviation upper bound with the good rate
function A*. Thus, for the closed set B;(y)¢,

1 - . ~ ~
lim sup - log i, (Bs(y)°) < — inf {A*(x)} = A*(z0)

n—00 z€Bs(y)*

for some point zy # y. This follows from the compact level sets as a lower semicontinu-
ous function attains its minimum over a compact set. We are left to show that A*(zq) > 0.
At this point we use the property that y is an exposed point for A* with exposing hyper-
plane 7). First,

and thus A(n) > (n,y) — A*(y). Then

N (z0) = N (o) — (1, 20) + A1) > A*(0) — (1, o) + (0, y) — A*(y) > 0.
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Thus, for every 6 > 0,
1 ~
lim sup - log 11, (Bs(y)°) < 0.

n—oo

This implies that zz,,(Bs(y)) — 0 as n — oo and hence 1,,(Bs(y)) — 1 as n — oo, and
in particular,

1 ~
lim inf — log 11,,(Bs(y)) = 0.
n—oo N
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5 Random Fields

5.1 Setting and definitions

A random field ¢ = (p,),cz¢ over Z4 is the family of random variables ¢, € R.

5.2 The discrete Gaussian Free Field (DGFF)

We first revised some basic facts on Gaussian random variables and measures. We say
vpr = (Vg)zer, A C Z< finite, is a Gaussian vector or Gaussian random variable or
simply Gaussian if, for all t5 = (t,),cn € R?, the real-valued random variable

<t)\7 90A> = Z tzgox
zEA

is a Gaussian random variable or a normal random variable (possibly degenerate when
the variance vanishes), that is, it is normally distributed. Recall that a real-valued random
variable X is a Gaussian random variable or a normal random variable if

4 1
E[e'Y] = exp (iﬂE[X 11— §t2Var(X )) forallt € R.

If ®, is a Gaussian random variable with law/distribution 11y € M (R?Y), we call iy
a finite-volume Gaussian measure or simply a Gaussian measure. Suppose that @, is a
Gaussian random variable with law/distribution 11y € M;(R%). Then it is easy to show
via direct computation that the following holds.

EuA[<tAa QPA>] = <tA7 ,uA> ,  Ma = (m$)x€/\ vty = E[LA [QO;L’] s
Var,LLA(<tA7 SOA>) = <tA7 C(At/\> ) CA = (C(l’, y))x,yEA ) C(l’, 3/) = COV,U,A (ngp, goy) )

_ 1
E[el<tA7<PA>] = exp <i<t1\7 mA> — §<tA7 CAtA>> .

We also write w5 ~ N(mp, Cy), and ¢, is centred if m = 0. The matrix C is symmetric
and nonnegative definite. When C' is positive definite, then the matrix is invertible and
there exist a density with respect to the Lebesgue measure, that is, o5 ~ N(my, Cy) with
C positive definite, has law

1
pa(don) = (2m)AI/2\/det(Ch)

and A, = C'. The Laplace transform for J € C* is

e_%<¢A—mA7AA(4PA—mA)> H do, , on € RA 7

xre

/ e /20 TT dp, = det(2rCy)"? ezFOn) J e M, (5.1)
RA

TEA

which follows by direct calculation (completing the square in the exponent).

Definition 5.1 Let A C Z% and A C A a finite subset and py € MR, ua €
M (R?). Then the probability measure i is said be compatible with ju, if

pa(A) = pa(A x ]RA\A) whenever A € B(R%).
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Proposition 5.2 Let A, A C be finite and A C A. Then the following holds.

(a) If jup is a Gaussian measure and i € M(R?) is compatible with 11 then jia is a
Gaussian measure.

(b) Suppose pua and jip are Gaussian measures. Then pa is compatible with iy if and
only if Cx is a submatrix of C\.

Proof. This follows directly from the characteristic function and the Laplace transform
(5.1). The details are left as an exercise in Gaussian calculus.
(]

Definition 5.3 A measure i € Ml(RZd) is said to be a Gaussian measure or an infinite-
volume Gaussian measure if the compatible measure on R” is Gaussian for all finite
A C Z4. The family ¢ = (,),cz4 of real-valued random variables ¢, € R is called a
Gaussian field if on = (p4)zca is a Gaussian vector for all finite A C Z¢.

Definition 5.4 The matrix C' = (C(x,)), yez4 IS positive definite if the submatrix Cy =
(C(2,Y))gyen is positive definite for all finite A C Z°.

Remark 5.5 Given a positive definite matrix C' = (C(z.y)), ,ez4, for each finite A C 7
there exists a unique Gaussian measure j, with covariance Cy. Whenever A C A/, uy
is compatible with .. By Kolmogorov’s theorem there exists a probability measure
JTS M;(R%") such that fa is compatible with p for every finite A C Z?. By our last
definition p is a Gaussian measure (Gaussian field) and it has covariance C'. It is unigiue
if we choose the calgebra generated by all cylinder events. o

Proposition 5.6 Suppose C;,j = 1,...,n, are positive definite A x A matrices. If p; ~
N(0, C;) and the (p;)=1,..n are independent then the sum is Gaussian, i.e.,

D i~ N0,>Cy).
j=1 =1

The proof is left as am exercise.

Exercise 5.7 Prove the statement in Proposition using the Laplace transform respec-
tively the characteristic function. "

Proposition 5.8 (Gaussian moments) Let 1 € ./\/ll(RZd) be a Gaussian measure, then

L Z Z E.lez04] (5.2)
P {zy}e?
where P is the set of all partitions of {1,2,...,2n} into subsets which each have two

elements.



RANDOM FIELDS 87

Proof. We just give a rough sketch, details are left as an exercise to the reader. First
pick a sufficiently large set A C Z? and compute the logarithmic generating function

A(tpy) =logE,, [e@“"”] . ty €RM,

Then one obtains the moments by taking partial derivatives,

O*"A(tn)
8152-1 tee atm ta=0 .

([
Remark 5.9 If P is a polynomial in ¢,, then one can show that
1 0 0
Plenudp) =exp (5 Y. Claps—=—r)
/RA ’ 2 wzeA Ip(x) Dp(y)/ lea=0
where the exponential is defined by expanding it as a power series. o

After this general introduction to Gaussian measure, we are now considering the dis-
crete Gaussian Free Field (GFF). We start defining finite-volume distributions. We denote
the space of infinite-volume configurations by €2 := RZ’, and for a finite A C Z% we write
O = RY. We write ¢ = (,)ca and also denote the projection 2 — Q, by 4.

The o-algebra generated by all cylinder events is denoted . Recall that a cylinder
event is any event of the form

{w e Q: pa(w) € A},  for some finite A C Z% and A € B(R?).

The random field is defined in terms of an energy function, called Hamiltonian or
Hamilton function . This function allows to specify the finite-volume distributions in
A C Z4 finite with arbitrary boundary conditions.
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Definition 5.10 (Hamiltonian and finite-volume distributions (GFF)) Let A C Z¢
be finite, 3 > 0, m > 0.

(a) The Hamiltonian in A with inverse temperature 5 and mass m is defined as

8 m?
Ham@) =72 D (a—@)' + 5 ) @, (53)
{aif_};‘/:f@ TEA

and we call the Hamiltonian massless when m = 0 and massive when m # 0.

(b) Let n € () be a configuration. The finite-volume distribution (also called Gibbs
distribution) in A with boundary condition 7 is the probability measure VX,m €
M1(Q, F) defined by

1
(A = [ v [Tap, [] e G

ZA’m(n) z€EA rEAC
with normalisation, called partition function,
D) = / e~ @ [ dee [ 00 (depn). (5.5)
TzEA TEAC

Remark 5.11 (a) The finite-volume distributions are also called Gibbs distributions. A
Gibbs measure on () is a probability measure © € M;(€), F) whose conditional
expectations are given by the Gibbs distribution, that is, for every finite A C Z¢,n €
Q, and events A € F,

HCA[Fr) (1) = 7K (A)

where F. is the o-algebra of events outside of A.

(b) Suppose we would take empty boundary conditions, formally n = &, that is, there
is no boundary to A. Then Z, ,,(&) = oo. To see that suppose for simplicity that
Z >N ={z,y,z}, x ~y ~ z (nearest neighbours), d = 1, and 5/4d = 1. Then

/ exp (— @) — (px — 0y)° — (0= — ©:)* — 7)) dp,dp,dp.
= \/7T_/2/ exp (— ¢2/2 4 2p,0, — 2¢2) dp,dp,
= 7r/2/exp(—<p§/2 + 4@3/8) dy, = 00.
<&

The next step is to rewrite the Hamiltonian into a quadratic form to obtain the Gaussian
structure and the corresponding covariance matrix. This is essentially the discrete version
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of integration by parts, i.e., summation by parts. This require a couple of new notations
and definitions. First recall that

r~y e lr—yl=1.
We denote the set nearest neighbour bonds touching a finite A C Z¢ by
Ex={{z,y}: v,y Z {2z, y} NN # D,z ~y}.
For each bond {z, y} € €, define the discrete gradient across this bond as
(VO)ey 1= p(y) — (),

and the graph Laplacian
d

(L) @) =Y (Voley = Y (p(x £ &) — p(w)) = 2dAp(x).

We define on the whole lattice Z? the matrix

—2d ifxr=y,
L(x,y):=<1 ifx~uy, (5.6)
0 otherwise ,

and write

(L)) =Y Lz, yey).

yeZd
We use ¢, = ¢(r) whenever it is convenient.

Lemma 5.12 (Discrete Green identities) Let A C Z¢ be finite and ©,n,%) € €. Then
the following holds.

(a)
D (VP)y(Veday = — > _@EQ@ + > @)V -
{z,y}eéa zeA mezz\fyeAC

(b)

> (p@E)@ — v@EH®) = 3 (POTy — GENThy )

TEA zEAYEA
T~y

Proof. (a) For bonds in A we get using the symmetry between x and y (in all sums
below z and y are nearest neighbours)

Y (Vy(Voy = D W) —e@)— Y @) — )

{z,y}€EANA {z,y}eEANA {z,y}eEANA
== @ Y (v - e@)
e yEA: y~x

==Y P@EP@ + Y @) Y (e — p@)

TEA zEA YyEAS: y~x
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We now add the nearest neighbour bonds that touch both A and A°.

Y (VOu(Vey = D>, (VOu(Veay + Y (V)ey(Vehay

{z,y}eén {z,y}eernA ﬁeifyem
= > Y@ER@+ > bWew) — o@) .
TEA zEN,yEAC

(b) To prove (b) use (a) twice, interchanging the roles of ¢ and ).
For A C Z finite the restriction £, of the graph Laplacian £ is

Ln = (L@ 1), yer- (5.7)

Suppose that x € A. It is important to note that (£)(x) depends on some variables ¢(y)
located outside of A whereas

(Lap)@) =D Lz, y)e)

yeA
involves only field variables (y) inside A. Note that
(0. Lap) == > @@L, mey) and (g, Lap) = (Lag, ).
T,yeEN

Our aim is now to rewrite the Hamiltonian (5.3)) with m = 0. Suppose n € (2 fixed and
p=nof A, ie., p(x) =n(x)forall z € Z4\ A. Using Lemma we get

> @) — o) = =D @ ER@ + > > (Ve

{z,y}e€€n z€A TEN yEAS: y~x

=—(p.Lap) =2> > @@my)+ Ba),

TEN yeAC: y~zx

Bap=Y_ >  n’

rEAN yeEAC: y~a

(5.8)
where

is a boundary term depending solely on 7. Can we write the right hand side of (5.8) as a
quadratic form — (¢ — u, LA(p — u)) for some u € 2? We have

(p—u, Ll —w) = (p, £ap) =2 @) Law)(@) + (u, Lpu)

FASIAN
= (P, Lap) =2 _p@Eu)@ +2Y Y p@uly) + Baw),
TEA TEN yeEAC: y~x

where N
Ba(u) = (u, Lu) .
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Now comparing this last expression with (5.8)) we obtain

> @) = o)’ = —(p—u, Lalp—w) =2 > p@)uly) — ¢1)) + Ba,
{z,y}eén €A YyeEAC: y~z
R (5.9)
where B, depends only on 7 and u outside of A. We have the desired quadratic form as
soon as the following two conditions are met:

(i) w is harmonic in A, i.e., (Cu)(x) = 0 for all z € A.
(i) u = n off A, i.e., u(y) = n(y) forall y € A°.

Lemma 5.13 Suppose ¢ = n off A C Z finite. Assume that u € <) solves the Dirichlet
problem (DP) in A with boundary condition ),

U is harmonic in A, i.e., (Lu)(x) =0,z € A,
w(x) =n(x) forallz € A°.

Then R
D @) — )’ = —(p — u, Lalp —w) + By
{z,y}€ln
The Hamiltonian is given as
1

5~ — w),

1
Ha(p) = 5(90 —u, (

and 1
——Lpa=—-A\=1,-P,
2d A A A A

with matrix P, defined as

1
2d $Ny7$,y€/\7
PA(:L‘7y): {2d

0 otherwise .

Thus Py is just the restriction of the transition matrix P of the SRW on Z¢, see (3.2).
We have now the Hamiltonian as a quadratic form, and to obtain the covariance matrix
we need to simply get the inverse matrix of I, — P,. We can improved the estimate on
the stopping time 7y = inf{k € N: Sy ¢ A} in Lemma such there is a constant
¢ = ¢(A) > 0 such that

P(tpe >n) <e . (5.10)

Using this, we can prove the following statement.

Proposition 5.14 For A C 7 finite the matrix 1, — Py is invertible and
(I — Py) "' =: Gy

is the Green function of the SRW in A with killing upon leaving A,

TAC -1

Cate, ) =E| Y WS =} (5.11)
k=0
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Proof.
(I — Pa)(ly + Py + BL? + - + PP) = (I, — PP

Foreachn € N,
Pi(z,y) = Z P(x,z)P(x1,22) - P(xp_1,y) = Po(S, =y, Tac > n)
< P(mpe >n) < e,
where we used (5.10). Thus the series G = Ty + Py + P2 + - - - converges and
(Ip — Py)GA =1, .

By symmetry, Gx(1y — Pp) = 1. Furthermore, as the random walk is killed upon
leaving A, noting that

E.[1{S; = y}] = P{(z,y),
Tac—1

Gate,) =B > 1S =}

k=0
O

Proposition 5.15 Let A C Z% be finite and n € Q. The solution u € <) to the Dirchlet
problem is given by

u(z) := B [n(S,)], =e€Z. (5.12)
Proof. Suppose y € A, then Py(1)c = 0) = 1, and thus

u(y) = E,[n(So)] = n(y) .

Now let = € A. Using the Markov property of the SRW we obtain

u(@) = Bo[n(So )l = Y Exln(Sr), St =yl = Y Pu(Si = nEaln(S-,)[S = y]

Yy~ Y Yy~

Yy

LYy~
which implies that (Au)(x) = 0 for all x € A. Thus u is harmonic in A and u = 7 off A.
(I

Theorem 5.16 Under v}, (note m = 0) (¢(x))zen is a Gaussian random vector with mean
upn = (u())zen,

w(x) = Eg[n(Srol,

and covariance matrix G = (GA(2,Y))zyen-
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Proof. The proof follows the steps outlined above. The normalisation (partition func-
tion) of the finite-volume distribution is the Gaussian integral

Zn() = / eslemn ANl TTdp() [ Gye(de(@) = (2m) ™2 (det (—24)) 2.
TEN zEAC
O

In the following, consider sequence of centred boxes Ay := [N, N]? N Z<. Note
that the finite-volume distribution VXN depends on the boundary condition 1 € {2 only
through its mean. The covariance is only sensitive to the choice of the box A,

Tac —1
AN

Gay(w,y) = Ex|: Z 1{Sy = y}} :

k=0

Note that this is the Green of the SRW with killing upon leaving the box A . Indeed, this
is similar to the Green function of the SRW in Z¢, see (3.16),(3.17),(3.18),(3.19). If we
increase the box Ay, i.e., consider N — oo, then we shall obtain the Green function of
the SRW in Z, see (3.18)) and (3.19). For the centred boxes Ay we may ask about the
fluctuations of the field variable ¢, that is, what is the limit N — oo of

Varvn (QOO) = GAN(O, 0).
AN

By monotone convergence,

o0

lim Gy (0,0) = EO[Z 1S, = 0}}

k=0

is just the expected number if visits of the SRW at the origin. We have learnt earlier that
the variance (number of visits) diverges if the SRW is recurrent (d = 1,2). Asymptoti-
cally, as N — oo,

N ifd=1,

G (0,0) ~
av(0,0) {logN ifd=2.

We therefore call the (Gaussian) random field delocalised if the variance of ¢, grows
unboundedly with the volume, i.e., in dimension d = 1,2. For dimensions d > 3, the
variance remains bounded, and we therefore expect the filed to remain localised close to
its mean value in the limit N — oo, i.e.,

o0

G,y = lim Gay(w.m) =B, [ 3 1S, =y}

k=0

is finite. Thus, for d > 3 and m = 0, given any harmonic function 7 on 7%, there exists
a Gaussian measure ;7 € M;(£2) with mean 7 and covariance matrix GG. The asymptotic
behaviour of the Green functions is derive din (3.19) via the LCLT.
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Proposition 5.17 d > 3, m = 0, and n € Q2 harmonic. Then, for x,y € 77 in the limit
|z — y| — oo,
Qq

v —y|"?

where a is the dimension dependent constant from (3.19).

CoV,n (s, 0y) = (1+o0(1)),

We highlight the connection between SRW and Gaussian random field again by re-
visiting Section Recall the transition probability P(x,t;xq,ty) of the SRW as the
probability that the walker is at x; at time ¢ when he was at x at time t,. Without loss of
generality let ¢y = 0, 9 = 0 and 7 = z and write

1 ~ .
00 — (k) g7,
P, 60,0 = G /BZ Plk, e dk = /BZ ( E’ cos(k; ))

(5.13)
Thus the Green function is

Gr) = ZP(w £0,0) = (Qi)d /B ] (i( Zcos(k; ))) ®) dk

=0 (5.14)
1 1 ,
_ - - i(k,z)
@2 /BZ (1_1/9\(@)6 4"

d
-~ i(k,x 1
k) = p(0, 1)) = =3 cos(hy)
j=1

x€Z4

where

with P = (p(z, y)), yeza being transition matrix of the SRW. For this one needs to justify
interchanging summation with integration and the use of the geometric series. We are
leave this technical details for the reader, alternatively, they can be found in [Spi01] or
[Law96, ILL10].

5.3 Scaling limits



MODES OF CONVERGENCE 95

Appendices

A Modes of Convergence

We shall review in this chapter the basic modes of convergence of random variables. Let
(X,)nen be a sequence of random variables taking values in some metric space (), d), that
is, each X,,: 2 — FE is a measurable map between a given probability space ({2, F, IP) and
the range or target space (F, d) where one equips the metric space E with its Borel-o-field
(algebra) B(FE). Let X be a random variable taking values in (¥, d).

Definition A.1 (always surely or almost everywhere or with probability 1 or strongly)
The sequence (X,),cn converges almost surely or almost everywhere or with probability
1 or strongly towards X if

P( lim X, = X) = P({fw € Q: lim X,(w) = X@)}) = L.

This means that the values of X,, approach the value of X, in the sense that events for
which X,, does not converge to X have probability 0. We write X,, — X for almost
sure convergence.

Definition A.2 (Convergence in probability) The sequence (X,,),cn converges in prob-
ability to X if
lim P(d(X,, X) >¢) =0, for all € > 0.

n—oo

We write X, L5 X for convergence in probability.
Proposition A.3 (Markov’s inequality) Let Y be a real-valued random variable and
f:10,00) — [0, 00) an increasing function. Then, for all ¢ > 0 with f(e) > 0,
E[f o [Y]]

f©
Corollary A.4 (Chebyshev’s inequality, 1867) Forall Y € £2 and ¢ > 0,
Var(Y)

g2

PY]>¢) <

P(JY —E[Y]| >¢) <

By Chebyshev’s inequality the convergence in probability is equivalent to E[d(X,,, X)A
1] — 0 as n — oo. This is related to the almost sure convergence as follows.

Lemma A.5 (Subsequence criterion) Let X, X, X5, ... be random variables in (F, d).
Then (X,,)nen converges to X in probability if and only if every subsequence N' C N has
a further subsequence N" C N such that X,, — X almost surely along N". In particular,
X, 22 X implies that (X,))nen converges to X in probability.

Definition A.6 (Convergence in distribution) We say that X, converges in distribution
to X, if, for every bounded continuous function f: F — R,

Tim E[f(X,)] = ELf].

. d . . . .
We write X,, — X for convergence in distribution.
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Remark A.7 (a) X, 4 Xis equivalent to weak convergence of the distributions.

(b) if X, 4 X and g: E — R continuous, then g(X,,) LI g(X). But note that,

if ¥ = Rand X, LN , this does not imply that E[X,,] converges to E[X], as
g(x) = x is not a bounded function on R.

(c) Suppose E = {1,...,m} is finite and d(x,y) = 1 — 1,—,. Then X, 4, Xifand
only if lim,,_,.. P(X,, = k) =P(X = k) forall k € E.

(d) Let £ = [0, 1] and X,, = 1/n almost surely. Then X, 4 x , where X = 0 almost
surely. However, note that lim,,_, ., P(X,, = 0) = 0 # P(X = 0).
o

B Law of large numbers and the central limit theorem

Definition B.1 (Variance and covariance) Let X,Y € £? be real-valued random vari-
ables.

(a)
Var(X) := E[(X — E[X])?] = E[X?] — E[X]?

is called the variance, and /Var(X) the standard deviation of X with respect to
P.

(b)
Cov(X,Y) := E[(X — E[X])(Y — E[Y])] = E[XY] — E[X]E[Y]

is called the covariance of X and Y. It exists since | XY| < X? + Y2,

(c) If Cov(X,Y) =0, then X and Y are called uncorrelated.

Theorem B.2 (Weak law of large numbers, £2-version) Let (X,,),cn be a sequence of
uncorrelated (e.g. independent) real-valued random variables in £* with bounded vari-
ance, in that v := sup,,.y Var(X,,) < oc. Then for all € > 0

1 « v
JP()— X, — E[X; ‘> )<— 0,
n;( [ ]) =¢ T NE® n—oo
and thus 1/n Z?:l(Xi — E[X;]D 250 In particular, if E[X;] = E[X ] forall i € N,
then
1 n
=3 X, = ELX].
n“
i=1
We now present a second version of the weak law of large numbers, which does not
require the existence of the variance. To compensate we must assume that the random

variables, instead of being pairwise uncorrelated, are even pairwise independent and iden-
tically distributed.
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Theorem B.3 (Weak law of large numbers, £!-version) Let (X,,),cn be a sequence of
pairwise independent, identically distributed real-valued random variables in L. Then

1 n
=" X 5 E[X).
n

=1

Theorem B.4 (Strong law of large numbers) If (X,,),cn is a sequence of pairwise un-
correlated real-valued random variables in £? with v := sup,,cy Var(X,,) < oo, then

1 n
— E (X; — E[X;]) — 0 almost surely as n — oc.
n

i=1

Theorem B.5 (Central limit theorem; A.M. Lyapunov 1901, J.W. Lindeberg 1922,P. Leévy 1922)
Let (X,)nen be a sequence of independent, identically distributed real-valued random
variables in £? with E[X;] = m and Var(X,;) = v > 0. Then,

X —
i 4N, 1).
v

. 1<
S LT

The normal distribution is defined in the following section.

C Normal distribution

A real-valued random variable X is normally distributed with mean y and variance o >
0 if

1 [
P(X > z) = \/ﬁ/ e %7 du,  forallz € R
Yixel x

We write X ~ N(u, 0?). We say that X is standard normal distributed if X ~ N(0, 1).

A random vector X = (X, ..., X,,)is called a Gaussian random vector if there exits an
n X m matrix A, and an n-dimensional vector b € R” such that X7 = AY +b, where Y is
an m-dimensional vector with independent standard normal entries, i.e. ¥; ~ N(0, 1) for
1 = 1,...,m. Likewise, a random variable Y = (Y7, ...,Y,,) with values in R™ has the
m-dimensional standard Gaussian distribution if the m coordinates are standard normally
distributed and independent. The covariance matrix of X = AY + b is then given by

Cov(Y) = E[(Y —E[YD(Y —E[Y]'] = AAT.

Lemma C.1 If A is an orthogonal n x n matrix, i.e. AAT = 1, and X is a n-dimensional
standard Gaussian vector, then AX is also a n-dimensional standard Gaussian vector.

Lemma C.2 Let X and X5 be independent and normally distributed with zero mean and
variance 0* > 0. Then X, + X, and X, — X, are independent and normally distributed
with mean 0 and variance 20°.

Proposition C.3 If X and Y are n-dimensional Gaussian vectors with E[X| = E[Y]| and
Cov(X) = Cov(Y), then X and Y have the same distribution.
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Corollary C.4 A Gaussian random vector X has independent entries if and only if its
covariance matrix is diagonal. In other words, the entries in a Gaussian vector are un-
correlated if and only if they are independent.

Lemma C.5 (Inequalities) Let X ~ N(O, 1). Then for all x > 0,

—_

* 2 CPX > 1) < & —a?/2.

1
22+ 1271 T/ 27

(S

D Gaussian integration formulae

For any a > 0,

/OO e " dz = \/7/a.

o0

Forb € Cand a > 0,

I(b) = / efa/2x2+bm dr — e172/2a /271_/@.

o0

Let A € R™", A = AT > 0 (i.e. all eigenvalues of A are positive), and define C' = A~!
and write (, 1) for the scalar product of ¢, 1) € R".

/ e 2049 T dyp; = @)/ det(A™2) = det(2nC)*.
" i=1
For any J € C" we obtain

/ o3 (P AR+ (J0) H dy; = det(2r(C)zezC7)

i=1

Let C' € R™" be invertible matrix and C' > 0. The probability measure pc € M;(R"™)
defined by

1 e
d — —6_1/2“070 90) d is
Ho(dp) = s l} ¢

is called the Gaussian measure on R"™ with mean zero and covariance matrix C.

The covariance splitting formula. Let C; = C,i = 1,2, be positive invertible matrices.

7

Define C' = C + (5. Then for all F' € L(uc),

/ F(p)pc(dy) = / e, (der) e, (dp2) F'(p1 + ©2)

Rn

:/ e, (do) . pe,([d(p — ) F(p).
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In other words, if C' = C; + (5, the Gaussian random variable ¢ is the sum of two
independent (see above) Gaussian random variables, ¢ = ¢; + (9, and the Gaussian
measure factors, 1.e. (ic = o, @ fe,-

The characteristic function of a Gaussian vector X = (X4,..., X,,) with mean y € R"
and covariance matrix C' reads as

ox(t) = E[eiw—%“vcﬂ . teR™

An R™-valued stochastic process X = {X;: t > 0} is called Gaussian if, for any integer
k > 1 and real numbers 0 < ¢; <ty < --- <}, < oo, the random vector (X, ..., X},)
has a joint normal distribution. If the distribution of (X, ..., X4, ) does not depend
on t, we say that the process is stationary. The finite-dimensional distributions of a Gaus-
sian process X are determined by its expectation vector m(t) := E[X (¢)],¢ > 0, and its
covariance matrix

o(s, 1) == E[(X, — m(s)(X; — m(t))"], s,t > 0.
It m(t) = 0 forall ¢ > 0, we say that X is a zero-mean Gaussian process.

Corollary D.1 One-dimensional BM is a zero-mean Gaussian process with covariance
formula
o(s,t) = s At, s, t > 0.

E Some useful properties of the weak topology of probability mea-
sures

A probability measure © € M;(F) on a metric space (F,d) is tight if for each ¢ > 0
there exists a compact set K. C E such that u(K?) < e. A family (u,,)ner of probability
measures on the metric space (F, d) is called a tight family if the set K. may be chosen
independently of n € I, that is, for all ¢ > 0 there exists a compact set K. C E and
ng € I such that 1, (K%) < € for all n > ny.

Definition E.1 (Weak convergence of probability measures) A sequence (i,,),cn Of prob-
ability measures on a metric space (F, d) converges weakly to p € My(E) asn — oo
if

/ f(@) pp(dz) — / f@)p(dz) forall f € Cy(F)asn — oo.
E E

Lemma E.2 A sequence (ji,)nen of probability measures on a metric space (F, d) con-
verges weakly to 1 € My(E) asn — oo if

lim sup p,(C) < w(C)  forall closed C C F,

lim inf 11,,(O) > (O)  for all open O C E.
n—o0
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The set of probability measures M (E) on a Polish space (E, d) is itself a Polish space.
Note that M (F) C M(FE) is a closed convex subset of the (vector) - space of all finite
signed measures on E. We equip M (E) with the topology generated by sets

{8€m@:| [E f@d(B@) - a@)| <},
where o € M(F), f € C,(F), and r > 0. The norm on M(F) is the total variation norm
lal.. = sup{/ J@a(de): f €GBy with [l <1}, e M(E).
E

The norm ||-||,, is lower semi-continuous on M(£) and therefore certainly measurable on
M(E); and clearly, |-||,,, is bounded on M (E). The Lévy metric on M, (E) is a complte
separable metric, which is consistent (inherited from) with the restriction of the topology
on M(FE) to the closed and convex subset M (FE). Following Lévy and Prohorov, define
the Lévy metric as

d(a, v) == inf{é > 0: a(F) < v(F®)+0 and v(F) < a(F®)+6 for all closed F C E}

a, v € My(F), where F'® is defined relative to a complete metric on F, that is, F'®
is the open d-hull of F. Since it is clear that d(c, ) < | — v||,,,, all that remains to
show is that the Lévy metric d is compatible with the weak topology in Definition[E.T|and
Lemma and that (M(FE), d) is a Polish space. To show this one uses the tightness
criterion, Lemma [E.2] (the upper bound), and the following: Suppose that F C Cp(E) is a
set of uniformly bounded test functions which is equicontinuous on every compact subset
of E. Then the weak convergence «,, = v implies that

sup{]/ f(x)an(dx)—/ f@)v(dx)|: f € F} — 0asn — oc.

This is the content of the following lemma which is proved in the book by Billingsley on
Convergence of probability measures.

Lemma E.3 (Lévy & Prohorov) The Lévy metric d (defined above) is compatible with
the weak topology on My (F), and (M(F),d) is a Polish space.

We will frequently use the following dual space for M(F) (note that M;(F) is not a
vector space).

Lemma E.4 The duality relation

(.)€ Co(E) x M(E) / J(@) v(da)
E

determines a representation of M* as C,(F).

Theorem E.5 (Prohorov) Let (E,d) be a Polish space, and let T' C My (E). The T is
compact iff T is tight.
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We shall need some version for the path space £ := C([0, 1]; R).

Proposition E.6 Let (11,,),cn be a sequence of probability measures on C([0, 1]; R) which
converges weakly to . Let A be a Borel set in C([0,1];R) with (0A) = 0. Then
pn(A) = p(A) as v — .

We need an adaptation of Prohorov’s theorem suited to the path space C([0, 1]; R),

Theorem E.7 Let (11,)nen be a sequence of Borel probability measures on C([0, 1]; R)
with the following two properties:

(a) The finite dimensional distributions converge. That is, forany 0 < t; <ty < --- <
tm <1, m € N, there is a measure ji,m) € M1(R™) so that, as n — o0,

/f(w(t1),---7w(tm))un(dW)—>/ f@r, .o wm) oo (da) for all f € C(R™).

(b) (kn)nen is tight.

Then, there is a probability measure p on C([0, 1]; R) so that i, — p weakly as n — o0,
and the finite dimensional distributions of |1 are the [i;om).
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