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Exercise 13: [Finite state Markov chains] Let E be finite set and P = (p(x, x))x,y∈E
be a stochastic matrix. Recall that the empirical measure of the Markov chain (Yk)k∈N
associated with P satisfies the large deviation principle with rate function given by the
Perron-Frobenius eigenvalue, i.e., I(q) = supλ∈R|E|{〈λ, q〉 − log ρ(Pλ)}. Recall that this
rate function equals the function J in the lecture, that is,

J (q) =

supu�0

{∑
x∈E qx log ux

(uP)x

}
, q ∈M1(E),

+∞ , q /∈M1(E),

where u� 0 means that the supremum runs over all u : E → (0,∞).

(a) [10 points] Find a maximiser of the variational problem defining J .

(b) [15 points] Show that the function J is a rate function and that J is strictly
convex and continuous on M1(E).

Exercise 14: [Computation - Finite state Markov chains]
[25 points] Let the stochastic matrix

P =

(
p 1− p

1− p p

)
be given. Compute J (µ) for µ ∈M1(E).

Exercise 15: [Mogulskii’s theorem - concentration bound] In the setting of
Mogulskii’s theorem consider an i.i.d. sequence (Xi)i∈N of Rd-valued random variables
Xi with law µ ∈M1(Rd) such that

Λ(λ) = logEµ
[
e〈λ,X1〉] <∞ , for all λ ∈ Rd .

(a) [15 points] Show that

lim
N→∞

1

N
logP

(
|X|1 ≥ N

)
= −∞ .

(b) [5 points] Decide if (a) holds when Λ(λ) =∞ for some λ ∈ Rd.

(c) [10 points] Show that (a) fails in d = 1 for independent, exponentially distributed
numbers, X1 ∼ Exp(α).



Exercise 16: [Mogulskii’s theorem]
[20 points] Show that Mogulskii’s theorem from the lecture can be extended to the laws
νε, ε > 0, of

Yε(t) := ε

b tεc∑
i=1

Xi , 0 ≤ t ≤ 1 ,

where the law µN (and ZN (t)) in the lecture correspond to the special case of ε = N−1.
The rate of the corresponding large deviation principle for the family (νε)ε>0 is ε→ 0.
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