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Lecture 1

Introduction

Subject of this course are some problems that are central to numerical linear algebra and occur
in many applications.
Systems of Linear Equations (SLE)

Given A e C™" be C"
find x € C" such that Az = b.

Lots of theory has already been provided in courses on linear algebra such as solvability (non-
singular matrices), characterisation of linear maps (Jordan canonical form).

Least SQuares problems (LSQ)
Given A € R™* ™ b e R™ (typically m > n)
find 2 € R" such that ||Az — b2 is minimal.

Example: Regression (linear). Given points (&;, y;)7", find a linear function £ — x1 + x2£ such
that

g(z) == (i (z1 4 228 — yi)2>1/2 is minimal.

i=1

In this case,
I & (7

1 fm Ym



LECTURE 1. INTRODUCTION

EigenValue Problems (EVP)

Given A € C™*"
find (z,\) € (C™"\{0}) x C such that Az = A\z.

Sometimes, an eigenvector or an eigenvalue may be known, and the goal then is to compute the
corresponding eigenvalue or, respectively, a corresponding eigenvector.

Example: We consider a highly simplified weather model (available as supplementary recording
here). We distinguish only two states: sun and rain. If one day’s weather is s then the next
day’s weather is

e s with probability p € (0,1),
e 7 with probability 1 — p

Similarly, there is a probability ¢ € (0,1) for no change of state r and 1 — ¢ for a change from r
to s.

1_

P, (s) @Qq

l—q

Let us denote the actual state by a vector u € R? such that (1,0) corresponds to s (i.e., we
associate state s with index 1) and (0,1) corresponds to r (associate r with index 2). Let us
furthermore introduce the probability matrix P = (pi,j)%jzl where p; ; denotes the probability
that the system being in state ¢ changes to state j, i.e.,

P:( p 1_p>.
1—-q ¢

Multiplying the actual state with P from the right then yields a vector of probabilities for the
next day’s state, for instance if we start with a sunny day, (9 := (1,0), then

1—
n®P =(1,0) < P . p) = (p,1—p) = p

1—gq

indeed contains the correct probabilities for s and r. The nice thing about this notation is
that we simply may go on multiplying with P from the right to obtain the probabilities for the
subsequent days, for instance

p® =P =p*+1-p)1-q),p1—q) +(1-p)

contains the probabilities for s and r on the second day, and
ROy M(k—l)p< — M(O)Pk) (1.1)

the probabilities for the k*" day.


https://web.microsoftstream.com/video/7a3d7fe4-1c93-4324-95ec-4bef4ada853b

LECTURE 1. INTRODUCTION

Experts will recognise this iteration as a discrete Markov chain. In applications, one often is
interested in stationary distributions 7 satisfying

m=aP, mw >0Vi, Zmzl
i

which means that 7 is a left eigenvector of P for the eigenvalue 1. In fact, 1 always is an eigenvalue
of such probability matrices so the goal is just to compute a corresponding eigenvector. And of
further interest is when Markov chains often converge to such stationary states.

We will see such type of iterations as the Markov chain (1.1) again in a slightly more general
context of the so-called power iteration. Apart from the convergence, another questions imme-
diately arising is how long one has to iterate in order to obtain an acceptable approximation to
a stationary state (as this is an iterative method one will not expect to get an exact solution).

Aims and Objectives

The general goal is to understand the mathematical principles underlying the design of algo-
rithms for the previously mentioned problems in linear algebra, and their analysis with respect
to accuracy and cost.

At the end of the module you will familiar with concepts and ideas related to:

e diverse matrix factorisations

— to obtain analytical results,

— as the theoretical basis for designing algorithms,
e assessing algorithms with respect to computational cost (efficiency),
e error analysis, splitting up into

— conditioning of problems,

— stablity of algorithms,

differences in the analysis of direct versus iterative methods.



Lecture 2

Gaussian Elimination

Problem: Given A € C™*™ and b € C" find x € C" such that Az = b.
Observation: If A = (a;;);;_; is (upper) triangular, i.e.,

a/171 DY DY al’n
0
A=
0 0 ann

then the x; can be recursively computed as follows:

last row : ATy = by = Ty = by /ann,
rown—1: Ap—1,n—1Tn—1 + Gn—1nTn = bp—1=> Tp_1 = (bnfl - anfl,nxn)/anfl,nfly
n
first row: o= ap = (b — E ai;xj)/ai.
j=2

Algorithm 1 BS (backward substitution)

input: U = (u;;)7;_; € C"*" upper triangular, u;; # 0 for alli =1,...,n, b= (b;);L, € C".
output: 1z € C™ solution to Uz = b.
L &y = by /unp
2: fori=n—1to1ldo
3: h:=0
4: for j=i+1tondo
5 h:=h+u;jx;
6: end for
7 €T = (bz — h)/um
8: end for

The algorithm is also discussed as part of a recording here.
Assume now that A is an arbitrary matrix.
The following operations do not change the solution space:

e multiplying an equation with a number r € C\{0},

4


https://web.microsoftstream.com/video/8f21ba31-fd9f-42af-99be-b06e36c3fd09

LECTURE 2. GAUSSIAN ELIMINATION

¢ adding an equation to another equation.

Idea: Use such operations to transform A into a triangular matrix.

Example:
2 11 4
A=14 3 3|, b=1]10
8 7 9 24
2r1 + To + xr3 = 4
~ 4z + 3xp 4+ 3z3 = 10
8r1 + Txog + 9x3 = 24
multiply the first equation with —2 = —a271/ a1,1 and add to the second equation,

multiply the first equation with —4 = —a31/a;1,1 and add to the third equation,

21 4+ w2 + r3 = 4
~> 0 + z2 + 3 2
0 + 322 + dx3 = 8

multiply the second equation with —3 and add to the third equation,

2r1 + x9 + x3 = 4
~> To + x3 = 2
0 + 2%3 = 2
Now, use BS to compute the solution = = (1,1,1)7.
Observation: The first step corresponds to multiplying Az = b with

1 00
L1 = -2 10
-4 0 1

from the left:

I~/1A£C = —2
—4

0 1
1 3
0 7
Lib= —2 1 0
-4 0 1

Similarly, the second step corresponds to a multiplication with

W =

0 2 1
0 4 3lx=
1 8 9

O DN W~ S O N

1 0 0
Ly:=10 1 0
0 -3 1

A matrix A = (a; ;) € C*™*™ is unit lower triangular if

1. aiijOif1Si<j§n,

2. a;;=1foralli=1,...,n
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Lemma 2.1. [5.1] (a) Let L € C™*™ wunit lower triangular with non-zero entries only in column
k. Then L™ is unit lower triangular with non-zero entries only below the diagonal in column k
with entries

(L Yix=-Lig, i=k+1,...,n

(b) Let L, M € C™*™ be unit lower triangular , k € {1,...,n}, and

L has non-zero entries below the diagonal only in columns 1,...,k,

M has non-zero entries below the diagonal only in columns k+1,...,n.
Then LM is unit lower triangular with

L; ; if j <k,

LM);: =
( Jis {MM else.

Proof. Exercise. O

Consequence:

(L)~ =

IS NI

S = O

— o O
|
&

i 100
(Ly) ™t := 10 1 0] =: Lo,
03 1

and we see that B B ) o
A= (L) ' [hWA=Li(Lo) 'Lyl A = L1 LU = LU

with

The matrix A is factorised into a unit lower triangular matrix L and an upper triangular regular
(non-singular) matrix U. Given this, we may solve Ly = b by forward substitution (exercise,
formulate this in analogy to BS) and then Ux = y by BS in order to compute the solution to
Ax =b.



Lecture 3

LU factorisation

The j** principal sub-matrix of A € C"*" is given by (Ajkg =agy, k,1=1,...,].

Theorem 3.1. Let A € C"*™,

(a) Assume that Aj is invertible for all j = 1,...,n. Then there is a unique factorisation
A = LU with L unit lower triangular and U regular and upper triangular.

(b) If A; is singular for some j then there is no such factorisation.

Proof. (a) Proof is based on induction, similar proofs will follow — Exercise.
(b) Assume that A = LU exists but A; is singular. In block form:

A (An A12> _ <L11 0 > <U11 U12> _ <L11U11 *)
Ay Ago Ly Lo 0 U * *
with A1 = Aj, and since Ly is unit lower triangular and Uy is regular and upper triangular,
Aj = L11Uyy is the LU factorisation of A;. But then

det(Aj) = det(LHUu) = det(LH) det(Un) #0
=1 #0

in contradiction to the singularity of A;. O

Algorithm 2 LU
input: A= (aij)Zj:I € C™" with det(Ag) #0, k=1,...,n.
output: L € C™™™ unit lower triangular, U € C™*™ upper triangular and regular with A = LU.

1: U=A,L=1.
2: fork=1ton—1do

3: forj=k+1tondo
4: lj,k = uj,k/uk,k

5: Uj k= 0

6: fori=k+1tondo
& Uji 2= Ui — L kU
8: end for

9: end for

10: end for
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We have uy, 1, # 0 in line 4:
After k — 1 steps we have the matrix

* * * *
0
U(kil) * * _ L(k*l) 71A
0 0 wuprp * *| = )
0 0 * ok *
o --- 0 * * e %

with L* =1 unit lower triangular. Therefore

e det(UF V) = det(@F ) = det(LFD) 1) det(Ag) # 0
—_—————
=1
since det(Ay) # 0 by assumption. Hence uy , # 0 and we can divide in line 4.

Example:
0 01
A=11 10
0 21

is regular since det(A) = 2 but A; = 0 and Ay both are singular.
Idea: Permutation of the rows of A, o : (1,2,3) — (3,1,2), which is equivalent to a multiplication
with the permutation matrix

010 1 10
P=|0 0 1), PA=|0 2 1
1 00 0 01

and PA has regular submatrices. In fact, as PA is upper triangular, the LU factorisation is
obtained by setting U = PA and choosing L to be the identity.

Definition 3.2. P € C"*" is a permutation matrix if every row and every column contains
n —1 zeros and 1 one.

We may write P = (eg(1); €5(2); - - - » €o(n)) Where e; is the 4t vector of the standard basis of C™.
With 7 = o' we also may write

This means that if we write
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with the row vectors a; € C™ then
— arqy —
PA = :
— On) —
hence, a multiplication with a permutation matrix from the left exchanges the rows according

to the associated permutation. Similarly, a multiplication with a permutation matrix from the
right exchanges the columns.

Theorem 3.3. Let A € C™" be regular. Then there are a permutation matrizc P € C"*",
L € C™™ unit lower triangular, and U € C™*™ upper triangular with PA = LU.

Proof. (Recording available here) By induction on n. The case n = 1 is trivial as one just has
to choose P=L=1and U = A.

Let n > 1 and assume that the assertion is true for n — 1. Choose a permutation matrix P; such
that a := (P1A)1,1 # 0. Such a matrix exists because A is regular, whence the first column of A
will contain a nonzero entry. We write

a u* 1 0\ [fa u*
A= (0 5)= (0 )G )
where ,u € C=D*1 y* is the adjoint of u, and A = B — élu* e C(=Dx(=1)  The matrix A
is regular since

1 0 a u* P
0 # det(P1A) = det <C1Ll I) det (0 /~1> = adet(A).
=1

By the induction hypothesis there are P (permutation), L (unit lower triangular) and U (regular
upper triangular) with PA = LU. Therefore

b= <11z ?) <(1) <P>01i> (3 5)
—_——

N—_——
=:L
-1
1 0
~ PA=L
> (o o) PA-w

=:P

where P is a permutation matrix and L and U are of the desired structure, too. 0


https://web.microsoftstream.com/video/5f6dac06-7a1d-4344-b1b6-bbd584e34272

Lecture 4

Gaussian Elimination with Pivoting

Before step k:

* * * *
0

1) * *
0 0 Uk k * *
0 0 *  x *
o --- 0 * * e *

and we have a problem if the pivot uy j is zero.
In fact, a small uy ; is undesirable as it leads to stability problems — will see this later on.
There are basically two strategies to overcome this problem.

1. GEPP, Gaussian Elimination with Partial Pivoting: Swap rows to maximise |uy, ;| among
the entries w; , | =k, ..., n.

2. GECP, Gaussian Elimination with Complete Pivoting: Swap rows and columns to max-
imise |ug | among the entries w;,, I, m =k,..., n.

In the following we will only consider GEPP since, in practice, partial pivoting usually is
sufficient and the gain in stability due to complete pivoting negligible.

With an appropriate permutation matrix Py that realises the swap of the rows we then compute
Uk = IN/kPkU(k_l) so that in the end

U=Ly, 1Py L1 PA. (4.1)

The permutation associated with P, exchanges | with some number i; > [ and leaves the other
entries unchanged,

(L. =100+, i =L +1,. ) = (1, 0= 1+ 1, i — 1,04 +1,...,n).

10
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For some k < [, consider the unit lower triangular matrix

0

Observation:

PMP = | Lt

0 - 0 mpr 0 o oo oo oo 01
As a consequence, the matrix
) = nfl"'Pk+1I:kP;;+11"'P{_11

has the same structure as Lj but just the entries in column k below the diagonal are permuted.
Since
LiPov- Pop1=Pp1- PeyrLy

we obtain from (4.1) that

U=L - L\Pp1-PlA = LU=PA
———

————
=L-1 =P

which is a factorisation of the desired form.

11
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Algorithm 3 LUPP
input: A= (a;;);';—; € C"" regular.
output: L € C™" unit lower triangular, U € C"*"™ regular upper triangular, P € C"*"
permutation matrix with PA = LU.
. U=AL=1,P=1
2: fork=1ton—1do

3:  choose i € {k,...,n} such that |u, | is maximal
4:  exchange (ugp, ..., Ukyn) With (Wi, ..., uin)
5. exchange (Ig1,.. .,k k—1) with (L, ..., lig—1)
6:  exchange (pg1,-..,Pkn) With (pi1,...,Din)

7. forj=k+1tondo

8: ljyk = uj,k/uk,k

9: Uj k= 0

10: fori=k+1tondo

11: Ujq = Ujq — lj’kuk,i

12: end for

13: end for

14: end for

A more elegant variant of the algorithms stores the permutation in a vector of length n initialised
with the numbers (1,...,n) that finally contains the permutation 7 associated with P, i.e., the
i" entry of that vector contains 7(i). See example below.

Algorithm 4 GEPP (Gaussian elimination with partial pivoting)
input: A € C"™" regular, b € C".
output: =z € C"” with Az =b.

1: find PA = LU with algorithm LUPP

2: solve Ly = Pb with F'S

3: solve Ux = y with BS

Example: Consider

-2 2 0 0 0
2 -4 1 1 0
A= 0 4 -2 0}’ b= 2
1 1 0 1 3

and execute GEPP. In what follows considering the structure and properties of sign operations
when using lower /upper triangular matrix operations will become useful.

Step 1, computation of the LU factorisation with LUPP.

The last vector will contain the permutation m:

1000 2 2 0 0 1
L 0010| Y 0o 4 -2 0| 7 3
000 1 1 1 0 1 4

Apparently, 2 = |U1(?1)] > max;>1 |U ;701)\, hence we need no permutation. One elimination step

12
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leads to
1 00 0 2 2 0 0 1
w_|-1 100 w_|0o -2 11 w_ |2
L o 0o10| Y 0 4 -2 0 T 3
-3 00 1 0 2 0 1 4

Now, 4 = ]U?E}2)| > Max;>2 |U](12)|, hence we permute rows 2 and 3:

1 000 -2 2 0 0 1
Wy _ |0 100 Wy _| 0 4 =20 @ _ |3
(L) 101 0| @ 0 -2 1 1 T 2
-3 00 1 0 2 1 4
The next elimination step yields
1 0 00 -2 2 0 0 1
@_ |0 1 00 @_|0 4 -20 @ _ |3
L 9 r1o| Y o0 o 1|7 2
-3 3 01 0 0 1 1 4

U (13)|, hence we permute rows 3 and 4:

We have that 1 = |U£13)| > max;>3 |U;

0
0 @)y _
0

_ o o O
S O =N
N =~ W

No further elimination step is required as (U (2))’ already is upper triangular. Hence

1 0 00 -2 2 0 0 1
@_|0 1 00 @_|0 4 -20 3 _ |3
L 111 o] Y o0 1 1| T 4

-1 -3 01 0 0 0 1 2

One may now check that LU = PA with U = U®), L = L) and

o O O
_ o O O
o O = O
o= O O

which is the permutation matrix associated with = = 7(3),
Step2, solving Ly = Pb. We have that

€r(1) b bx(1)
Pb = : :

Er(n) - br(n)

which indicates how the action of the permutation matrix P on a vector can be computed given
the associated permutation 7. In our example, the solution is y = (0,2,2,1)7.

Step3, solving Uz = y.

One can check that = = (1,1,1,1)7 which indeed is the solution to Az = b.

13



Lecture 5

Matrix Norms, Part I

Some remarks on norms and inner products first.

A vector norm on C" is a map | - || : C" — R with
1. |jz|| > 0 for all z € C™ and ||z|| = 0 if and only it x = 0,
2. ||laz|| = |a|||z| for all « € C, x € C™,
3. ||z +yl < x|l +||y|| for all z,y € C".

Theorem 5.1. All norms on C" are equivalent, i.e., given norms || - ||o and || - ||y, there are
constants 0 < ¢1 < o < 0o such that

allzlla < [zl < coflzlla Vo e C.
An inner product on C" is a map (-,-) : C" x C" — C with

1. (x,x) € RT for all z € C", and (x,x) = 0 if and only if z = 0,

o

(z,y) = (y,z) for all x,y € C",

b

(x,ay) = afx,y) for all « € C and z,y € C",

=~

(x,y + 2z) = (z,y) + (x, 2) for all z,y,z € C".
Examples:

o p-norm: ||z, := (3, [x:]P)/P for p € [1,00),

e maximum-norm: ||z|o := max; |z,

e standard inner product: (z,y) := ), Tiy;.
Lemma 5.2. [1.5] (Cauchy-Schwarz) We have that

|z, y)* < (w,2)(y,y) Va,yeC"

with equality if and only if x = ay or y = ax for some a € C.
Lemma 5.3. [1.6] Given an inner product (-,-,),
x =/ (x, )

is a norm on C™.

14
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Given A = (aky), e, € C™*", the adjoint A* € C"*™ is the matrix with entries (A*);; = a;;.
A vector € C" can be considered as an n x 1 matrix allowing for the notation z* € C!*".

Then
Y1

n

iy = (Tl Tn) = Zfly@ = (z,y).

Un i=1
We also write
zy" = (2i;); e =z ®F € C
moreover,
(Az,y) = (Az)"y = 2" A"y = (x, A™y)
for all A € C™*" 2z € C" and y € C™.
Some further definitions:
1. Q € C™*™ is unitary if Q*Q = I,, € C™"*",
Q € R™*" is orthogonal if Q7Q = I,, € R"*".

2. A € C™*" is Hermitian if A* = A,
A € R™" is symmetric if AT = A.

3. A Hermitian matrix is positive (semi-)definite if

(x,Az) =2"Az >0 (>0) Vo € C"\{0}.

(@ being unitary means that the columns are orthonormal. In the case m = n we have that
Q™' = Q* and also QQ* = I.
Theorem 5.4. For any unitary QQ € C™*"
(Qz, Qy) = (z,y), Qx[2 = [lzll2,  Va,yeC"
Proof. Exercise. 0
One can also show that if A € C™"*" is positive definite then
(x,y)a = (x, Ay) is an inner product, (1.4)

lz|la := v/(z,x)4 is a vector norm. (1.5)

We can consider C"™*" as a C vector space of dimension mn; possible norms:

| Al|max := HZJ%X |ai,j\ maximum norm,
9.
1/2
| Al F = Z |ai,j|2 Frobenius norm.
i?j

Another way of assigning a norm to a matrix is the operator norm: Given norms || - ||z on C™

and | - |5 on C" define

|| Az|
zeCn\{o} ||z

m_

IA]

max || Ax||s,.

() = =
Ao lalla=t

15



LECTURE 5. MATRIX NORMS, PART 1

Definition 5.5. [1.25] A matriz norm on C"*"™ is a mapping ||-|| : C"*™ — R with the properties
1. ||A]| > 0 for all A € C™*™, and |A|| =0 if and only if A =0,
2. ||aA| = ||| A]| for all « € C, A € C™*™,
3. |A+ B| < ||A||l + ||B]| for all A,B € C"*",
4. |AB|| < [|A||||B]| for all A, B € C™*™.

The last condition makes the difference to a vector norm. It means that the norm is compatible
with the matrix-matrix product.

Definition 5.6. [1.26] Given a vector norm || -||, on C", we define the induced (operator) norm
I+ [lm on C™™ by

._ | Az||, _
[Allm = max max || Az|l,.
reC\(0} [zl fzllo=1
Theorem 5.7 (1.27). The induced norm || - ||m of a vector norm || - ||, is a matriz norm with

| In||m =1 and
|Az]ly < |Allm|z]l, VA€ C™™ zeC.

Proof. (Recording available here) Clearly [|Al/,, € R and > 0. We have

Az},
(e

which shows the first point. For the second point we observe that

[Allm =0 <

=0Vz € C"\{0} & [|Az|l,=0Vz eC" & A=0

| Allm = max [eAzll, = max |af|[Az], = |af max [[Az(l, = |of]|Alm,

llzllo= llzllo= ll]lo=

and similarly the third property can be deduced from the corresponding property of the vector
norm:

1A+ Bllm = e (A + B)zll, < hax Az, + | Bz].)

‘ |’U_ H’U_
< | ax, [Az|l» + hax, |B|ly = || Allm + | Bllm-
z|[v=1 v=1

Clearly |1yl = max)g), =1 [[Inz]|» = 1, and for any y € C"\{0}

HAwII [Ay|l
[Allm = - > = = Ayl < I Allmllylle-
o Tzl = Tl

Using this we can show the submultiplicativity, the fourth property of matrix norms:

IABllm = max [|ABz], < max [[Allm|Bzlle = [Alm max [[Bzlly = [Alm]Blm

|z[lo=1 lzllo=1 flzllo=1
O
Some remarks:

e We will use the same symbol / subscript for a vector norm and its induced norm, e.g. ||z||2

and ||Alf2.

16
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LECTURE 5. MATRIX NORMS, PART 1

e Not every matrix norm is an induced norm.

Exercise: Find an example. Hint: ||I,|| = 1 does not have to be fulfilled.
o |[z|" :=||Ax]| is a vector norm if A is invertible. Theorem [1.27] yields
=il < 2l < 1Al
——||z]| < ||z|” < x|
[ A=

Exercise: Show these inequalities.

Theorem 5.8. [1.2] The matriz norm induced by the infinity norm is the maximum row sum

n

4l = e 3ol A€
]:

Proof. For any z € C"
Ao = mae | D ai | < mase 3 ol < max D ag
j J J
To show the other inequality let k € {1,...,n} be the row index with maximal sum,
m?XZ |la; ;| = Z |lag ;|-
J J

Define x € C" by

- ‘gl lf CL].CJ' 7& 0,
! 0 else.
Then ||z||cc =1 and

ak; ak,-
JAlloo > [1Alloe = max| Y ais o] = [ Y ars | = Y gl = max Y Jaigl.
S j @] j "

)] |ak7j|

O

Theorem 5.9. [1.29] The matriz norm induced by the 1-norm is the mazximum column sum,

n

[A[l1 = |4 |oo = 1I%a<xnz la;j|. AeC™m
T =1

17



Lecture 6

Eigenvalues and Eigenvectors

Given A € C™™, X is an eigenvalue of A if there is a x € C"\{0} such that Az = x .
Characteristic polynomial: pa(z) = det(A — z21).

A is eigenvalue if and only if ps(A) = 0.

Algebraic multiplicity of an eigenvalue A: largest integer ¢ such that (z — \)? is a factor of p4(2).
Geometric multiplicity of an eigenvalue A: dimension r of the kernel of A — AI.

Simple eigenvalue: r = g = 1.

Example:
2 000
01 00
4= 0 0 1 1
0 0 01
has pa(z) = (2 — 2)(1 — 2)3. Eigenvalues A = 1: Algebraic multiplicity ¢ = 3, geometric
multiplicity » = 2 since the kernel of
1 000
0 00O
A=A=10 0 0 1
0 00O

is two-dimensional.
Theorem 6.1. r < gq.
Definition 6.2. The spectral radius of A € C"*™ is
p(A) = max {|\| | X eigenvalue of A}.

Similarity transformation: B = X AX ! with regular X € C™"*™.

Theorem 6.3. If B € C™*" is similar to A € C™*" then A and B have the same eigenvalues
with the same multiplicities.

Definition 6.4. A matriz A € C™*" is normal if it has n orthogonal eigenvectors.

Normal matrices can be diagonalised: Let @ := (q1,...,qn) with ¢; orthonormal eigenvectors,
hence @ is unitary. Then AQ = QA with A = diag(\1,..., \,) where the \; are the eigenvalues
corresponding to the ¢;. Hence

A=QAQ™ = QAQ"

18



LECTURE 6. EIGENVALUES AND EIGENVECTORS

i.e., A is similar to a diagonal matrix.
Further consequence:

ATA = QN QTQAQ™ = QATAQ" = QAN Q" = QAQ"QA™Q™ = AA™.

We will see below that normal matrices indeed can be characterised by this relation! To see this,
we need

Theorem 6.5. [2.2] Given A € C"*", there is a unitary Q € C" " and an upper triangular
T € C™™ such that A = QTQ*.

Proof. By induction on n. In the case n = 1 we clearly may choose Q =1 and T' = A.

Let n > 2. By the fundamental theorem of algebra, the characteristic polynomial of A has a
zero A\ and, hence, an eigenvalue. Let y; denote a corresponding eigenvector with ||y1]]2 = 1 and
extend it by {y2,...,yn} to an orthonormal basis of C™.

Setting U := (y1,...,yn) € C" ", the identity Ay; = \y; leads to

AU =U (3 }l) with some r € C"~ 1, A e C(n=Dx(n=1),

Using the induction assumption, there is a factorisation A = VTV* with upper triangular
T € Cv=Dx(=1) and unitary V e C»=D*(=1)  Therefore,

A r* . 1 0 AV /1 0 «
A_U(o VTV*)U _U<o V) <o T><o V*)U'

/

=Q =T

Observing that @ is unitary since U and V are, this factorisation is of the desired structure. [

Theorem 6.6. [2.3] If A € C"*" satisfies A*A = AA* then there is a unitary @ € C"*™ and a
diagonal D € C™™ such that A = QDQ*.

Proof. We have from Th. [2.2] that A = QT'Q* with T upper triangular. We will show that T’
is diagonal.

Since QT*TQ* = QT*Q*QTQ* = A*A = AA* = QTQ*QT*Q* = QTT*Q* we obtain T*T =
TT*. Therefore

n

n %
(T*T)ii = (T)inThi =Y ThiTei= > Tk
k=1 k=1

k=1

2 (1)

where we used that T is triangular in the last identity. Similarly,
n
(TT*)ii =Y |Tinl* (*2)
k=1

We now show by induction on ¢ that the off-diagonal entries of T vanish.

For i = 1 we get from (x1) and (%) that |71 1]*> = >_¢_; |T1,/* from which we conclude that
Typ,=0fork=2,...,n.

Let now ¢ > 1 and assume that T}, ; = 0 for 1 < k <4 —1 and all j > k. We need to show
that T;, = 0 for K =4+ 1,...,n. Since, in particular, T}, ; = 0 for £ = 1,...,7 — 1 we obtain
from (1) and (%) that |T;;> = >}, |T; x* from which we can conclude that indeed T;; = 0
fork=i+1,...,n. O
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LECTURE 6. EIGENVALUES AND EIGENVECTORS

The proofs of the following two statements are left as exercises:

Theorem 6.7. [2.4] If A € C"*" is Hermitian then there is a unitary Q and a real A € R™*"
such that A = QAQ*.

Lemma 6.8. [2.5] A € C™ " positive definite. There is a positive definite AY? € C™ " (the
square root of A) such that A = A2 A2,

Video material covering statements 6.3, 6.7 and 6.8 can be found here.
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Lecture 7

Matrix Norms, Part 11

Theorem 7.1. [1.30] For any matriz norm || - ||, A € C"*", and k € N
p(A)* < p(A%) < ||A%) < |l 4|

Proof. (Recording available here) Let B := AF. If \ is an eigenvalue of A then A* is an eigenvalue
of B which implies the first inequality. The third inequality is a consequence of matrix norms
being sub-multiplicative. To prove the second inequality, let u be the eigenvalue of B such that
p(B) = |ul], let x € C*\ {0} be a corresponding eigenvector and set X := (z,...,z) € C"*".
Then

IBIIXI = [BX] = laX | = |l X]| = o(B)IX|

from which we get the second inequality after dividing by || X]|. O

The inequalities in the above theorem become equalities if the matrix is normal and we use the
matrix norm induced by the Euclidean norm:

Theorem 7.2. [1.31] If A € C™*™ is normal then p(A) = ||A|]Y for all ] € N.

Proof. Let x1,...,x, be an orthonormal basis of eigenvectors of A corresponding to the eigen-
values A1, ..., A\, where w.l.o.g. p(A) = |A\1|. For any z € C" we can write

n n
e=> ajuy with aj = (zj,2)2 = |zl = |ayl®
j=1 =1

We have as well that

n n
Az = Zaj)‘j‘rj = ||ACC||% = Z ’)‘jaj|2‘
i=1 =1

Therefore Six 1 S 1o
sl _ SilooP Syl IE
= >~ = 1
113 225 lel? 225 legl?
from which we see that ||A|l2 < |A1]. Together with Theorem 7.1 the assertion follows. O

A result for non-square matrices:

Theorem 7.3. [1.32] For all A € C™*" the equality || A||3 = p(A*A) holds true.
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LECTURE 7. MATRIX NORMS, PART II

Proof. The matrix A*A is Hermitian, hence normal, and by Theorem 7.2

p(A*A) = ||[A*Allz = max ||A*Az|; = max ( max |<y,A*Ax)‘) (%)
llzll2=1 lzll2=1 " llyll2=1

where we used a duality argument® for the last identity. On the one hand,

(x) > max |[(z,A*Az)| = max |[(Az, Az)| = max |Az|3 = ||A|3.
[lell2=1 llzfl2=1 llell2=1

On the other hand, using Cauchy-Schwarz

(x) < max ( max ‘(Ay,Aa:)’) < max ( max [Ayllz]|Az]2)

[zll2=1 " llyll2=1 zll2=1 " [lyl2=1
2
= (| max [[Az|s)( max [Ayll2) = [[A]3.
lzll2=1 lyll2=1

°We will not lean heavily on duality as part of the module, but some knowledge thereof could
become useful in other contexts. As a quick introduction (you can find more in Section 1.3 of
Stuart & Voss): Given a norm | - || on C", the pair (C",|| -||) is a Banach space (a complete
normed vector space) B. The Banach space B’, the dual of B, is the pair (C",|| - ||p/), where
||| pr = maxy=1 [{z,y)|.- The usage of max here implicity relies on the fact that a continuous
function on a closed, bounded set achieves its maximum value. O

Exercise: Use the above theorem to show that ||[UA||2 = ||A||2 = ||AV||2 for all unitary matrices
UeC™™ and V e C"*",

0-Jordan canonical form

For any A € C™ ™ there is an invertible S € C"*" and a J € C™ " such that A = SJS~! where

J is a Jordan matrix, i.e., denoting by A1, ..., A; the eigenvalues of A, J is of the form
Iny (A1) 0 e 0
J— 0 Iy (A2) :
' 0
with d-Jordan blocks
N6 0 0
o . . . :
JuN)=1: . .
0 - - 0 N

This corresponds to the standard Jordan canonical form except that the 1s in the first off-
diagonal are replaced by ds. But recall that the off-diagonal elements serve to characterise the
dimensions of the eigenspaces and stand for discrete information whence we may represent this
information by a number different from 1. In fact, one can derive the above d-Jordan canonical
form from the usual one by an appropriate similarity transformation (Exercise).

Later on, we will pick an arbitrary small § and use the following lemma which says that the
spectral radius is no matrix norm but can be approximated by matrix norms.
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LECTURE 7. MATRIX NORMS, PART II

Lemma 7.4. For any A € C"*™ and 6 > 0 there is a vector norm || - ||s on C™ such that the
induced norm fulfills p(A) < ||A|ls < p(A) + 9.

Proof. The first inequality is true by Theorem 7.1.
Let A = SgJ(;S(;_l be the factorisation such that Jjs is the d-Jordan canonical form and define
the norm || - ||s by

lzls := 1S5 2o, @€ C"
Then
A
| Alls = mape 1221
o s
155" Ao

w20 ||S5 e lo

and inserting y = S(;_lx this is

_ 1551 ASsyl

55370 ||Ylloo
1759 00

v [[Ylleo

= [[Jslloo

and recalling that || - ||oc is the maximum row sum we obtain that this is

= mgxz ()i
J

< max |\ + 6

=p(A)+6

where we used the special structure of Js for establishing the inequality. 0
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Lecture 8

Floating point representation

Any number z € R can be represented with respect to a basis 5 € N\{0, 1}:
m:JZan,B”, an €{0,...,86—-1} Vne€Z, o€ {*l1} sign.
ne”L

Computers are based on the dual system, 8 = 2. And as they are finite, the idea is to cut the
infinite sum and to approximate x by

t s
¢ = 026(1 +3 an2_”> =02 x (Lay...a)2,  e=2"") b2\
n=1 i=1

The (aj...a;) are called mantissa, here of length ¢ with fraction bits a, € {0,1}, and the
(b1 ...bs) represent the exponent of length s with exponent bits b; € {0,1}. The number m is
called bias or shift.

Example, IEEE Standard 754 Double Precision:
There are 64 bits to represent a number. The first bit is the sign bit, the next eleven bits are
the exponent bits, and the final 52 bits are the fraction bits:

(O'bl e b11a1 N a52)

The bias is fixed at m = 1023.

You can try this out on a particular numerical example, e.g. converting 286.75 into an IEEE
Standard 754 format. In what follows we can use single (rather than double) precision just to
simplify some of the algebra. Key steps:

1. Represent the decimal number in standard binary: (286.75);9 = (100011110.11). This
is a good opportunity for a refresher, particularly for the fractional parts which require
contributions of 271 and 272 in this case in order to represent the 0.75 part of the original
decimal number.

2. Normalise the binary number via binary shift (the so-called 1.m form) such that only one
hidden one is left at the start: 1.0001111011.

3. Adjust with the bias for the single precision format, which for us is 268-1) —1 = 127. (You
can try out the double precision version as an exercise.)

4. The exponent value (+8 for 28 as performed in step 2) after renormalisation becomes
added to the bias (8 4+ 127 = 1351¢), which leads us to our 8—bit exponent structure being
(10000111)s.
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LECTURE 8. FLOATING POINT REPRESENTATION

5. Putting everything together (0 for the sign bit, 1000 0111 for the exponent bits (8 bits in to-
tal) and 0001 1110 1100 0000 0000 00 (23 bits in total, with padding at the end), we retrieve
our final result: (286.75)19 = (0100001110001111011000000000000)27 EEE754 single-precision

Additional resource: if you would like to try out some examples (or verify your own calcula-
tions) there are nice converters out there, as well as other worked-out cases of various degrees
of complexity.

The relative error when approximating a number x by its nearest neighbour ¢ is

€ — x|

< e~ 10716,
|z

€m is called machine precision. For positive z, Values for ¢ are between ~ 1073?Y and 103%8. If
x is bigger (smaller) then we have to deal with an overflow (underflow).

Landau (Big O) Notation. Asymptotic notation is a useful tool in assessing algorithmic
performance, as well as analysing (and indeed constraining) error levels in implementation.
You may have come across descriptions of algorithms (in terms of operation count) as being
linear /polynomial /exponential in the relevant variable n (e.g. the size of a matrix) or having a
concrete estimate as being O(n), O(n?), O(nlogn) etc.

In general form, if we let f be a real- or complex-valued function and g be a real-valued function
on some unbounded subset of the positive real numbers, with g(x) strictly positive for sufficiently
large values of . Then we write f(z) = O(g(x)) as x — oo if there exists a positive M € R and
a zo € R such that |f(z)| < Mg(z) V x > x.

In more practical terms, the O(g(n)) provides a worst-case scenario estimate for the runtime of
an algorithm (in that it is bounded between 0 and Mg(z). As a concrete example, we can say
that if f(x) = 52® + 62 + 2 then f = O(z?) given the cubic term provides the dominant route
towards increase as © — oo. Similarly, there exists a lower bound equivalent (denoted by £2).

Finally, this framework also provides the means to create an asymptotic tight bound using the
O©-notation, which sets a proportionality relationship between the two relevant functions. In
other words, f(z) = ©(g(z)) means that there exist positive constants ¢, c2 and z¢ such that
0 <cg(z) < f(z) <cog(z) ¥V o > .

Additional resources and examples: freeCodeCamp offers some nice background material
and visualisations on the topic if you are keen to develop your intuition on the topic.
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Lecture 9

Error Analysis

In an abstract way, a problem consists of input data of a specific type that are transformed to
output data of a specific type using an algorithm:

Input Algorithm Result

Example: solving f : GL(n) x C* — C", f(A,b) = A~'b with GEPP.

The subject of NUMERICAL MATHEMATICS is to analyse and estimate errors in the result in terms
of errors in the input data and occurring when performing operations:

Input Algorithm Output

Errors Errors Errors

The question is: how close is the computed solution to the correct one?

Input Errors: We have two sources in mind,
1. floating point representation of numbers in computers,
2. input data uncertainty, for example parameters obtained from experimental measurements.

Algorithm Errors: Again, there are mainly two sources,

1. rounding errors when performing instructions on a computer, e.g., elementary operations
+,—, X,/ in floating point arithmetic,

2. approximation errors, for example

f’(:c) ~ f(x+h)2_hf(m_h)’ exp(z) %Zixn
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LECTURE 9. ERROR ANALYSIS

Before starting to talk about errors, two definitions: If £ is an approximation to a datum x

absolute error: |{ — x|, relative error:

By F C R we denote the floating point numbers that can be represented on our computing
machine (see Lecture 8).

Assumption 9.1. [3.19]

A1 For all x € R there is an € € [—&m,, em] such that
E=fl(z) =z(1+e).

A2 For each elementary executable operation x € {+,—, x,/,+/-} and every x,y € F there is
ad € [—em,em] with

r®y = (zxy)(1+9)
where ® denotes the computed version of *.

In particular, overflow and underflow are neglected.

Forward Error Analysis

Subject is the analysis of © = ¢(FE) where ¢ is an algorithm for f. The set E represents input
data that cannot be distinguished from =,

E = {¢]||€ — z|| < §]|z||} with a given accuracy / tolerance 6. (9.1)

The set R will be defined later on.

Definition 9.2. [3.17] The forward error is defined by:

lo(€) — f()ll _ 116 — 9l

absolute: 6(€) ~ Fa)| = 10—l relative: RSN =

An algorithm is forward stable if

19—l o) — F@)]|
RO

1€ — ||

]

whenever

=O(em) as em N\ 0.
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LECTURE 9. ERROR ANALYSIS

A straight forward way towards an error analysis is to take the errors of order &, for every input
number and every elementary executable operation into account and to drop terms of order
o(em) as ey — 0.

Example: (Recording available here) Given three numbers x1, x2, x3 # 0 we want to compute
f(iL‘l, 9, .%'3) = xlxg/xg.

A possible algorithm is to first compute the product x1x2 and then to divide the result by x3.
By assumption Al, there are floating point numbers & and small reals ¢; = O(e,,) as &, — 0
such that & = z;(1 4+ &), ¢ = 1,2,3. With assumption A2, the first step of the algorithm
yields a number £1&2(1 + d1) with some d; = O(e,,). The second step involves a dy = O(e,)
associated with the small error due to the division and results in (£1€2/&3)(1 4 91)(1 + d2) =
(€162/€3)(1 + 01 + 02 + O(£2,)) where we used that 6162 = O(e2,) = o(e,,). Together with the
erroneous input data the algorithm computes

(%1,%2,333) — 52.52(1 + 61 + 52 + O(Egn))

_nre)rlve) 5y 4 02)

x3(1 +€3)
T1T2 2 2
= (1 -3+ 0())(1+e1 +e2+ 81+ 82+ 0(c},)
3
=2 e ey — e+ B+ O(ED)) = fl(x)

x3
Hence we obtain for the relative forward error that

|f(x) — f(2)]
/()]

=le1+ex—e34 01+ +0(2)| < 5ep +O(2) = O(ep)  as &, — 0.

One can imagine that this type of error analysis becomes quite tedious when the problems
become large and the algorithms complicated. An advantage is that it is possible to perform
them with a computer again.

Nevertheless, it turns out that the estimates usually are quite rough and, even more important,
yield no particular insight. As we will see there are problems which intrinsically lead to relatively
large errors when the input data involve small errors independently of the algorithm used to solve
it. The above method of forward error analysis does not care about this so-called conditioning
of problems let alone that ill-conditioned problems are detected.

A more sophisticated way that meanwhile is common in numerical linear algebra is the backward
error analysis. But before turning to this idea we have a look at this notion of conditioning.
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Lecture 10

Conditioning

Conditioning indicates how sensitive the solution of a problem f : z — y = f(x) may be to
small perturbations in the input data.

The result set is R = f(E). The Conditioning depends on the size of R. The problem f is called
well-conditioned if R small and ill-conditioned if R is rather big.

Example: Consider a 2 x 2 linear system of equations or, as an equivalent geometric problem,
the cut of two lines.

15)

Errors in the input data correspond to changes of the lines. Problem f; is better conditioned
than problem fy since the change of the intersection point is less drastic when shifting one of
the lines by about the same amount. In this particular example, a small angle between the lines
is deemed unfavourable.

The general goal is to find a significant number to measure how well a problem is conditioned.

Consider a simple scalar problem f : R — R. Using the Taylor expansions we have to first order
f(x+h)— f(x) = f'(x)h from which we obtain

fl@+h) = fz) _[zf'@7_h
@) “{fm}x

T
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LECTURE 10. CONDITIONING

which relates the relative output error (on the left hand side) to the relative input error h/x.
A meaningful definition of a condition number (of problem f in a point z) therefore is

_||zf (@)
rp(@) = H F(2) H
For higher dimensional problems f : R™ — R” this reads
[l
w5 (@) = 1@ o

where J(z) is the Jacobian of f and ||J(z)| is a matrix norm induced by the vector norms used
for z on C™ and f(x) on C".

Example: f(z) = arcsin(z), then f'(z) = 1/v1 —2? and ky = z/(V1 — 22 arcsin(z)), kf — 00
as ¢ 1, hence the evaluation of arcsin close to x = 1 is an ill-conditioned problem.

Another example of a conditioning argument for a simple 2 x 2 linear system solving scenario
is provided in the form of video material.

Conditioning of (SLE)

Consider the problem of computing the matrix-vector product f(A,z) = Az =: b, x,b € C",
A € C"". Then f'(z) = A, and the condition number becomes k¢(x) = [|All||z]|/||Az| (we
omit the discussion of the trivial case x = 0). Assume now that A is invertible and observe that
then

lz|| = A7 Az < |A7H]|| Ax].

We deduce that

rp(z) = || Al 1Az] S 1AIA

Occasionally, when considering the problem g(A,b) = A~'b =: x we just have to replace A by
A~! in the above analysis to obtain the same estimate for the condition number.

Definition 10.1. [3.2] The condition number of a square matriz A € C"*" is

Al A~ if A is regular,
K(A) = .
o0 otherwise.
One can show the following:
Proposition 10.2. [3.3] Let A regular, Ax =b# 0 and A(x + Az) = b+ Ab. Then

|Az]]
]

|AD]]

<~ g

In order to get an estimate with respect to perturbations of the matrix A we need the following
lemma:

Lemma 10.3. [3.4] (and available via recording) Assume that B € C"*" satisfies ||B]| < 1.
Then I + B is invertible and
I+ B)~H < @-lB)~
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LECTURE 10. CONDITIONING

Proposition 10.4. [3.5] Let A be reqular, Ax =b # 0 and (A+ AA)(x + Azx) =b.
If K(A)||AA]| < ||A]| then
[Azl] o w(A)  [|AA]

— 1 _ sAIAAL A
ol = 1 ST ]
Proof. Clearly
AA
47 8] < a7 aa] = s el (+)

From the assumptions (A + AA)Az = —A Az, hence
(I+A7'AA)Az = —A7 A Az
By Lemma 10.3 and (+) (I + A7TAA)~! exists so that
Az =(I+ATAA)TATIA A,
Using (+) again yields the assertion:

1Az < (1 - [|ATT AA)TH AT AA |||

1 [AA]
< T ranaar A T
L=y

Bringing the results of the propositions 10.2 and 10.4 together one can show

Theorem 10.5. Let A,AA € C"*™ reqular such that k(A)||AA| < ||A|l and let b € C™"\{0},
Ab e C". Assume that © € C" solves Ax = b and & solves (A+ AA)Z =b+ Ab. Then

& —all _ s(A) (IAA], 2]
< .
lal = 1= <pﬁ4<umr+ ol )

Hints:

e One can start from Az = b+ Ab — AAZ, and subtract Az and b (given they are equal to
one another) from the lhs and rhs, respectively.

e Multiply from the left by A~! and use norm properties (separate out terms as much
as possible with relevant inequalities). It also helps at this stage to notice that ||Z|| <
||z|]| + ||# — z|| on the rhs. The eztra terms can then be suitably shifted to the lhs and
re-cast into a term involving A and AA.

e Division by ||x|| and using the definition of the condition number x(A) to replace relevant
terms involving A and its inverse lead us to an almost final result.

e At the final stage note one of our assumptions (i.e. k(A)|AA| < ||A]|) to ensure that a
suitable division does not become problematic and we reach our conclusion.
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Lecture 11

Backward Error Analysis

Before we can proceed with an error analysis we have to say what an algorithm is. We give a
general definition first.

Definition 11.1. An algorithm is a process consisting of a set of elementary components (called
steps) to derive specific output data from specific input data where the following conditions have

to be fulfilled:

e finiteness: the whole process is described by a finite text,
o cffectivity: each step can be executed on a computing machine,
e termination: the process terminates after a finite number of steps,

e determinacy: the course of the process is completely and uniquely prescribed.

FElementary executable operations are the operations {+,—, X, /,v/*}. An algorithm for a map f
is a decomposition

f.:f.(l)o...o‘f(l)7 leN’
into maps f@ involving at most one elementary executable operation.

Occasionally, a step will contain a reference to another algorithm.
In a realisation of an algorithm, elementary executable operations involve errors (assumption
A2), and we denote by ¢ a realisation of f*) so that ¢ = ¢ 0.0 ¢() is a realisation of f.

Backward Error Analysis: The basic idea is to assume that the computed value § = ¢(§) is the
exact result for perturbed input data ¢ of £, i.e. 0 = f((). If ¢ does not exist the algorithm is
termed not backward stable. If there are multiple choices for ¢ (f not injective) we choose ¢
minimising || - |.
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LECTURE 11. BACKWARD ERROR ANALYSIS

Definition 11.2. [3.17],[3.20] The backward error is defined by:

absolute: ||¢ — x|, relative: ”CH_”$||
x
An algorithm is backward stable if
MH;HZH =0(em) asem 0. (11.1)

This notion of backward stability is useful in the following sense: Obtaining the solution with
an algorithm involving approximations instead of performing exact computation is converted
to exactly solving the problem with perturbed initial data. But then the conditioning of the
problem can tell us how far the computed solution may deviate from the exact one.

Recall that the condition number was intended to yield an estimate of the form

10 =yl _ lo(€) = fF@)ll _ If(O) ~F@)]l _ 1€ — ]l
Iyl 1f ()l [EACO) - =l

But this means that

Kyf(z)

relative forward error < k relative backward error.

Recall that we finally are interested in estimating the forward error. The above outlined back-
ward error analysis typically yields sharper estimates than the standard forward error analysis
and, in addition, splits into a problem intrinsic part (the conditioning) and an algorithm intrinsic
part (the backward error). For a deeper discussion on error analysis, see [5] (Higham, 2002).

Example 1: The subtraction & is backward stable.
The exact version is = (z1,22)7, f(z) = 21 — 20 = y. With some numbers |5(Z)| < &m,
i1 =1,2,3,, the computed version is

0= fl(z1)© fl(za) =610 & = (& — &)1 +e¥) =
= (21(1+eW) —22(1 + @)1 + ) = 211 + W) — 25(1 +£®)

where e = (M) 4 £06) 1 WG = O(e,,) as e, \, 0, €®) similarly.
Hence f(¢) = 6 for ¢ = (z1(1 + @), zo(1 +®))T, and we conclude that

I¢ =zl = l(eWar,e®@2)T|| < enmlla].

Example 2: Let z,y € C” where, for simplicity, we assume that they are not defective. Com-
puting the standard inner product recursively by

fn(mv y) = <<$1, cee 7xn)T7 (y17 o 7yn)T> = f’rLyn + fn—l((xla o 7$n—1)T7 (yl') <. 7yn—1)T)

—ign—1 =yn—1
is a backward stable algorithm in the sense that
On(z,y) = (¢, y)
with a ¢ € C" satisfying |(x — x| < (nem, + o(em))|xk| as ey — 0, k=1,...,n.
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LECTURE 11. BACKWARD ERROR ANALYSIS

Proof. The recursive definition of the algorithm for the scalar product invites for a proof by
induction. If n = 1 we have the ordinary product on C which is backward stable as can be
shown similarly to the subtraction in the previous example.

Let n > 1 and assume that the assertion is true for n — 1. We then have

Sn(2,y) = Ty (1 + W) + dpa (2" y" ) (1 + D)

with 0] < €m, © = 1,2. By the induction hypothesis there is a = (G, 6T e
crt with 17 — 27 Y o/l oo < (n — 1)ey + o(em) such that ¢, 1(z" 1y 1) =
fa-1(C" 1y 7). Setting

Cn

To(l+eM)1+e@),  G=G0+e®) k=1,...,n-1,
we obtain ¢, (z,y) = fn((,y). Furthermore
[Gn = x| < (2 + Oel,))[an| < (nEm + 0(em))|anl,

as well as

G — k] < G — Gkl + |6 — )
< 5m|5k| + ((n = Vem + olem))|zr] = (nem + olem))|r], k<n-—1

which yields the asserted estimate of the relative backward error. O
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Lecture 12

Error Analysis of the Gaussian
Elimination

Some notation: If A € C™*" then
Al = (lai j]);5Z, € T,
and inequalities like | B| < |A| for matrices have to be understood as valid for each element.

Theorem 12.1. [5.5] FS and BS are backward stable.
The computed solution & satisfies (T + AT)Z = b with some triangular matriz AT satisfying

|AT| < (nepm +o(en)|T|  as ey — 0. (12.1)

Proof. We consider the forward substitution for a unit lower triangular 7" only. The algorithm

can be recursively defined by

lk*l k71>

T = b — T

for k =1,...,n where

= (x1,... ,$k_1)T, =1 = (I, - - ,Zk,k—l)T

and the [; ; are the entries of 7. Using the result for the scalar product, a realisation in floating
point arithmetic yields

= (0 — i (5L, R )1+ eW) = (b — (1,22 ))(1+ <)
with a vector (¥~ € CF~! such that
I =1 < (k= Dem + o(em)) 1 < (nem + olem)) Ikl

Setting (AT ), := lz.cfl — lffl, i=1,....,k—1,and k =2,...,n, and (AT := —e(®) then we

indeed have that (T'+ AT)z = b, and (12.1) holds true, too. O

Remark: The results (12.1) can be improved to

AT| < 7).
1—nep,

With respect to the Gaussian elimination, the following result is proved in [5] (Higham, 2002).
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LECTURE 12. ERROR ANALYSIS OF THE GAUSSIAN ELIMINATION

Theorem 12.2. [5.6] Assume that the LU factorisation of a matriz A € C"*™ exists and denote
by L, U the LU factors computed by LU. Then LU = A+ AA where

NEmM 2~ FN
|AA| < -———|L[|U]| < (nem + o(en))|L[|U].

—1—ne,
As a consequence of Theorems 12.1 and 12.2 we obtain

Theorem 12.3. [5.7] Assume that the LU factorisation of a matriz A € C"*™ exists and denote
by L, U the LU factors computed by LU. Then the solution & € C" for Ax = b computed by
GE satisfies

(A+AA)z=0>

with a matric AA € C™"" satisfying

3NEm 2,4 S
|AAl < WILHU\ < (3nem + o(em))|L[|U].

In order to obtain an estimate for the relative backward error (something like [|AA|/||A]]) it
apparently would be sufficient to estimate |||L||U||| in terms of ||A]|. To see that this can be
problematic consider the matrix

51 10 51
=00 = =)o)

where 0 < § < 1 is small. The condition number is koo (A) = 44 O(J), therefore the problem of
solving Ax = b is well-conditioned. But

5 1 1
ILHU|=<1 3_1> = H|L\|U!||OO:0<5> as & — 0.

So we have no chance to estimate |||L||U|||o in terms of ||Al|oc = 2. But

11 10 11
PA_<5 1> ~ L‘<5 1>’U_<0 1—5)

with P being the permutation matrix exchanging rows 1 and 2. And then

1 1
il = (5 1) =Pa

so pivoting can cure this problem.

For a matrix A € C"*" let L, U denote the LU factors computed by GEPP if all calculations
are carried out exactly. Assume that the permutation matrix P computed by GEPP coincides
with the correct one P. Let b € C™.

Definition 12.4. [5.9] The growth factor of A is defined by

.
920A) = e
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LECTURE 12. ERROR ANALYSIS OF THE GAUSSIAN ELIMINATION

With this definition we obtain that

1Ullse < ngn(A)[| Alloo-

Since all the matrix entries in L are < 1 thanks to the pivoting we also have that
[L]loo < 7.
Altogether, replacing A by PA = PA and using that IP||lsc = 1 we obtain a backward estimate:
Theorem 12.5. The algorithm GEPP computes a vector & € C" solving
(A+AA)z =0

where AA € C"*" satisfies
[AA] o < Cnggn(A)gmHAHoo (12.2)

with a constant C' > 3 independent of n.

To conclude, we need an answer on how big the growth factor g,(A) can become.

Lemma 12.6. [5.10] g,(A) < 2"! for all A € C™*", and this estimate is sharp.

Proof. See [1] (Stuart & Voss notes). O

Remark: In view of the exponential growth of ¢, (A) in n the stability estimate (12.2) is rather
weak. A better estimate for the growth factor is obtained when applying complete pivoting
GECP. However, the upper bound in Lemma 12.6 is a worst case and, in practice, the additional
effort due to the higher cost for the pivot search in GECP does not count off. Other, more
costly algorithms for solving (SLE) with better stability properties will be discussed later on.
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Lecture 13

Computational Cost

Recall Definition 11.1: An algorithm for a map f is a decomposition
f=fWo...ofM [eN
into maps f involving at most one elementary executable operation.

Definition 13.1. [4.1] The cost of an algorithm is

C(n) = number of elementary executable operations [= ]

where n is a representative number for the size of the input data.

Example: Consider the following algorithm for the standard matrix-vector product.

Algorithm 5 MatVecStd (standard matrix-vector product)

input: A= (ai,j)?’?Z1 e Cm*n p= (bz)?zl e C™.
output: z = Abe C™.
1: for i =1 tom do

2. x;:=0

3: for j=1tondo
4: Ti =T+ aijj
5 end for

6: end for

Line 4 involves 1 addition and 1 multiplication ~» 2o0p. With the loop in line 3 we obtain
n X 20p = 2nop. The assignment in line 2 does not count as an operation but from the loop in

line 1 we get m x 2nop, whence Algorithm 5 has computational cost

C(m,n) = 2mnop.

Any algorithm for the matrix-vector product will have at least ©(m) operations as m — oo

which can be seen from the fact that m values have to be computed.

Some remarks:

e Estimating the computation time is not the aim as this depends too much on the computer
architecture. We rather want to get an idea of the complexity of the algorithm for which

the number of operations is a good measure.

38



LECTURE 13. COMPUTATIONAL COST

e In older books there is a distinction between addition/subtraction (cheapest), multipli-
cation, division, and the square root (most expensive) motivated by the way how the
operations were carried out by the processors. Nowadays, the processors contain look-up
tables so that the time to execute each of those operations basically is the same and this
distinction is obsolete.

e High performance computers are parallel computers containing multiple processing units.
Issues here are not only the number of operations but also the data exchange and the
balancing of the work load. An algorithm is said to scale optimally if doubling the number
of processors halves the computation time.

Let us turn our attention to the computational cost of solving systems of linear equations with
Gaussian elimination, [5.1], [5.2].

Lemma 13.2. [5.2] LU has cost Cru(n) = 2n® + O(n?) as n — cc.

Proof. Recall Algorithm 2.

Line 7: 1 addition and 1 multiplication, 2op.

Line 6: loop over 4, »_:" ; ., (20p) = 2(n — k)op.

Line 4: 1 division, 1 + 2(n — k)op.

Line 3: loop over j, >0 ;.1 (2(n — k) + 1)op = (n — k)(2(n — k) + 1)op.
Line 2: loop over k, as n — oo

n—1 n—1 n—1
Y-k —k)+1) =2 (n—k)?+> (n—k)
k=1 k=1 k=1
n—1
=2) 24 0(n?
=1
= %(n —Dn(2(n — 1) + 1) + O(n?)
2
= gn?’ + O(n?).

O]

It is relatively straightforward to show that the cost of FS or BS are O(n?) which leads to the
following result:

Theorem 13.3. The computational cost of GE is
2 3
Cgr(n) ~ g asn — 00.

The cost of GEPP is the same since the pivoting does not affect the computational cost as
exchanging rows does not contribute to the cost according to our definition. But it should be
remarked that exchanging data is a big issue on parallel computers and has a huge influence on
the overall performance.

The algorithms seen so far have been relatively easy to analyse. Things are getting more inter-
esting when considering divide & conquer algorithms.
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Lecture 14

Divide & Conquer Algorithms

Divide & Conquer is an important design paradigm for algorithms. The idea is to break down a
problem into sub-problems which are recursively solved until the problem become small enough
to be solved directly. After, the sub-solutions are combined in merging steps to yield the solution
to the originating problem.

As an example, we will look at a method to compute the matrix-matrix product which goes back
to Strassen (1969). Recall that the standard matrix-matrix product C' = AB of to matrices
A, B € C"*" computed via

n
Ci,j :Zai7kbk7j, ’i,j: 1,...,n
k=1

has a computational cost of Cyivsta(n) = ©(n?) as n — oo. Since n? entries are to be computed
any algorithm has cost Q(n?) as n — oo.
Assume, just for convenience, that n = 2* with some k € N and write

All Alg) ok ok ok—1yok—1
A= cC , A eC
<A21 A22 J

and analogously for B,C'. C' = AB then means that

C11 = A11B11 + A12Boy,
Ci2 = A11B12 + A12 B9,
Co1 = A21B11 + A2 Boy,
Coo = A21B12 + A2 Bas.

Computing C this way involves eight multiplications of 2F~1 x 2F—1 = 5 X g-matrices. Using

recursion, the cost of an algorithms based on this splitting satisfies
Chvmsplit (1) = 8Cvmsplit (%) + n?

where the n? contribution comes from the 4 additions of % X %—matrices. One can show that

this leads to a cost of ©(n?) as n — oo, and the algorithm is not better than the standard one.
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LECTURE 14. DIVIDE & CONQUER ALGORITHMS

However, defining the seven 281 x 28~ I_matrices

Py := (A11 + Ag)(Bi1 + Baa),

Py := (A2 + A2)Biy,

P3 := A11(B12 — Ba),

Py := Ag(Ba1 — Bi1),

Ps := (A11 + A12) By,

P := (A21 — A11)(Bi11 + B12),

Pr = (A12 — A2)(Ba21 + Ba2) (14.1)

one can show that

Cun=PFP +P,— Ps+ Pr,

Ci2 = P35+ P,
Co1 = P + Py,
Coo =P +P3— P, + Fs. (14.2)

Using this recursively as in Algorithm 6 we obtain that the cost satisfies
CMMStrassen(n) = 7% — 6. 4F = 7ploe2(T) _6p2 = 2% keN, (14.3)

and since logy(7) ~ 2.807 < 3 we have got an algorithm that asymptotically is of lower cost
O(n'°22(") as n — oo than the previously presented algorithms. Let us briefly prove (14.3) -
also available as recording:

Proof. The recursive definition of the Strassen multiplication invites for an induction proof. For
k = 0 there is only one multiplication of scalars, and formula (14.3) indeed yields one.

Assume now that (14.3) is true for k — 1. As there are 18 additions of § x F-matrices in (14.1)
and (14.2) we obtain the formula

C’MMStlr'alssen(2k) = 7CMMStrassen(2k_1) + 18(2’9_1)27

which yields, using the induction hypothesiss

= 7(7F — 6 x 4F71) 418 x 471
= 7F — 24 x 4571

=7 — 6 x 4",
O

To deal with the case that n is no power of 2 one may pick k € N such that 2¥ > n > 2¥=1 and

then define
~ (A0 ok s ok
A= (0 0> eC

by adding some blocks containing zeros, similarly with B. It turns out that the upper left
n x n block of C' := AB then contains the desired product C' = AB. Applying the Strassen
multiplication to A and B involves a cost that is ©((2¥)182(")) as k — oo, but since 2¥ < 2n by
the choice of k£ in dependence of n this is @(n1°g2(7)) as n — oo. We may summarise the findings
in
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LECTURE 14. DIVIDE & CONQUER ALGORITHMS

Theorem 14.1. Using the Strassen multiplication one can construct an algorithm for computing
the product of n X n-matrices, n € N, with computational cost

C(n) = 0n'%2(M) 45 n — .

An algorithm developed by Coppersmith and Winograd (1990) scales even better as it has a
cost of about ©(n?370) but it is not (yet?) practical as its advantage only becomes perceptible
for such big n that the corresponding matrices are just too big for even the most modern
supercomputers. Any algorithm will have a cost Q(n?) as n? is the number of elements to be
computed.

What is this studying of the exponent useful for? Well, if one can multiply n x n-matrices with an
asymptotic cost of O(n®) asn — oo, a > 2, then it is also possible to invert regular n xn matrices
with cost O(n®). For the proof one may use the Schur complement S = Dag — D%, D1 D15 of a

Hermitian matrix
D11 D12>
D —
(Di‘z Do

and proceed recursively. The assertion on the cost then follows similarly as for the Strassen
multiplication which is why the proof is omitted.

Algorithm 6 MMStrassen (Strassen matrix-matrix multiplication)

input: A, B € C™" with n = 2F for some k € N.
output: C = AB e C"*".
1: if n =1 then
return C := AB
: else

!\.”

3
4:  compute Py, ..., P; as defined in (14.1) using recursion for the matrix-matrix products
5. compute Ci1, Ci2, Ca1, Ca according to (14.2)

6 return C

7

. end if
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Lecture 15

Least Squares Problems

Definition 15.1. Given a matriz A € R™*™ and a vector b € R™, the least squares problem
LSQ consists of minimising the function

1
g R SR, g(x) = oAz — bl

Example: Recall the linear regression problem. Given points (&, ;)" find a linear function
& — x1 + x2€ such that

g(x) = Z ($1 + x9&; — yi)2 is minimal.

m

N |

=1

In this case,
I & (7
A=l o b=
1 &m Ym

Theorem 15.2. ([7.1], available via recording here) x € R™ solves the least squares problem if
and only if Ax — bLlrange(A), which is the case if and only if the normal equation

AT Az = ATh (7.1)

is satisfied.
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LECTURE 15. LEAST SQUARES PROBLEMS

Proof. If x minimises g then for all y € R™

0= d—g(m+€y)|
d
d—<§ (Ax 4+ €Ay — b, Ax+5Ay—b>> _
d /1 1 Lo
= (5 —b, Az —b) + §€(<Ay,AZC —b) + (Az — b, Ay)) + 5¢ (Ay, Ay)) —o
d
= (*HA?C —bl|2 + e(Ay, Ax — b) + EQHAyIIQ)‘ _

- <Ay7 Az — b)

which means that Az — blrange(A). The other way round, if Az — bLlrange(A) then (Ax —
b, Ay — Az) = 0 for all y € R™, hence with Pythagoras

29(y) = || Ay — bll3 = | Ay — Az[|3 + | Az — bl|3 > || Az — b]|3 = 29(2).

For the second assertion we use that Az — blrange(A) & Az —bla; where the a;, i =1,...,m,
are the column vectors of A. But this is equivalent to

(a5, A2, = (@), & (7.1)

Example: In the linear regression problem the normal equation is a 2 X 2 system where

Ty _ m Z?ﬂfi) T :<sz1yi>
A (ng sie) A= ey )

It is certainly possible to use (7.1) to solve LSQ, for example one could use Cholesky since AT A
is positive definite provided that A has full rank. But, as we will see later on, we have

ra(ATA) = (r2(A))?

for the condition number, and even the condition number k2(A) (which is not yet defined for
m # n) can be big in practical applications. There are better approaches, based on the QR
factorisation (later) or on the singular value decomposition that we consider next.

Singular Value Decomposition (SVD) [2.3]

This is a factorisation of the form A = ULVT where U € R™*™ and V € R™ " are orthogonal
matrices and ¥ € R™*" is a diagonal matrix with entries 01 > 09 > --- > 0, > 0 where
p = min(m,n). Those values o; are called singular values.

le TV

A = | v "l - \%
| | On| | vy

44



LECTURE 15. LEAST SQUARES PROBLEMS

Denoting by u;, i =1 =1,...,m, the column vectors of U and by v;, ¢ = 1,...,n, the column
vectors of V' the SVD says that Av; = oju;, i =1,...,p.

In the case m > n(= p) which is of most interest to us the reduced singular value decomposition
is defined by dropping the last m — n columns of U and the last m — n rows of 3. Defining
U= (u1,...,up) € R™*" and 3 := diag(oy, ..., 0,) € R"*" we then have that A = USV7.

01‘ UV

U, =~ ~
A = |ty rlz \%
| | e

The SVD is a very powerful decomposition for analytical purposes as it provides much insight
into the properties of the linear map associated with the matrix. The rank is the number of
non-vanishing singular values, i.e., the biggest integer » < p such that o, > 0 but o,41 = 0 (if
r 4+ 1 < p). Moreover, the image of A is spanned by the first r left singular vectors,

range(A) = span{uy, ..., u,}
and the kernel is
kernel(A) = span{v,41,...,vp}.

In addition to this algebraic information the SVD also reveals some geometrical information.
Recalling the identities Av; = u;05, ¢ = 1,...,p, we see that the unit sphere in RP containing
the vectors v; is mapped to an ellipsoid which has semi-axes in the directions of the u; that have
the extensions o;.

Example: Images can be compressed using the SVD. Try the following matlab code (it’s
probably best to put it into an m-file):
load clown.mat;
figure;
image (X) ;
colormap(’gray’);
pause
[U,s,V] = svd(X);
figure;
for k=1:1:60
image (U(:,1:k)*S(1:k,1:k)*V(:,1:k)’);
colormap(’gray’);
disp (k)
disp(’Reduction: )
disp(521xk / 64000)
pause
end
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Lecture 16

More on the Singular Value
Decomposition

Theorem 16.1. [2.12] Every matriz A € R™*™ has a SVD, and the singular values are uniquely
determined.

Proof. We first show the existence by induction on p = min(m,n).

For p = 1 we may choose v = 1, and if a;; # 0 we may set v = aj1/|a11| and o7 = |ai1| whilst
in the case a1; = 0 we choose v =1 and 01 = 0.

Let now p > 1 and assume without loss of generality that A # 0 (since the SVD is trivial
otherwise with U and V being the identity and ¥ = 0). The map z +— ||Az|2 on R" is
continuous. When restricted to the compact unit sphere S"~! = {||z|2 = 1|z € R"} it attains
a maximum which we denote by vy. Further, we define

o1:= Avi[l2 = max [|Az]2 = Al
$€Sn71

Since A # 0 we have that o1 > 0 and we can define

1
ulp = —Avl.
o1
Let us now extend v; to an orthonormal basis (ONB) {v1,...,v,} of R", and u; to an ONB
{u1,...,up} of R™. The matrices U := (u1,...,Uy) € R™*™ and V} := (v1,...,v,) € R™"

then are orthogonal. Let

T
C =UrAV;, =: (%1 “é)

with w € R"! and B € R™ 1"~ where the zeros in the first column below the diagonal arise
from the fact that Avy = o1u; is orthogonal to the columns uo, ..., u, of Uy. Then

ICll2 = max U AVizlo = max [|4Viz]s = [|A]2 = o1,
l[zll2=1 [Viz|l2=1

Since

2 2
o1 71 of + [lwl3 H 2 2 2 2H o1 H
> = > >
el () 1,2 e (), =1 (7 5u™2) = o8-+ wotg = ot + ot ()],
we conclude that
o1 = Cllz > \Jor + wll} = w=o0.
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LECTURE 16. MORE ON THE SINGULAR VALUE DECOMPOSITION

By the induction hypothesis there is a singular value decomposition B = Us¥oVy! of the (m —
1) x (n — 1) matrix B. Writing ¥y = diag(os, ..., 0,) we observe that

o1 = max [|Cz| > max C <0> H = ||Byl|2 = o2.
llzll2=1 lylla=1,yeR"~1 y) 2
Therefore
1 0 op 0 1 0
— T _ 1 T
A= U1CV1 = Ul <0 U2> (0 22> <O ‘/'2T> ‘/l
=U =3 =VvT
is a SVD of A.
Coming to the second claim, we remark that for any SVD A = UXV7T
|Allz = max |[USVTz|s = max ||ZV7z|; = max = ||Sylz = o1.
ll=ll2=1 VTz|l2=1 llyll2=1
Using an induction argument again one can show the uniqueness of the singular values. O
Corollary 16.2. ||A||2 = 0;.
Examples:
1. A symmetric matrix A € R™*" can be diagonalised in the form A = QAQT with Q € R™*"
orthogonal and A = diag(A1,...,\,) € R™™. Without loss of generality we may assume
that [A;| > --+ > |A\,|. Otherwise perform a similarity transformation of A with an

appropriate permutation matrix which then is absorbed into ). Denote the columns of @)
by qi,...,qn. A SVD of A is obtained by setting U := (uy, ..., u,) where u; = sign(\;)q;,

Y =diag(|A1l,- .-, [ Anl), and V := Q.

2. Let A € R™" with m > n (so that p = min(m,n) = n). The matrix AT A € R™*" has
eigenvalues 02-2 with corresponding eigenvectors v;, i = 1,...,p. The matrix AAT € R™*™
has eigenvectors {u1,...,uy,} with corresponding eigenvalues {o?, ... ,012,, 0,...,0} (with

M — N Z€eros).

To see this, let us exemplary consider the latter case. We have that
AAT = uxvTvsTuT =  AATU =UxxT,

but Y%7 = diag(o?,... ,ag, 0,...,0) with exactly m — n zeros.

3. Assume now that A € R™*" is regular. Then the matrix

0 AT
H = ( oA )
has 2n eigenvalues {01, —01,09, —092,...,0n, —0n}
with corresponding eigenvectors {(Zi), (_“;1), (Zz), (_UZQ), . (Z’;), (_vgn)}

To show this, assume that Hz = Az for some A € R and some x € R?*"\{0}. Writing
z = (Y) with y,z € R this means that

ATz = )y, N AAT 7z = Ny = N2z,
Ay = Az, AT Ay = NAT 2z = N2y,

From the previous example we know that the eigenvalues of AT A and AAT are {0?,..., 02}

where o, > 0 by the regularity of A. Hence A = +0; for some i € {1,...,n}. That (ﬁ”)
is a corresponding eigenvector is easy to show.

Remark 16.3. The above results hold true analogously for complex matrices if the transposed
matrices are replaced by the adjoint matrices.
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LECTURE 16. MORE ON THE SINGULAR VALUE DECOMPOSITION

Computation of the SVD (remarks only, [7.3])

The idea is to exploit the last example which yields a relation between the eigenspaces of the
matrix H = (0 AA(? ) and the SVD of A. Later on in this course we will see methods for com-
puting eigenvalues and eigenvectors. These will be iterative methods requiring a matrix-vector
multiplication per step as most costly ingredient (O(n?) as n — oo). The matrix A therefore
is preprocessed. By applying some similarity transformations (that preserve the eigenvalues!)
it is transformed into bidiagonal form so that the matrix-vector multiplication with H has cost

< 6n. In [1] the total cost for computing a SVD of an m x n matrix is stated to be

Csvp(m,n) = 2mn? + 110 + O(mn +n?) as m,n — oo.
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Lecture 17

Conditioning of LSQ

The key parts of this lecture (and a few extra remarks) are also available via recording here.
Recall the normal equation (7.1) AT Az = AT'b for a solution to LSQ.
Introducing the pseudo-inverse or Moore-Penrose inverse

Al .= (AT A)~1AT

the solution is just = A'b, provided A" exists. This is the case if and only if A has full rank
which is equivalent to AT A being regular.

Definition 17.1. [3.7] The condition number of a matriz A € C™*™ with respect to a norm || -||
18

Al At i A
K(A) = [A[[ AT df haffullrank,
00 otherwise.

We remark that AT = A~1 if m = n so that the above definition is consistent with the previous
one for n X n matrices.

Lemma 17.2. If A has full rank: ko(A) = 01/0, where o1 and oy, are the biggest and smallest
singular value, respectively.

Proof. From Corollary 16.2 we know that ||As = o1. Writing A = USVT for a SVD, a short
calculation results in a SVD
AT =vxUT (17.1)

with ¥ = diag(é, e a%) so that ||Af[jy = % O

ag

Moreover [|b]|3 = ||b — Az||3 + || Az||3 > || Az||3 which motivates to introduce the angle 6 € [0, 5]
via

| Asz
ol

To provide a geometric interpretation, this is the angle between the b and the range of A:

cos(f) =
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LECTURE 17. CONDITIONING OF LSQ

rg(A)

Theorem 17.3. Assume that x # 0 solves LSQ for data (A,b) and x + Ax for (A,b+ Ab).

Then
[Azfla _ ra(A) [|Ab]2

lzlla = ncos(d) [|b]]2

where 1) := |[Allz]|z[2/[| Az]2 = 1.

Proof. Assume that A has full rank (otherwise the assertion is trivial). From the assumptions
we furthermore have that Az = ATAb. Therefore

1Az]ly _ [AT2l|AD]2 _ ra(A)|Ablla _ m2(A)[Ablla _ Ka(A) [[Ab]l2

el = el lAlllzll: = 9lAzlla T neos(®) bl

O]

Imagine now that b is (almost) orthogonal to range(A) which means that the solution is close
to zero, ||z|| is small. A small error in the data b then may lead to a small absolute deviation in
the solution but can also lead to a big relative error in the solution. Example:

(1 (146 9

Now, think of a small error in the data b, Ab = (¢,0) ~ Az = ¢/2. Hence, |Ax|2/||z|2 = €/
may be large.

Solving LSQ using the SVD [7.3]

Algorithm 7 LSQ_SVD (solving LSQ using a SVD)
input: A€ R™*" with m > n =rank(A), b € R™.
output: z € R™ minimiser of g(z) = 3| Az — b||3.

1: compute the reduced SVD A = U svT

2: compute y = UTb

3: solve Yz = Y

4: return x = Vz

The thus computed x satisfies

AT A =vSTUTUSV 2 = VTS = VSTy = vETUTh = ATh
=1
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LECTURE 17. CONDITIONING OF LSQ

which is the normal equation (7.1) and, hence, x indeed solves LSQ.
The cost of LSQ_SVD is dominated by computing a reduced SVD of A as the subsequent steps
essentially are matrix-vector multiplications only. According to [1] we have

CLsq.svp(m,n) = 2mn? + 11n® + O(mn +n?) as m,n — cc.

This is more that for solving the normal equation with, for instance, GEPP (or Cholesky, a
special version for positive definite matrices). The benefit is better stability. Example:

1 1 2 1
A=1s5 o], b=[6] ~ x:(1>.
04 5

When using the normal equation we encounter problems for much larger values of § than when
employing the method based on the SVD.

We will next learn about a method in between the two presented methods with respect to
stability and cost.
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Lecture 18

QR factorisation

Note that a full recording of this lecture is available here.
Let A € R™*"™ with m > n and denote the column vectors by a;, i =1,...,n.
To orthonormalise the columns of A one may proceed as follows:

) q1 . .
i = ay q = —— with 711 := |G|z,
1,
A G2 : .
G2 == az — (q1,a2) @1 @ = ——  with 122 := [|g2]l2,
~—— 2,2
=12
) 43 . .
ds == as — {q1,a3) @1 — {42, a3) g2 g3 = — = with 733 := [|g3]]2,
—— ~—— 73,3
=ir1,3 =23
n—1 qA
Gn = an = ) _ {45 an) 4 Gn = ——  with 7y = [[dnll2,
=Tjn

This is the so-called Gram-Schmidt orthonormalisation. Equivalently to the above formulas, we
can write

7
ai:quTik, i1=1,...,n, & A=0R (18.1)
k=1
where
T]_71 7"1,2 “ e Tl,n
) mxn I O 2.9 X
Q:(qlayqn)ER and R = ’ ER ‘
: ' T'n—1,n
0 0 7o

A factorisation of the form (18.1) with Q having orthonormal column vectors and R upper
triangular is called reduced QR factorisation. Extending {q1,...,qn} by vectors {gn+1,-..,qm}
to an orthonormal basis of R, defining @ = (q1,...,¢mn) € R™*™ and extending R with an

(m —n) x n block of zeros to
R
e Rmxn
= ()
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LECTURE 18. QR FACTORISATION

we obtain a
QR factorisation: A = QR. (18.2)

Theorem 18.1. Fvery matrix A € R™*"™ with m > n can be factorised in the form A = QR
with Q € R™*™ orthogonal and R € R™*™ upper triangular.

Solving LSQ using the QR factorisation [7.2]

Algorithm 8 LSQ_QR (solving LSQ using a QR factorisation)
input: A € R™*" with m > n =rank(A), b € R™.
output: z € R" minimiser of g(z) = 3| Az — b||».

1: compute a reduced QR factorisation A = QR

2: compute y = QTb e R”

3: solve Rz = y with BS

The thus computed x satisfies
ATAz =RTQTQRx = RTy = RTQTb = ATb
——
=1
which is the normal equation (7.1) and, hence, = indeed solves LSQ.
However, in practice, Gram-Schmidt is not used for computing the (reduced) QR factorisation,

mainly for stability reasons (though there are stabilised variants). Alternative (often better)
methods employing reflections or rotations are utilised instead.

Householder reflections

A QR factorisation may be computed by transforming the matrix to upper triangular form by
successively multiplying with appropriate orthogonal matrices as follows:

*
0
—.RO) _R® R
(18.3)
sothat R=Q, - Q1A < A= QRwith@Q = QT --- Q7. For the orthogonal matrices, reflections
may be used. Consider the vector u*) := (r,(ckk_l), e ,rfle))T e R™*+1 1In step k, we want

to reflect it to —sign(ugk))Hu(k) |2e1 where e; denotes the first standard basis vector in R™—*+1,
An appropriate reflection matrix is given by

Hy =Ty i1 — 20k (U(k))T € Rm—k+1)x(m—k+1)
(k)

—— with o) = sign(ugk))||u(k)||261 + u®)
15112

where v(*) .=
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LECTURE 18. QR FACTORISATION

where I,,_41 denotes the identity matrix in R(m—hk+1)x(m—k+1)

—sign(u))llullye |

', reflection
\ plane

Indeed, using that

163 = (sign(uf™)[[u® [l2e1 + u®)T (sign(ui™)[|u® |e1 +u®)
= u®|3 + 2sign(uf® yul® [[u® 5 + [P = 2(sign(u{)ul [u®|| + [|u®3)
we obtain that
o) (5T (k)

[6®)z [[0F)]|

i5(k)
v . R '
_ QW(&gn(ugk))ugk)Hu(k)”2 + ”u(k)H%) — k) _ ) — —Slgn(ugk))\lu(k)HQel.
2

Hou® = y®) _

_

Moreover, (Hy)™' = (Hy)" = Hj, is orthogonal so that

L Ik—l 0 mxXm
Qk = ( 0 Hk) eR

is orthogonal, too, and this is an appropriate matrix to be used in (18.3).

Algorithm 9 QR_HH (computing a QR factorisation with Householder reflections)
input: A = (a;;);;2; € R™" with m > n and full rank.
output: @ € R"™*™ orthogonal, R € R™*™ upper triangular with A = QR.

1: RO =4, QO .=1,.

2: fork=1ton—1 (tonif m>n) do

3wk = (rgfl;l), .. ,rgf’;l))T e Rm—k+1

o) = sign(ugk))ﬂu(k)ng + ulk) ¢ Rm—k+1

v®) = 5®) /)15,

Hy, = Imflﬁ»l _ 2v(k) (v(k))T e R(m—k+l)><(m—k+1)
Qy := diag(Ix_1, Hy) € R™*™

R® .= Q,R*D

0 QW = QI

10: end for

11: return Q™Y and R~ (Q™ and R™ if m > n)

A reduced QR factorisation is obtained by dropping the last m — n columns of @) and the last
m —n rows of R (which contain zeros only).
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Lecture 19

QR factorisation with Householder
reflections - continued

We will have a closer look at algorithm 18 discussing the computational complexity and error
analysis. But first, consider a concrete example with the following data:

3 3 2
A=1|4 4 1| =R,
0 6 2

k=1

3

uW= (4], JuWz=5
0
5 3 8

oW = (o] +[a]=[a], 6= 30,
0 0 0

8

m__1

NERW

L [64 32 0 )
Qir=Hi =13 — 200N =13— — [32 16 0 =I3— -

0
0
0 0 0 0
332\ | (40 40 20 —5—5
RV =R =(4 4 1] -=120 20 10| =
062 °\o 0 o0

S =

4
2
0
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LECTURE 19. QR FACTORISATION WITH HOUSEHOLDER
REFLECTIONS - CONTINUED

k=2:

5@ _ (9 6) _ (6 52)|1,
2=+ ()-(0): w-vm
1 /6
@ _
° 72<6>’
1 (36 36 0 -1
H2_12_36<36 36)_(1 0)’
1 0 0
Qg—((l) ;})— 00 1),
2 0 -1 0
-5 —5 -2
RP®»=Q,rM =0 -6 —2| =R
0 0 1
We end up with
~-3 0 4
2 i °3
R=R?, Q=@QiQ=|-5 0 -%
0 -1 0

Computational Complexity

Lemma 19.1. [5.11] The cost for QR_-HH except line 9 is
2 2 3
Cqr.uaH(m,n) ~ 2mn* — gn as m,n — oo.

Proof. Let us first consider the cost for one k-step. Computing ||u(® ||y involves m — k additions,
m — k+ 1 multiplications, and one square root, hence constructing *) requires 2(m —k+1)+1
operations (we here assume that obtaining sign(u1) and changing the sign does not involve any
cost).
Line 8 essentially requires multiplying the lower right (m — k + 1) x (n — k + 1) block R*~1) of
R* =1 with Hy = I ps1 — m@@) (0" NT from the left:
e The computation of (s*)7 := (5*))T R(==1) (these are n — k + 1 standard inner products
of vectors of length m — k + 1) involves m — k additions and m — k + 1 multiplications for
each column of R*~1 hence (n — k + 1)(2(m — k) + 1) operations.

e Computing c¢*) := ||6())||2/2 requires 2(m — k + 1) operations.

e For computing t*) := —1_4(

1 _5(k)
— ®

, m — k + 1 divisions are needed.

e To get the (m —k+1) x (n — k+1) matrix t®) (s)T (= —2 ) (5T RE=1) requires
(m —k+1)(n — k + 1) multiplications.

e To finalise the computation of H,R*1) = R*=1 — 2 k) (5T RE=D) we have to
perform (m — k + 1)(n — k + 1) subtractions.
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LECTURE 19. QR FACTORISATION WITH HOUSEHOLDER
REFLECTIONS - CONTINUED

Summing up the costs for each k-step we obtain

Cor.au(m, n) :Z(2(m7k+1)+1+(n—k+1)(2(m—k¢)+1)
k=1
+3(m—k‘+1)+2(m—k+1)(n—kz+1))
-y S(m—k+1)+1+(n—k+1)Am—k+1)—1)
k=1

n
4 Z(nm — mk —nk + k?) 4+ Lo.t. (lower order terms)
k=1

1 1 1
4(mn? — mn(n;— ) _ nn(n;— ) + 6n(n +1)(2n + 1)) + lo.t.

2
= 2mn? — gn?’ + l.o.t.

Error Analysis

The following result is restated from [5] (Higham, 2002):

Theorem 19.2. Let x denote the solution to LSQ with data (A,b) and Z the solution computed
via LSQ_QR. Then & minimises §(y) = 3||(A+ AA)y — (b+ Ab)||3 with

Cmne .

HACL%HQ < %Haiu% i=1,...,n,
Cmne

[ Ab[]2 < =—||bll2

1 —Cmnep,
where a; and Aa; denote the column vectors of A and AA, respectively.

In the case m = n we may use the QR factorisation to solve (SLE). Recalling that for GEPP
we had an error bound of the form

[AA|l o < Cnggn(A)gmHAHoo

we see from the previous theorem that LSQ_QR has much better stability properties.
However, the cost for LSQ_QR are Crsq qr(n) ~ %n?’ as n — oo while for GEPP we only
had CGEPP (n) ~ %77,3.

In practice, GEPP is preferred to solve (SLE). The exponential growth of the growth factor

gn(A) is only a worst case estimate and, in application, matrices do not behave that badly.
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Lecture 20

Linear Iterative Methods for SLE

Iterative methods aim for constructing a sequence {z(®)},cn € C™ such that #(®) — 2. Within
this context, the two (typically competing) criteria are:

e the computation of () from the data and previous iterates should be inexpensive (relative
to a direct SLE solve),

e the convergence to the exact solution x is fast.
Such methods can become advantageous if:

(1) an error O(e) with € much bigger than ¢, is acceptable (e.g. discretisation of differential
equation),

(2) the matrix is sparse so that the matrix-vector product, usually needed by iterative methods,
is cheap to compute (e.g. banded matrices),

(3) the computational resources are limited since from the actual iterate one may learn at
least something about the solution (e.g. real-time control).

error
N direct
N method

Me | .. /SNt SO SN

2 I RO iterative

: method
€, :
3) time

The basic idea of linear iterative methods is to split A = M + N and, given some initial guess
z(©) e C" for the solution, to solve

Mz®) = p— Nzl
at every step. If z(®) — 2 then indeed

Mz +— Mz® = —Nz+D 4 p 5 _Nx+b = Az=0b.
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LECTURE 20. LINEAR ITERATIVE METHODS FOR SLE

Assuming convergence we will need a criterion to stop the iteration. Let us define the
error ¥ =g — ),

It would be best if we could ensure that ||e®|| is small enough, say, smaller than a given
tolerance. But since z is not available one has to estimate the error. This may be done using
the

residual (vector) 7 :=b— Az®).

Observe that r®) = Ae(®) from which we deduce that

le®l = A~ < At

Similarly, ||b]| = ||Az|| < ||A]|||z||, and provided that we are not in the trivial case z = b =0 we
conclude that

1|4

]l = [lo]
Putting both inequalities together we obtain (similarly as Proposition 10.2) that

™ _ AN =y [Ead
< S AT = w(A4) : (20.1)
[Ed 161l

Error Analysis

Error analysis for iterative methods means analysing the convergence of algorithms (rather than
their stability).

Lemma 20.1. [6.1] Assume that e¥) = Re(*=D (= RFe(0)) with some matriz R € C**". Then
e®) = 0 for all e if an only if p(R) < 1.

Proof. Assume that p(R) < 1. For every ¢ > 0 there is a matrix norm ||-||5 with | R||s < p(R)+9.
Choosing ¢ small enough such that p(R) + § < 1 we obtain for all e(¥) that

e s = | REe@ 5 < |RIFIOs >0 as k- oo.

In turn, if p(R) > 1 then Re(® = Xe(® for some e(®) # 0 and |A| > 1. Hence [e®)|| = |A[*[le©)
does not converge to zero. O
In our case we have z(F) = —Mﬁl(Nx(kfl) — b) and, as a consequence of Ax = b, we obtain

that = —M Nz + M~'b. Subtracting those two equations we see that e®) = Re*~1) with
R=—M"'N. Since p(-) < ||| for every matrix norm it is sufficient to show that || - M ' N|| < 1
to ensure convergence.

Remark 20.2. In the context of iterative methods, rounding errors are not discussed for the
following reason. We require that we have stable operations in every iteration step so that the
rounding errors are O(en,) in every step. This error should be small in comparison with
le*~ 11| — [le®] [ [ G
=] =]

If this assumption is not fulfilled then the iteration converges too slow anyway and one should
abandon it. A good criterion is to require that in every step

— << — .
1| > ] = 1-6 with some 1 > 3§ > &,
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Lecture 21

The Jacobi Method

Let us split our matrix A € C"*" in the form A = D + L + U where D = diag(ai,1,...,anyn) is
the diagonal part and L and U are the lower and upper triangular parts given by

. a5 if 4 > j, ] Qg j ifi< j,
lij = Uij =
0 else, 0 else.

The Jacobi method is the linear iterative method that consists in choosing M = D and N =
L + U, whence
2™ = Db — (L + U)z*1),

Example: For

2 -1 0 0
-1 2
A=1 0 0
1
0 0o -1 2
we have
2 0 0 0 0 0 -1 0 0
0 -1
D = . 7L: 0 , U: 0
0 -1
0 0 2 0 0O -1 0 0 0
so that
3 0 0 0 -1 0 0
0 -1
0 - -1
0 - - 0 3 0 0 -1 0
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LECTURE 21. THE JACOBI METHOD

Writing 2(*) = (asgk), R :z:,(f))T, this means that

1 _ _
z) = 5 (bi +af Ve, 2<i<n-1,

7

1 _
= §(b1+£€§k 1))7

1 _
i) = §(bn+l‘a(v,k—11))~

For convergence it is sufficient if the spectral radius of the iteration matrix R = —M~'N =
—D7Y(L +U) is smaller than one.

Theorem 21.1. The Jacobi method is convergent if A satisfies
(1) laisl > 32,4 aijl for all i (strong row sum criterion), or
(2) laj;l > 3245 laij| for all j (strong column sum criterion).

Proof. In the first case we have that the entries of R satisfy r; j = —a; j/a;; if i # j and r;; =0
for all i. Therefore p(R) < ||R[loc = max; > _; |r; ;| = max; ﬁ > jzilaij| < 1. The other case
can be proved similarly. O

One can weaken this criterion, just a little bit so that it becomes much more useful for quite a
few applications. We need the notion of irreducibility for this purpose. A matrix A € C"*" is
irreducible if there is no permutation matrix P such that

/11,1 /:11,2>

PTAP =
( 0 A272

where 121171 and Ag,g both are square blocks of size p x p and (n — p) X (n — p) with some
1<p<n-—1
Graph of a matrix

This content is also covered in this video material. It can be very tedious to check this irre-
ducibility criterion but, fortunately, there is another way based on studying the oriented graph
G(A) of the matrix A. It consists of the vertices 1,...,n, and there is an (oriented) edge from
vertex i to vertex j (denoted by i — j) if a; ; # 0.

0 2 -1 0
“1], Ay=|[-1 2 -1
2 0 -1 2

Example:
2 -1
A=10
0

_FD o
-

3 3

CRl R
0

VRN VRN

C.UEU
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LECTURE 21. THE JACOBI METHOD

We say that two vertices 7, j are connected if there is a chain of connecting edges (or direct
connections) ¢ = iy — i3 — -+ — i = j with some k € N. The graph G(A) then is called
connected if any two vertices i, j of it are connected. Irreducibility of the matrix A now may be
checked using the following lemma.

Lemma 21.2. A is irreducible if and only if G(A) is connected.
Proof. Exercise. O
Back to the question of convergence of the Jacobi method:

Theorem 21.3. If A is irreducible and satisfies the weak row sum criterion

(1) laisl = 32,4 lais| foralli=1,...,n, and

2k lak ;| for at least one index k € {1,...,n}
then the Jacobi method converges.

Proof. (also covered in this video) Recall that we need to prove that p(R) < 1. Let e :=
(1,...,1)T € C" and |R| = (|rij|)ij- Then thanks to the first condition

0< (IRle) Zm,ﬂ—z’“’ﬂ‘ <l-e

@il ~

so that e > |R|e > |R|?e > ... where the inequality for vectors here and in the following has to
be understood component-wise.

Let t) := ¢ — |[R|'e > 0, | € N. Assume now that there is a positive number of non-vanishing
components of t() that become stationary. We may assume that these are the first m entries
where m > 0 thanks to the second condition, i.e.,

0 p(+1)
o _ (b (1+1) _
=) =)

where b, p(H1) € R™ have positive entries, b® > 0, b+ > 0.
Suppose that m < n. Then

b+ 11 ! 40 IRia| |Rial) (b0
— e — > _ +1, _ Iy _ 1,1 1,2
( 0 ) ¢TI e = ile = JRTe = Rie = |ftfe) = [ ( 0 > (\32,1’ [Ra2[/) \ O

with Ry; € R™ ™ and the other blocks accordingly. Since b > 0 necessarily |R2,1\ = 0.
Therefore R is not irreducible. And since r;; = a;j/a;; if ¢ # j we obtain that A is not
irreducible in contradiction to the assumption. Hence m = n.

Conwequently, t%) > 0 as long as [ is big enough (using the above contradiction argument again
we see that [ > n is sufficient). This means that e > |R|'e, whence

p(R)' < p(RY) < IR loe < [I1R] oo = maux (|RJ'e), < maxe; = 1

so that p(R) < 1 as desired. O
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Lecture 22

Computational Complexity of Linear
Iterative Methods

In some applications, the goal will be to decrease the relative forward error ||e®)||/||z|| below a
given threshold while in others it is sufficient to decrease the relative backward error || ||/||b]|.
We will concentrate on the latter goal but recall that by (20.1) the two goals are related. Of
course, the knowledge of the condition number is required to deduce an estimate for the forward
error from the backward error.
So our goal is

1O < e o) (22.1)

where ¢, > 0 is a given tolerance. Using r*) = Ae®) = ARFe(0) it is sufficient to achieve that

LoE (Al
[AMBIION < el & () 2 F
~— "
>1
which is the case if an only if
Oy — _
o oB(IAD +log (V) — logbl) ~los(e) __ s 229

log([| ]|~

In practice, the iteration matrix R often depends on n in a very unfavourable way while the
other data A, b and e(® do not affect the number of steps that much.

Assumption 22.1.
1. The calculation of Rx involves a cost of ©(n®) as n — oo with some a > 0.

2. |R|| = 1 — h(n) with a positive function h such that h(n) = ©(n=?) as n — oo with some
5> 0.

3. ||A|l, 1bll, and ||| are uniformly bounded in n.

Theorem 22.2. Under Assumption 22.1, the computational cost to achieve (22.1) is bounded
by a function C(n,e,) satisfying

C(n,e,) = O Plog(erh)) as (n,e,) = (00,0).
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LECTURE 22. COMPUTATIONAL COMPLEXITY OF LINEAR ITERATIVE
METHODS

Proof. (also covered in this video) Recall that log(1/(1 —z)) =z +22/2+23/3+.... Thus, by
Assumption 22.1.2

log(||R||™Y) = log(1/(1 — h(n))) = h(n) + higher order terms = ©(n~")
so that (log(||R||~))~! = ©(n®) as n — oo. From (22.2) and Assumption 22.1.3 we get
K (n,e,) = ©(n"log(e, ")) as (n,e,) = (00,0)

for the number of steps. Taking the cost per step into account (Assumption 22.1.1), the total
cost is
k#(n, £r)Cone_step () = O(n* P log(e;1)).

O

Assuming a polynomial dependence in Assumption 22.1.3 one would obtain additional log(n)
terms in the cost estimate.

Computational complexity of the Jacobi method

In each iteration step:
e computing (L + U)z*~1 involves at most O(n?) operations,
e computing b — ... is O(n),
e computing D71(...) is O(n), too.

So the essential cost is coming from the first step. If the matrix is sparse, i.e., the number of
non-vanishing entries in each row is ~ n” with some 1 < 1 then the number of operations is
O(n'*7). For instance, n = 0 if A is tridiagonal as the number of non-vanishing entries in each
row is bounded by a constant (namely 3). In any case, with « € [1,2] the general result on the
computational cost in Theorem 22.2 is applicable.

Variants of the Jacobi method

The successive over relaxation (SOR) method generalises the Jacobi method by setting

M:=L+wD, N:=U+(l-w)D, weR

For w = 1 we obtain the Gauss-Seidel method.

Results for convergence criteria and computations cost read similarly. Yet the relaxation parameter
w can have a massive influence on the spectral properties of the iteration matrix R and speed up
the convergence a lot. The notion over-relazation refers to choosing w > 1, hence bigger than
in the Gauss-Seidel method.
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Lecture 23

Nonlinear Iterative Methods,
Steepest Descent

We restrict our attention now to positive definite (symmetric) matrices A € R™*".

Recall the notation (x,y)4 = (x, Ay) and ||z||4 := /(z, x) 4.
Clearly, x € R™ solves Az = b if and only if x is minimiser of

g R SR, gly) = Ay — bl (23.1)
Recalling that e®) = z — 2®) r(*) =p — Az*) = Ae(*) one can easily show that
g ®) = S PR = W, (23.2)
Hence, minimising g means
e minimising the residual in the || - || ;-1 norm or
e minimising the error in the || - |4 norm (energy norm).

We consider nonlinear iterative methods for solving SLEs that have the form

o) = k=1 | o (h=1) gk=1). (23.3)

where d*~1 e R” is the search direction and a*~1) € R is the step length. The step length is
chosen such that
f(@) = g(a® + adtD)

is minimal. This uniquely determines a*~1) since f is convex and tends to infinity as |o| — co.

This also allows to derive an explicit formula for the step length:

f(a) = }<aAd(k71) + Ax(kfl) _ b,Afl(aAd(kfl) + Ax(kfl) N b)>
2 N——— —_—

—p (k1) (D)
_ %a2<Ad(l~c—1)7d(k¢—1)> n %Q<Ad(k—l), _ ALy
N %a<_r(lc—1)7 k1Y 4 é<_r(k—1)7 ALy
= Sa?[d D% — oD, r ) 4 D) (3.4

= f(a) = ald® V|4 — (@, pEL)
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LECTURE 23. NONLINEAR ITERATIVE METHODS, STEEPEST DESCENT

As the minimiser fulfils f/(a*~1) = 0 we obtain

oy (rD ak)

A — (23.5)
Jd®=D11%

a

Before we start looking at possible search directions we make two observations:

1. The residual is subject to the iterative formula

P9 Ag) Z g1 gD gqh-1) 1) gD 4D (93.6)
2. A computation similar to the above on shows that

- d B B
O, g(x* D) = %g(az(’“ D+ ae;) = —(e;,r*=D)

a=0

from which we conclude that Vg(z*~D) = —pk=1),

Steepest Descent Method

The idea of this method is to choose d*~1) = r(k=1) = _7g(2(k=1). This choice is motivated
from the fact that the gradient points in the direction of the fastest increase, hence a sufficiently
small step in direction —Vg(x(k_l)) will decrease the value of our target function g that is to be
minimised. According to (23.5) the optimal step length then is a1 = [|r(E=1)||2 /(=112 .

Algorithm 10 SD (steepest descent method)

input: A= (aij)?,jzl € R™™ positive definite, b, 20 € R”, &, > 0.
output: =z € R" with |4z — b|j2 < e,

1: for k=1,2,... do

2 ) Dy C Agl)

3. if |r*=D|y < &, then

4 return (k1)

5 else

6 a®) = DR oD
7 2F) .= (k1) o o (k=1)p(k=1)
8 end if

9: end for

Introducing a help variable h*=1) = Ar(k=1 it is possible to formulate the algorithm such that
only one matrix-vector multiplication per iteration step is required (exercise).

One observes that subsequent search directions are orthogonal with respect to the standard
scalar product: Thanks to (23.6) and d#~1 = »(k=1)

(k=1) (B)\ — /pn(k=1) (k=1) _ (k=1) 4,.(k=1)
(r , Yy = (r ,T « Ar )
i

N _
I =201

= (r=1 Apk=1y — 0,
The effect is a zig-zag path of the iterates when approaching the minimum of g as illustrated
in Figure 23.1. Since g is a quadratic function the level sets of g are ellipsoids. As an observa-

tion, the longer the ellipsoids are stretched, the longer it takes for the algorithms to obtain an
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LECTURE 23. NONLINEAR ITERATIVE METHODS, STEEPEST DESCENT

Figure 23.1: Behaviour of SD, zigzag path to the minimum due to orthogonal (w.r.t. the
Euclidean scalar product) search directions.

iterate close to the minimum. It turns out that the main axes of the level set ellipsoids are the
eigenspaces, and the stretching of the ellipsoids depends on the ratio of the eigenvalues, most
prominently Amax/Amin. Recalling that for positive definite matrices || A2 = Amax and ||[A71 |2 =
1/Amin We see that it is exactly the condition number x2(A4) = || Alj2]][A7 |2 = Amax/Amin that
can serve as a measure how elongated the level sets are. We will see later on how the condition
number influences the convergence of SD.
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Lecture 24

Conjugate Gradient Method

As in the previous lecture, A € R™*" is positive definite throughout.

In SD, subsequent search directions were orthogonal with respect to the standard scalar product.
Now, we consider A-orthogonal (or conjugate) search directions d®), i.e., (d®,dW)) 4 = 0if i # j.
This has the following advantage:

Lemma 24.1. Assume that the search directions d9,. ... d"=Y in the iteration (23.3) form an
A-orthogonal set. Then =W minimises g over the set 2@ 4 Span{d(o), . ,d(l_l)}.

Proof. Consider the map

h:R' =R, h(y,...,m-1) = ( +Z% )

Since h is convex and tends to infinity as ||yol, ..., ||vi—1]| = oo, it has a unique minimum 4.
Recalling that Vg(x) = Ax — b = —r and using the A-orthogonality of the search directions we
obtain for all m =0,...,l — 1 that

-1

9 5 (i
0= &Tnh(v) <Vg (x(o) + ;%d( )>,d(m)>
-1 —
= (A2 — b+ " 5,AdD d) = — (7O qm)y (AdD ™)y
< > e Y

=1 if i=m, =0 else

so that 4, = (r(©,d™) /[|d™)|13.
On the other hand, the optimal step length is a(™ = (4™ (™) /||d(™)|%. But using the
iterative formula for the residual (23.6)

(d™) M)y = (g(m) pm=1)y _ o (m=1) (gm) ggm=1)y — ... = (g™ (0))
————
=0
whence 4, = a(™ so that (2. al=1) is the minimiser of h.
Consequently, z® = 20 4 Zl 5 a(l) () computed by the nonlinear iteration is the minimum
of g on 2(9 + span{d®, ... DY as asserted. O

For | = n and on assuming that d*) #£ 0 for all k = 0,...,n — 1 we have that z(©) +
span{d(o)7 . ,d("fl)} = R", so the above lemma then means that z(™ is the global minimiser
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of g and the desired solution to Az = b. Going back to the case n = 2 and Figure 23.1, choosing
d©® = () ag first search direction this means that the second search direction would ensure
jumping from z(!) immediately to the minimum and we would avoid the zigzag path. So the big
questions is: How can we obtain A-orthogonal search directions?

More precisely, given dO, . .. d*-1 (and the @ and r(i)), how can an appropriate d*) A-
orthogonal to all the previous search directions be obtained? The following ideas go back to
Hestenes and Stiefel:

1. Given any v ¢ span{d(o), ceey d(k_l)}, such a vector can be computed via the Gram-Schmidt
orthogonalisation method (applied with the A-scalar product, of course):

T e L b TS S ) e B A P )
' [d*=11% [d*=2)]1% 1%

Apart from stability issues, this becomes very expensive when k becomes big.

2. The choice v = r*) = —Vg(2(®) is quite reasonable: If r¥) € span{d®),... d*=D} then
k) = 2 already is the minimum by the preceding result in Lemma 24.1
and we would stop the iteration anyway. Moreover, since r*) points in the direction of

the steepest descent it gives a good idea into which direction roughly to proceed next. So
set d®) .= dk) (p(R)),

r*) = 0 because

3. Set d©@ = r(©_ Consequently, the first step of the iteration is the same as for SD.
The most amazing point with the above choices is that <d(i),r(k)>A =0fori=0,....,k—2as

we shall prove later on. This means that

(k=1) (k) k=20 a6) (k)
) _ ) AT A gy N DA ay gk g0
e P A Dy v - A

hence the update of the search direction in fact is cheap!

In the algorithm below the scalars a®=1 and 8*) are computed with slightly different formulas
that will turn out to be algebraically equivalent (see Lemma 25.1) but in practice turned out to
perform somewhat better.
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LECTURE 24. CONJUGATE GRADIENT METHOD

Algorithm 11 CG (conjugate gradient method)
input: A= (@ij)ijl € R™*" positive definite, b, z(¥) € R™, ¢, > 0.
output: = € R" with |4z —b|j2 < e,

1: dO =70 =p - Az

2. if |10y < &, then

3. return z(©)

4: else

5. fork=1,2,... do

ol = Dt )
7. pk) .— 3;( -1 _|_a(k* ) d(k—

8 rk) . — p(k=1) _ (k=1) g q(k— 1)
9 if |r*)||y < &, then

10: return z(*

11: end if

12: BE = [lr® 3/ F=1 3

13: d) .= k) 4 glk) q(k—1)
14: end for
15: end if

It is possible to formulate the algorithm such that only one matrix-vector multiplication per
iteration step is required (exercise).
Example: Consider the data

We then have d(© = r(0) =,
Step k = 1:

o ._ Ir03 _ 1 1
[dO)% (dO,p0) 2

20— 20 4 4 040) _ <1/2>

0

1) . 0 _ op0 _ (LN_L(2Y_(0

im0 = (0) =3 (%) = (i
1 ._ Hr(l)”% _ }
HT(O)H% 4

e = () <5 (o) = (1)
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LECTURE 24. CONJUGATE GRADIENT METHOD

Step k = 2:

W . qqm (O
0 ai = ()

y_ P 14

T d®, pMy T 3/8

o 2
3

@ ._ (., ) _ (1/2) 2 (1/4
T 4+ a'd _< >+3 1/2
@ ., _ (0 _ 2,0

T ek (1/2) 3(3/4)
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Lecture 25

More on CG

We have motivated to use conjugate or A-orthogonal search directions in order to improve the
convergence in comparison with the straight forward steepest descent method. An open issue
has been the claim that the update of the search direction in each step, which is based on a
Gram-Schmidt orthogonalisation, is cheap as most of the terms drop out.

Lemma 25.1. Let V... 2 be the iterates computed by CG and assume that
rO ) O a1 £ 0. Then

Proof. Using the update formulas r(®) = r(¢=1) — (k=1 4q(k=1) anq the one for a*~) we obtain

that
B B B d(kfl) ’ r(kfl) B 3
(@F=1, 0y = (@0 plk 1)>_<||d(kl>||§,><d(k D Adk=Dy =0 (25.1)

which proves (2). A consequence of this Euclidean orthogonality is that
1dP)3 = |1r® + sW a3 = @3+ |50 P a® D)3 > e ) > 0
which is assertion (1). A further consequence of (25.1) is that for £ > 1
(B0 k=D — (1) g gUh=1) glk=2) (k1)) ()2,
and thanks to the choice d(©) = (%) this is also true for k = 1. This implies assertion (4),

oy (@D D) ()2

= > 0.
[l W (A

To show (3) we first observe that for k& > 1 thanks to the A orthogonality of the d(*)

(r®=D kD) 4 = (@80, a1y, — g0 @k, gDy = ||k,

=0
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LECTURE 25. MORE ON CG

and by the choice d© = r(©) this is also true for the case k = 1. Therefore, using the already
proved identity (4)

<T(k*1)7r(k)> — <T(k*1),r(k*1)> _ oD <r(k*1),Ad(k*1)>

_(k=1) (k—1) [l =13 dE=D02 = 0
=(r T >—m” |2 =0.
Finally we prove the update formula (5). Since a*~1) > 0 we can write —Ad*~1) = ﬁ(r(k’) -
r(#=1)), Using this and the already shown identities (3) and (4) we get
k) — (@D W) g W D R e 50
=D alt=Dlldt=DIZ - flr=0)E
]
The following lemma is central to CG:
Lemma 25.2. The vectors d©, ..., d% are A-orthogonal. Moreover
span{r® ... O} = span{d®, ... dD} = span{r@, Ar® AL} (25.2)

forl=0,...,k—1.

Proof. (available as video recording here) We start with proving the second assertion by induc-
tion where the case | = 0 is clear thanks to the choice d(© = 7). So let | > 0 and assume
that (25.2) is true for [ — 1. Since o™V # 0 we have that Ad(~D = a(ll,l) (=D — 0y ¢

span{r(lfl), r(l)}. Therefore, using the induction hypothesis,

Alr© = A(A1 O € span{Ad®), ..., Ad'"V} C span{r® ... D}
which implies that
span{r(o), Ar©Q ,Alr(o)} - span{r(o), e ,r(l)}.
Now, r) = d — g0ql=1 ¢ span{d~1, dD} which, with the induction hypothesis, yields that
span{r(o), A r(l)} - span{d(o), .. ,d(l)}.
Finally, since Adl-D) e span{r(o), e AZT(O)} and using the induction hypothesis again,
d® =0 4 g0 = (=1 _ (=1 gq(=1D 4 gW =D ¢ gpan{r©® . . Alr©}

so that
span{d®, ..., dV} C span{r® ... Aly©)}

Let us now come to the assertion on the A-orthogonality. We show this by induction, too,
where the case k = 1 trivially is fulfilled. So let & > 1 and assume that d©, ... d#=1) are
A-orthogonal.

Consider an index ¢ < k — 1. Then for all j =i+ 1,...,k

(dD 70y = (4@ U1y — oU=D (g0 AWy = (@ 0Dy
=0
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where the second term vanishes thanks to the induction hypothesis. But since (d®,7(+1)) =0
by lemma 25.1 we conclude that

(@D 0y =0, j=i+1,... .k (25.3)

where ¢ =0,...,k — 1.
Let | < k — 1. Then thanks to (25.2), Ad® € span{r®, r+D} c span{d©,...,d"*V} so that,
using (25.3), (d®,r*)) 4 = (AdW, r*)) = 0. Consequently,

<d(l), d(k)>A — (d(l), T(k)>A +8%) (d(l),d(k_1)>,4 =0,

=0 =0

where we used the induction hypothesis for the second term.
In the only remaining case | = k — 1 it is the choice of %) which ensures A-orthogonality:

<d(k_1),d(k)>A — <d(k_1), r(k))A + 5(k) (d(k—l)’ d(k—1)>A

(b)) (dk=1) k)

_ <d(k*1) A=

A ge=1)2 _
avope, 141

The spaces in (25.2), denoted by
le(r(O, A) = span{r(o)7 . ,Akilr(o)}

are called Krylov subspaces and play a prominent role in other iterative methods such as GMRES
and BiCGstab which, indeed, are even termed Krylov (sub)space methods. A characteristic
property of these methods is that the increment lies in the actual Krylov subspace:

) — k=D i (1)) 4).

A consequence of the previous results is

Theorem 25.3. The CG algorithm reaches the exact solution to SLEs in at most n steps for
(0)
any x'\%.

So in fact CG is a direct method. But in practice it is considered as an iterative method because
€, usually is much bigger than the machine precision ¢,, so that the iteration terminates with
an approximation z*) where & is much smaller than n.
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Lecture 26

Error Analysis - Comparison of SD
and CG

Error analysis for iterative methods is convergence analysis, rounding errors are not taken into
account. The concepts of analysing SD and CG are similar which is why they are presented
together. We start with a helpful lemma relating energy and Euclidean norm.

Lemma 26.1. Assume that ||e® |4 < cg||eD |4 for all k € N and some constants ¢,q > 0.

Then

le® )12 < Vra(A)ed D2 V€ N.
Proof. Denoting the minimal and maximal eigenvalue of A by Apin and Apax, respectively, and
recalling that x2(A4) = Amax/Amin:

1 1 A
k k k k
@1 < eI < @I < T2 (cqh)2|e@ 3.
min min min
O
The first results concerns SD (the previous and following proofs are also explained as recordings).

Theorem 26.2. The convergence rate of SD is

k
1
®, < R O] .
e HA_< @@4)) 1€@]1a

Proof. Recalling (23.4) which with d®) = () reads
_ _ 1 _ _ _ |
o) o) = Za2rtVIE — a0, 4 ED) 4 it

we first observe that

I P

(k—1)12
_ D Hr(k_l)H,%l - ”T H2
2||r [

=D
— EHT(k*l)HQ L [asilF:
2 AT 2|r-D)2

[l F:

1
- _ L (k=1) 2
- <1 ||1n(k1)”124||7«(k1)||1241> 2||T HA*la
——

=g(z(*=1)

_ L e
5D+ S D
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<(1_ Ir =13 g(z 1)
o )\maxHT (k= 1)”2)\ H (k_l)H%

min

= (1= ) o

1 k
k) < (1 _ ) (0)
x T
g(a™) < i (A) (™)
Using that g(z()) = 1|[e® |3 for I = 0,k (see (23.2)) yields the assertion. O

Using the estimates |[v[|% < Amax||v]|3 and [[v]|4-1 < 52||v||3 we obtain that this is

Therefore

For CG we have the following result where P* denotes the set of polynomials p of degree < k
with p(0) = 1 and A(A) is the set of eigenvalues of A:

Theorem 26.3. If CG has not yet converged after step k then

R, = inf Ol 4 < inf O] .
e = inf lIp(A)ella < inf - max Ip(Mlle™ 4

Proof. We only prove the first equality. The second one is an exercise.

As 20 — () is an element of the Krylov space Kj(A4, 7)) = span{r©®, ... A¥=1r0)} we can
write
k—1
e® =g — 20 =5 — 20 4 2O _ 50 = O 4 ZUJHAJ r(0) (1 + anAJ>
J=0 :Ae(0>

with appropriate n1,...,nr € R. Let now ¢(\) := 1+ Z§:1 n;N € P*. Then e = q(A)e® so
that
lz — 2™ ][4 = [le™]a = [lg(A)e®]|a. (26.1)

For any polynomial p € P*, p(\) =1+ Z?Zl M, we have

k—1

k
p(A)e® =0 4 nyjAje(o) =z —20 4 Z’yjHAjr(o) :
— =

eERg (A,T(O) )

But as we have seen in Lemma 24.1, the iterate (*) minimises y — ||y — z||a = 1/2¢(y) on
20 + (A, ). Therefore

k—1
le® g = llz —2®|4 < Hx 20 4 ZVﬁJrlAjr(o)HA — p(A)e® .
=0
Together with (26.1) this proves the first equality. . O

A recording of this previous result, as well as an introduction into the following topic, can be
found here.
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Chebyshev polynomials
These polynomials are defined by

1 n n
To(z) := 5((:1;+ Vat—=1)"+ (z — Va2 -1)"), zel-1,1]
and fulfil the recursive formula
To(x) =1, Ti(x) ==, Thii(x) = 22T () — Tho1(x), n=1,2,...

A further definition is
T,(x) = cos(narccos(x)), =z € (—1,1).

We see that max, <1 [T (7)| < 1, and indeed the Chebyshev polynomials play an important role
when optimising with respect to the norm || - ||oc.
Let Apax and Apjn denote the maximal and minimal eigenvalue of A and consider the rescaled

Chebyshev polynomial
2z
=T(r - ———) /T
p(x) 7 )\max - Amin (’Y)

. >\ma.x + Amin o Amax/Amin +1 o HQ(A) +1
B /\max - Amin B Amax/Amin -1 N K)Q(A) -1’
where we recall that |[Alls = Amax and A7 |2 = AL so that xa(A) = Amax/Amin. For x €
[Amins Amax] we have that v —2x/(Amax — Amin) € [—1, 1], and since then |T,,(x)| < 1 we arrive at

Ip(@)] < 1/T0(7), 2 € [Amins Amax]- (26.3)
Writing & := k2(A) we first observe that

where

(26.2)

k+1 K+ 1)2 k+1 k+1)2—(k—1)2
H—li E/ﬁ—l;_l:n—li\/( (21—1()2 )
K+ 14 Vdk (Vr£1)2 VE 4 1\ £
S :(\/E+1)(\/E—1):<\/E—1)
Thanks to (26.2) (26.3)

1kt 4 1)2 "kl )2 "
2((%—1 1)2_1> +<K,—1_ (Ii—l)2_1>>
(VR (R
—2<<\/E—1> +(\/E+1) )
Using (26.3) we see that for all € [Amin, Amax)
~1
p(a)| <2<(ﬁf})”+(ﬁ1)") (26.4)

Since p € P* for k = n and since estimate (26.4) holds true for all z € A(A) C [Amin; Amax] We
deduce from Theorem 26.3 the following result:

Theorem 26.4. [6.20] If CG has not yet converged after step k then

\|e<k>rrAs2<(V“2 Vel ey, (V”"‘(A)“)"“)l|re<0>\|,4.

(4) -1 r2(A) -1
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Lecture 27

Computational Complexity and
Preconditioning

Computational Complexity

This lecture is available as recording alongside helpful extra materials on our Moodle page.
For the computational complexity we proceed analogously as in the context of the linear iterative
methods: Get an estimate for the required number of steps in terms of the system size n and
the tolerance ¢,, and then multiply with the cost per step.

Assumption 27.1.
1. Computing Az involves a cost of ©(n®) as n — oo with some « € [1,2].
2. ko(A) = O(nP) as n — co with some B > 0.
3. e 4 is uniformly bounded in n.

Theorem 27.2. Under Assumption 27.1, the cost to achieve ||e® |4 < &, with SD is bounded
by a function C(n,e,) satisfying

C(n,e,) = O Plog(e;!)) as (n,e,) — (00,0).

k
Proof. By Theorem 26.2, |[e®®)|| 4 < < 1-— m) (9] 4, hence it is sufficient to achieve that

k

(0) (0) -1
e _ L o g loa(lle®lla) +log(e )

e l— = log (1/ 1- T%A))

Using the Taylor expansion we see that

=: k¥ (n,e,).

1 1 9
log(m):2x+0(x) as r — 0,

and with 2 = 1/k2(A) = ©(n~") one can proceed as in the proof of Theorem 22.2 to show the
assertion. O

Theorem 27.3. Under Assumption 27.1, the cost to achieve ||e®|| 4 < &, with CG is bounded
by a function C(n,e,) satisfying

C(n,ep) = @(naJr%ﬁ log(e; 1) as (n,e.) = (00,0).
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LECTURE 27. COMPUTATIONAL COMPLEXITY AND
PRECONDITIONING

(Spot the difference to the previous theorem!)

Proof. As for the previous theorem but based on the estimate in Theorem 26.4. The fact that
there only /k2(A) appears rather than ko(A) as in the estimate for SD (see Theorem 26.2)
leads to the prefactor % in front of 5. ]

Preconditioning

Apparently, the lower the condition number x3(A) the better the convergence of SD and CG,
and this holds true for Krylov space methods in general. Since for every regular B € R™*™

b= Az = ABB 'z = (AB)(B™'2) =: AB#%,

an appropriate choice of B may yield a system with x(AB) < k(A). But a problem emerges:
Even if B € R™*" is positive definite (which we assume from now on) there is no guarantee that
AB is positive definite. To solve this problem let us recall what we effectively need for CG. The
symmetry of A is equivalent to

<A$,y> = <vay> any e R™",

This means that A considered as a linear operator on R" is self-adjoint with respect to the
standard inner product. Consider now the bilinear form

() :R"xR" =R, (x,y)p:= (z,By)

which, thanks to the positivity of B, is an inner product (recall the arguments around (1.4) on
page 15, and recall also the notation || - || for the associated norm). It turns out that A = AB
is self-adjoint with respect to (-,-)p: For all z,y € R”

(ABz,y)p = (ABz, By) = 2T BT AT By = tT' BABy = (z, B(AB)y) = (z, ABy)p.
A,B symmetric
Hence, we may just replace the standard inner product by (-,-)p in algorithm CG and thus

obtain a method for computing the solution to b = ABZ. The essential lines read as follows
where we inserted the definition of (-,-)p:

1: d© =0 .—p— AB7O

2: 10) .= (0, Br(0))

3. if 10 < ¢, then

4:  return 7(©

5: else

6: fork=1,2,... do

7: RE=1) .= ABd*-1)

8: Q1) 1= (=) /g(k=1) B (=1 ( = (r©, Br©) /(Bd*1) A Bd(k*1)>>
9: FR) — 7k=1) 4 o (k=1) g(k=1)

10: r(k) pl=1) _ o (k=1) py (k= 1)( ph=1) _ o (k=1) ABd(k—l))
11: 1B) .= (r() | Br(k))

12: if l(k) < g, then

13: return z(F)

14: end if

15: B = 8 fy0=1) ( — (r(B), BrR)) / (p (k=1 Br(k—l)))
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16: dk) .= rk) 1 gk)gk=1)

17:  end for

18: end if

As we are interested in x rather than £ we may multiply line 9 with B from the left to obtain
%) = (=1 4 (k=D Bk Doing the same with line 16 we see that we may introduce the
vectors ¢%) := Bd®) to replace the vectors d¥). The preconditioner B only acts on the residual,
and it is possible to formulate and implement the algorithm such that only one matrix-vector
multiplication with B per step is required. Introducing s*) := Br®*) we arrive at:

Algorithm 12 PCG (preconditioned conjugate gradient method)
input: A, B € R™" positive definite, b, z(9) € R, £, > 0.
output: =z € R" with ||[Az —b||p < e&,.

1: 7“(0) =b— AI'(O)

2. ¢ .= s .= B
3 10) = (0, 50)

4: if 19 < ¢, then

5 return z(©)

6: else

7. fork=1,2,... do

8: RE=1) = A=)

9: ah=1) = (k=1) /(g(k=1) p(E=1))
10: k) = k1) 4 (k=1 g(k=1)
11: rk) = p(k=1) _ (k=1 p(k=1)
12: s(k) .= Brk)

13: 1) .= (p(k) | 5(k))
14: if {(*) < ¢, then
15: return z(F)

16: end if
17: B = l(k)/l(k—l)

18: g = (k) 4 k) g(k—1)

19:  end for
20: end if

The big question now: How to choose B? One will want that the computation of s*) = Br(¥) ig
cheap. But a good approximation of A~! or, at least, keeping x(AB) low, is desired as well. To
find a good trade-off depends strongly on the actual problem and the used computing hardware
so, usually, requires some testing and trying. Some ideas to define preconditioners are stated
below. Observe that in algorithm PCG we need the action of B on a vector which may be
cheaper to compute than building the matrix B and employing the usual matrix-vector product
algorithm.

e Very simple but occasionally highly effective: Choose B := D~! where D is the diagonal
of A.

e Computing the LU factorisation or, since A is symmetric, the Cholesky factorisation A =
LL" usually leads to a fill-in, i.e., zero-entries in a sparse matrix A become non-zero in the
triangular matrices of the factorisation. But often those entries are ’small’ compared to
the other entries. So one may neglect the fill-in and compute an incomplete factorisation
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PRECONDITIONING

... e -1
A~ A= LL". The preconditioner then is B := (LLT> .

e The linear solvers can serve as preconditioners as well. For instance, the action of B on a
vector may correspond to a few steps of the Jacobi method.

e Modern general preconditioners also include (possibly algebraic) multigrid methods (not
discussed in this course).
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Lecture 28

Introduction to Eigenvalue Problems

Let A € C™*™. Suppose that Az = ax with some x € C"\{0} and o € C. Then (z, Az) =
afz,x). The fraction

(x, Ax)

(z,z)

is called Rayleigh coefficient. And from the preceding calculation we see that Az = ry(z)x if
is an eigenvector. Remarkably, this provides a method to compute the eigenvalue corresponding
to an eigenvector.

Finding the eigenvalue of A is equivalent to finding the roots of the characteristic polynomial.
However, there is the following result of Abel (1824):

ra(x) =

Theorem 28.1. If n > 5 then there is a polynomial of degree n with rational coejj‘icz'enés that
has a real root which cannot be expressed by only using rational numbers, +, —, *, /, (-)% with

k e N.

Consequently, algorithms for solving EVPs will be iterative.

Conditioning

The question is what impact a small perturbation AA of A has on the eigenvalues.

Let A(A) € C" denote the set of eigenvalues, ordered in decreasing absolute value and repeated
according to their algebraic multiplicity. The coefficients of the characteristic polynomial p4(z)
of A depend continuously on the matrix entries, whence the roots as well. Therefore, \ : C"*" —
C" is a continuous function.

Theorem 28.2. Let A be a simple eigenvalue of A with associated right and left normalised
eigenvectors x,y. Then for all sufficiently small AA € C™*™ the matriz A+AA has an eigenvalue

A+ AN with .

(z,y)

Definition 28.3. Given A € C"*" and an eigenvalue \ € C, let x,y € C" denote normalised
right and left eigenvector, respectively. Then the eigenvalue condition number is

AN =

(v 242) + O(12A3))  as Al 0.

) {minw’y(1/|<x,y>|) with z,y normalised right and left eigenvector s.t. (x,y) # 0
Kka(A) ==

00 if no such right and left eigenvectors x,y € C" exist.
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LECTURE 28. INTRODUCTION TO EIGENVALUE PROBLEMS

Corollary 28.4. Let A\ € C be a simple eigenvalue of A € C™*™ with corresponding right and
left normalised eigenvectors x € C™ and y € C™. Then for all sufficiently small AA € C"*™ the
matriv A+ AA has an eigenvalue A + A\ with

AN < kA (IAA]]2 + O(IAAD)  as AA 0.

A proof of the above theorem 28.2 is stated in Stuart & Voss [1] - Theorem 3.15. We look at an
example with a non-simple eigenvalue in order to see why things go wrong in that case.

=)

A =1 is an eigenvalue of A with algebraic multiplicity 2. A right eigenvector is x = (1,0)7 and
a left eigenvector is y = (0, 1), which means that k4(\) = co. In fact, consider

00
- (00)
The matrix A + AA has eigenvalues 1 ++/8 so that |AX| = /]6] but not O(||AA]l2) = O(|d)).
In this example we have § — A\(§) = 14+ /6 € C for the first eigenvalue, and this curve is

continuous in J = 0 but not differentiable.
(2) If A is Hermitian then the left and right eigenspaces coincide so that k4(A) = 1 in this case.

Example: (1) Consider the matrix

Real Symmetric Case

From now on we will restrict our attention to symmetric real matrices A € R™*", where the
eigenvalues are denoted by |A1] > |A2| > -+ > |\,| > 0. Associated normalised eigenvectors are
denoted by x1,...,x, € R”, which then also form an orthonormal basis of R".

Before proceeding with the first method to compute an eigenvalue let us state on result that
will be used later on in the convergence proof.

Theorem 28.5.

(a) A vector x € R™"\{0} is an eigenvector of A with eigenvalue X\ if and only if ra(x) = X\ and
Vra(z) =0.

(b) If z € R™ is an eigenvector of A then

ra(@) = ra(y)l = Oz —yll3) asy — .
Proof. (a) A short calculation (exercise) shows that

Vra(z) = Hj’%(Az —ra(2)z)

for any z # 0. If Az = Az then ra(z) = (v, Az)/{x,z) = X and Vra(z) = 2(Az—ra(x)2)/||7||3 =
0 as claimed.

Vice versa, if Vra(xz) =0 then Ax = ry(x)z so that (x,r4(x)) is an eigenpair of A.

(b) This follows from considering the Taylor expansion of r4 around x and using part (a). O
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Lecture 29

Power Iteration

Recall that we consider the case of A € R™™ symmetric. Denote the eigenvalues by || >
|A2| > -+ > |A\,| with corresponding normalised eigenvectors z1, ..., x, € R™.

Idea: iterate z(*) = Az(*~1) and hope that the iterates align with the eigenspace of ;.

(10 o (1
=) -0)

Example: consider

Then

which is an eigenvector to A; = 1.

Algorithm 13 PI (power iteration)
input: A € R"™" symmetric, 29 € R" with [|2(05 # 0 and (2@, 2;) # 0.
output: z* € R" and \¥) € R approximation to z; and A;.

1. k=1

2: repeat

3wk = A1)

4 AE=D = (qpR) (k1))
50 2 = w®) /||lw®)]||,
6
T

=k+1
until Stopping criterion fulfilled

Observe that A*=1 = 7, (2(5~1)). When the goal is to compute the eigenvalue (rather than an
eigenvector) then a criterion of the form [A*) — X(*=1)| < ¢, may be used.

For computing an eigenvector, a possible stopping criterion is ||z*) — z6=D]||; < &, or ||2(F) +
2(k=1) |l2 < &, where we have to distinguish the sign because A\; may be negative. In fact, for

(-1 0 0 _ (1
a= (0 1) =)
we obtain the iteratives

-1 1 -1 —1)k
L) <21) L@ = (22> L) = <23) 2 = <(2,2 >

which do not converge, but the vectors (—1)%z*) = (1, (=1)*2=%)T converge to (1,0)7.

84



LECTURE 29. POWER ITERATION

Error Analysis

Theorem 29.1. Assume that |A\1| > |Xo| > ... and that a1 := (x1,20) # 0. Then the sequences
{2}, and {\¥)}, generated by PI satisfy

120 — 5z [, O(K\i k) B _ x| = o(’iﬂ%) as k — 00

where o®) = a1 \E/|ag NF| € {£1}.

Proof. (recording available) Let us write 2(%) = 3" | ayz;. Since a; # 0

A0 = ok = o (1 + Y (X))
i =2

and, using the orthonormality of the x;,

4% O3 = Jan X (1 +§j\ R,

=720
Therefore
o MO A0 e ey
A0 ~ Jar VIt Jaad| VT e\ T T
——
=g (k)
Thus,
Ak 0
k k k
120 = o®ails < HZ( - ERVLE H H\ale B leQ
1 .
| -l HZ (5
1
= Vit -1+
< 2V
Now,
1 | Ay |2k 1 Az‘Qk 9 ‘ k02
e = | \2 )\1’ - |oz1|2 A\ Z| ail” = a2 I X 12113
so that ©
1272 A2‘k
< =
VI < lar| 1A

from which we get the first assertion. The second follows with Theorem 28.5 (b):

Ao 2k>'

A = x| = raz®) = ra@®an)] = O(|2® = o®a|3) = O(|
1
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LECTURE 29. POWER ITERATION

Remarks on the Implementation

The most expensive part in each step is the matrix-vector multiplication in line 3 (the other
lines involve only O(n) operations as n — 00). To reduce the cost, the idea is to transform the
matrix to B = SAS~! with a regular matrix S so that B contains many zeros. Recall that such
a similarity transformation does not change the eigenvalues, and eigenvectors corresponding to
AL, ..., Ap are given by Sxq,...,Sz,.

One possibility is to transform A to upper Hessenberg form,

*
B=1p
0 --- 0 x %

using Householder reflections again. But in contrast to the computation of a QR factorisation
only the entries below the first lower diagonal are made to vanish. Let us start with

* ul ... .o oee un*l
* uUp - Unp—1 Hlullg * oe- -e- *
U1 ke *
A= . o : ~ A= 0
Un—1 * * 0

where Q1 = diag(1, Hy) with H; = I — 2w’ € RO=Dx(=1) is 4 reflection that leaves the first
row of A unchanged. When multiplying with Qfl = Q¥ = Q; from the right then also the
entries above the first upper diagonal in the first row vanish:

* tlulp 0 -+ 0
QAQ = 0
0 % e

Observe that this is due to the symmetry of A. For an arbitrary matrix we would keep some
entries in the first row.

Since QlAQfl = Q1AQT is symmetric, too, we may proceed in a similar fashion to transform
A to a tridiagonal matrix

* % 0 0
-1 T . ) . _
Qn-1-QAQT - Qu_1=1|0 . . . o|=B
o --- 0 * %

The matrix-vector multiplication with B now has a cost of O(n) as the other operations per
step.

It should be remarked that PI yields an eigenvector for B which, using Q1,...,Qn—1 needs to
be transformed back to an eigenvector of A.
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LECTURE 29. POWER ITERATION

Computational Complexity

We proceed in the usual way for iterative methods, estimating the number of required steps and
the multiplying with the cost per step.

The goal
125 — 6®gy ||y < e, (29.1)
is achieved if
1209 Q”“
laa| Il =

which requires
—1 (0) _
ki(n,e,) = log(e; ") + log(2]|2'"||2) — log(|a1])
log(|A2/A1])

steps.
Assume now that

A
/\71‘ :1+@(n*’8) for some 8 > 0 as n — oo,
2

that ||2(?) s and |aq| are ©(1) as n — 0o, and that the cost per iteration step is O(n) as n — oco.

Theorem 29.2. Under the above assumptions, the cost to achieve (29.1) with PI is bounded by
a function C(n,e,) satisfying

C(n,e,) = O Plog(e ) +n?)  as (n,e,) = (c0,0).

The proof is similar to the proof of Theorem 22.2 which explains the first term n!t#? log(e ).
Here, the 3 arises from the fact that A\y/A; converges to 1 as n — 0o, and the 1 comes from the
cost per iteration step which requires that the matrix-vector multiplication is O(n) as n — oc.
The difference to previous results is the additional term n3 which arises from transforming the
initial matrix to a tridiagonal matrix.
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Lecture 30

Simultaneous Iteration and the QR
Method

A full video of this lecture can be found here.

Suppose that Ay and x7 are known. If 20 1 2, then also AZ(O)J_IEl, at least modulo numerical
errors, which may require to project to span{xl}l. As a consequence: PI with such a z(® will
yield Ay and zo (under appropriate, not too severe assumptions). Afterwards, one could go on
picking a z(O)J_span{xl, xo} in order to compute A3 and z3 and so on. But subsequent iterations
eventually are disadvantageous.

Idea: Perform PI with a set {z{o), e ,27(10)} of orthonormal vectors and re-orthonormalise after
each multiplication with A. More precisely, defining Z(®) = (zgo),...,z,(LO)) e C™" let us
consider the following simultaneous iteration:
for k=1,2,... do
wk) .= Az(k-1)
compute a QR factorisation W*) = Zk) g(k)
AR) . — (Z(k—l))TW(k) ( — (Z(k—l))TAZ(k—l))

end for

Z(k), i =1,...,n, for the column vectors of W) in the following, and let us for

simplicity assume that A; > 0 so that we do not have to discuss oscillations. Clearly, wgk) =

We write w

Az%k_l), and from the QR factorisation wgk) = z%k)rl,l. Because Hz%k)Hg = 1 we obtain that

T = ||w§k)\|2. But this means that
o _wy AT
- I k=1)
lot e 14z" "]z

which we recognise as the power iteration. We expect that zik) — x1, and furthermore

Aﬁ'ﬂ) _ (ngfl))Tst) _ (ngfl))TAzgkfl) _ rA(zY“*l)) A as k — 0o,

So far so good. Now, consider

wék) = Azék_l) = Z§k)7”1,2 + Zék)rm.

Taking the scalar product with z%k) we see that r1 2 = <z§k),w§k)>, whence

(k) () _ (00 40,8,

22 T272 = w2

(k)

projection of ws ' onto span{zYC)}L
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LECTURE 30. SIMULTANEOUS ITERATION AND THE QR METHOD

Since r9 9 = Hwék) - (zik), wgk)>z§k)\|2 and recalling that wék) = Azékil) we obtain that
k—1 k k—1)\ _(k
0 _ AT (o 4D

2 = k—1 k E—=1)\ (k)

B R C RV E i B
Given that z%k) — 1 we expect that limg_,. zék) € span{z1}*+. Altogether, the iterates zék)
form an approximation to the power iteration on span{z;}* and, as discussed at the beginning,

can be expected to converge to x2. We also see that then

Ao = (zék_l))ngk) = (zék_l))TAzék_l) = rA(zék_l)) — Xy as k— oo.
Furthermore, using the orthogonality of 1 and zo we expect that
Ao = (zgk_l))Twék) — 2T Azy = 21 (Mozp) =0 as k — oo.
Arguing in an analogous way for the other zi(k) and entries of A%) we altogether expect that

AL (x1,...,2,) and AP diag(A1,...,A\n) as k — oo.

If only the eigenvalues are required then there is a very elegant way to reformulate the simulta-
neous iteration. Define

QW = (Z=DYT 7).

Then
Q(k)R(k) — (Z(k—l))Tz(k)(Z(k))—lw(k) — (Z(k—l))Tw(k) — AR

and

= (2T Azk=1) (Zk=1)=1 7(k) — (ZNT g z(k) — AR+,

So when we have a QR factorisation of the actual matrix approximating the eigenvalues A(*)

then we only have to interchange the two matrices to compute the next iterate A*+1),

Algorithm 14 QRI (QR iteration for eigenvalues)

input: A € R™™"™ symmetric and tridiagonal.
output: A € R™" with diagonal entries approximating the eigenvalues of A.
1: A(O) = A
: for k=1,2,... do
compute a QR factorisation A~ = Q=1 R(*—1) (with Givens rotations)
AK®) .= RE-DQ(k-1)
stop iteration if diagonal entries of A®) are close to those of A1) (modulo sign)
end for

Example: Numerically investigate (and perhaps consider a bit of history):

2 -1 0 0
-1 2 -1 0
0o -1 2 -1
0o 0 -1 2
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