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1. Problem of Graph-based Action Recognition
Many of the action recognition algorithm use a dynamic graph to 

obtain spatial embeddings. This increases the tendency that 

some nodes might have the same embedding (see Fig 1), and 

this can lead to a drop in the recognition accuracy of the model. 

This problem is closely related to the semantics of a sentence 

depending on the position of a word in the sentence. In NLP, this 

was resolved by encoding the position of the word in the 

embeddings [1].

Unlike sequences (or grids) that are naturally ordered, graphs 

have no inherent order. We propose an algorithm to learn an 

ordering for the nodes of the human skeletal graph.

2. Method
A part of our method adopts a variation of the supervised 

contrastive learning proposed by Khosla et al. [2] to cluster similar 

embeddings. We use the hamming distance 𝑑(. ) in place of the 

dot product. Our method learns a binary encoding 𝒁𝑖 for each 

node using the equation below (see Fig 2).
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3. Numbering As a Position Encoding (NAPE)
The final binary encodings are converted to decimals (see Fig 

3). These decimals are converted to sinusoidal vectors using the 

equation proposed in the Attention is all you need paper [1]. Our 

method produces a systematic ordering of the nodes (in red) 

which we call Numbering As a Position Encoding (NAPE).
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4. Results
We compare the accuracy of our action recognition model with 

and without the NAPE position encoding. We also observe that 

using NAPE, the InfoGCN [3] action recognition model saves 

3200 FLOPs for each epoch during training without sacrificing 

recognition accuracy.
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