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Abstract. Kinetic simulations of supercritical, quasi-perpendicular shocks yield time-varying
solutions that cyclically reform on proton spatio-temporal scales. Whether a shock solution is station-
ary or reforming depends upon the plasma parameters which, for SNR shocks and the heliospheric
termination shock, are ill defined but believed to be within this time-dependent regime. We first
review the time-dependent solutions and the acceleration processes of the ions for a proton–electron
plasma. We then present recent results for a three-component plasma: background protons, electrons
and a second ion population appropriate for SNR (heavy ions) or the termination shock (pickup
protons). This ion acceleration generates a suprathermal “injection” population – a seed population
for subsequent acceleration at the shock, which may in turn generate ions at cosmic ray energies.
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1. Introduction

The acceleration of particles to cosmic ray energies is an outstanding problem in
space and astrophysical plasmas. One mechanism of interest is diffusive accelera-
tion at Supernova Remnant (SNR) shocks (Bell, 1978). A related question is the gen-
eration of anomalous cosmic rays (ACR) at the heliospheric termination shock (Fisk
et al., 1974; Pesses et al., 1981; see also Kucharek and Scholer, 1995; Zank et al.,
1996; Ellison et al., 1999; Rice et al., 2000; Lever et al., 2001; Zank et al., 2001).
Before acceleration to high energies can occur, particles must first be accelerated
above the energies of the background plasma so that they may then execute repeated
scattering across the shock. This “injection process” requires consideration of
plasma phenomena which occur locally to the shock, for which fully self-consistent
numerical simulations are possible. Particle in cell (PIC) simulations of quasi-
perpendicular shocks (see, e.g., Biskamp and Welter, 1972; Lembège and Dawson,
1987; Lembège and Savoini, 1992; Shimada and Hoshino, 2000; Schmitz et al.,
2002a; Hada et al., 2003) imply that, for a certain range of parameters, the shock
solutions are not static, rather reforming on the gyro scales of the incoming protons.
Hybrid simulations, on the other hand, typically generate static solutions (see, e.g.,
Burgess et al., 1989; Kucharek and Scholer, 1995; Lipatov and Zank, 1999) although
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reforming solutions are recovered for a range of values of resistivity (Quest, 1985,
1986; Hellinger et al., 2002). The question then arises as to how local particle accel-
eration mechanisms differ between the static and time-dependent shock solutions.
Here, we focus on ion acceleration in the simplest case; perpendicular supercritical
shocks (see also Lee et al., 2004, 2005a,b). In this paper, we first summarize the
structure and dynamics of reforming shocks in an electron–proton plasma, and com-
pare the ion energisation processes found with those known previously for steady
shock solutions. We establish that the relevant spatio-temporal scales are that of
the protons, and discuss scaling to astrophysical parameters. We then investigate
the effect of additional pickup protons forming a shell in velocity space; and an
additional thermal population of heavy ions (here, α-particles), with relevance to
the heliospheric termination shock and to shocks in the solar wind and at SNR.

2. Simulation

We use a 1.5D (where scalar, and all three components of vector quantities are
functions of one spatial coordinate and time) relativistic electromagnetic PIC code
to simulate the structure and evolution of a supercritical, collisionless, perpendicular
magnetosonic shock. Simulations of reforming shocks in quasiperpendicular and
pure perpendicular geometry have been performed for example, by Scholer et al.
(2003), who showed that the additional wavemodes supported by oblique geometry
do not strongly affect the overall structure and dynamics of the reforming shock.
Reforming shock solutions have also been found in higher dimensions (Lembège
and Savoini, 1992). Our simulation setup for an electron–proton plasma is described
in Lee et al. (2004), with the addition of pickup protons in Lee et al. (2005b); we
also consider the addition of thermal α-particles, the results of which are presented
for the first time here. On the particle injection boundary, the magnetic field (Bz,1)
is constant and the electric field (Ey,1) is calculated self-consistently. We use the
piston method to generate the shock, and shock following algorithms to obtain a
sufficiently long run time, as described in Schmitz et al. (2002a).

To enable ion and electron time scales to be captured within the same simulation,
with reasonable computational overheads we use a simulation mass ratio for ions
and electrons MR = m i/me = 20, and ratio of electron plasma frequency to electron
cyclotron frequency ωpe/ωce = 20, in common with Shimada and Hoshino (2000),
Schmitz et al. (2002a,b) and Lee et al. (2004). Simulations at higher mass ratios
have been conducted at MR = 400 (Lembège and Savoini, 2002) and at MR = 1,840
(Scholer et al., 2003); however to achieve reasonable runtimes and simulation
domains, a ratio of ωpe/ωce = [2,

√
8] was used, for example, in the latter. Scholer

et al. (2003) demonstrate that reformation is a low β process, and is not an artifact
of unrealistic mass ratios, and that the differences that occur between simulations at
MR = 20 and MR = 1840 are in the nature of the instabilities in the foot region. As
we discuss later (see also Lee et al., 2004, 2005a), the reflected ion dynamics are
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insensitive to these instabilities. Importantly we also find the same length scales for
the foot region (∼ λci) and shock ramp (∼ c/ωpe) as Lembège and Savoini (2002),
Scholer et al. (2003), thus we expect our conclusions to hold at MR = 1840.

3. Shock Reformation, Thermal Proton Plasma

We begin by summarizing results for a shock in a plasma of background ther-
mal protons and electrons only. The simulation setup is as in Lee et al. (2004),
the shock has an Alfvénic Mach number MA = 10.5, and plasma β = 0.15. The
non-time-stationary nature of the reforming shock found in these simulations is
shown in Figure 1, which plots B(x, t). As with all figures here this is in a frame
where the downstream plasma is at rest, using data collected after the shock has
formed and is propagating independently of the boundary conditions. The shock
can be seen to move upstream, from the right to the left over time, with the peaks
in B field (the shock ramp) recurring on the time scale of the local ion cyclotron
period. Over the course of each cycle the ramp forms first, then a foot region grows
in front of the stationary shock ramp, whilst the shock strength is maximal. The
shock structure then collapses and a new ramp (B field peak) forms ∼2λci up-
stream, and a new cycle starts. The shock thus propagates stepwise upstream (to
the left). Figures 2–4 show snapshots of the spatial distributions of the protons and

Figure 1. Evolution of perpendicular B field strength, over time (vertical axis, in units of upstream
ion cyclotron period, 2πω−1

ci ), and space (horizontal axis in units of upstream ion Larmor radii,
λci = vinj/ωci); here vinj is the injection velocity, and ωci the upstream ion cyclotron frequency.
The simulation snapshots in Figures 2–4 are labelled A, B and C, respectively. After Lee et al.
(2004).
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Figure 2. Cross section of the simulation in the shock region at t = 4.0×2πω−1
ci (line A in Figure 1).

The top panel (Panel 1) shows perpendicular B field, normalised to the upstream value Bz,1. Panel 2
shows

∫
Ex dx normalised to the ion injection energy (Einj). Panel 3 shows the kinetic energy of the

ions normalised to Einj. Panel 4 shows the ion velocity in the y direction (perpendicular both to the
shock normal and the magnetic field) normalised to injection velocity (vinj). Panel 5 shows the ion
phase space (x versus vx ) with velocities normalised to vinj. After Lee et al. (2004).

the corresponding B fields and potentials (throughout we plot Bz and minus poten-
tial, i.e.

∫
Ex dx consistent with a convention used previously (Scholer et al., 2003)

at three different stages of the reformation cycle whose time and space co-ordinates
are indicated in Figure 1 by the three white lines “A”, “B” and “C”. Figure 2 shows
a snapshot at t = 4 × 2πω−1

ci . Ions flow in from the left hand injection boundary
at vinj, until they reach the shock front (currently at 38λci). At this stage of the
reformation cycle the shock front is almost stationary (see Figure 1), and the ramp
in the B field and potential specularly reflects a fraction of the incident ions. Con-
sistent with a shock at rest in this frame, the ions reflect with vx → −vx . These
then move upstream into a region in front of the shock, the “foot” region (ions la-
belled “A”). The reflected ions form a relatively energetic population, with energies
dispersed from (1–6) × Einj. Figure 3 shows a later snapshot at t = 4.9 × 2πω−1

ci .
The ramp region is now less well defined in the B field (see also Figure 1). In phase
space, reflected protons now gyrate back towards the shock and move downstream
to form the population labelled “B”. By t = 5.3 × 2πω−1

ci (Figure 4), a new ramp
has formed and the reflected protons are beginning to form a new foot region as
the next cycle commences. Figure 4 shows both populations of protons: those that
specularly reflect to form the foot (population “A”), and those that have become
energised in the foot region in the previous shock reformation cycle which now
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Figure 3. Cross section of the simulation in the shock region at t = 4.9×2πω−1
ci (line B in Figure 1).

Format as in Figure 2. After Lee et al. (2004).

Figure 4. Cross section of the simulation in the shock region at t = 5.3×2πω−1
ci (line C in Figure 1).

Format as in Figure 2. After Lee et al. (2004).

propagate downstream (population “B”). Referring back to Figure 1, we see that a
new shock has formed and is again nearly stationary in this frame.

In the reforming shock solutions, the shock then progresses in a stepwise fashion
so that protons undergo specular reflection by the shock when it is temporarily at rest
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Figure 5. Position x vs. y for a high energy proton. After Lee et al. (2005).

in the downstream rest frame; their component of velocity normal to the shock in this
frame is simply reversed. This is in contrast to the stationary shock solution in which
the shock propagates steadily with constant speed vs in the downstream rest frame
(Lee et al., 2004). In that frame specularly reflected ions gain approximately twice
the shock speed vs . Specularly reflected ions in the reforming shock do however
gain energy in the time-dependentfields of the foot region. We now consider protons
which achieve final energies downstream of �6vinj, close to the maximum energies
reached in the above simulations. The paths of these particles have been traced
though the simulation and are found to be very similar, with little dispersion in
phase space as they pass through the shock (Lee et al., 2004). In particular, the
proton dynamics is not sensetive to structures on electron scales in the foot region
(Lee et al., 2005a) which have been shown to be linked to electron acceleration at
shocks (Dieckmann et al., 2000; Shimada and Hoshino, 2000; McClements et al.,
2001; Schmitz et al., 2002a,b). Figure 5 shows the x–y trajectory of one of these
protons, again in the downstream rest frame. The dynamics essentially comprises
three stages: normal reflection from the temporarily stationary shock front into
the foot region (a–c), followed by energisation during transverse drift across the
shock front (d–e) and finally transmission into the downstream region (f), where
subsequently the x component of the guiding centre velocity in the downstream
rest frame is zero.

We now examine the selection mechanism for the energised protons. For a time
stationary shock, Burgess et al. (1989) showed that protons from the extrema of
the velocity space distribution upstream of the shock are preferentially reflected
upstream, and so energised; whereas protons from the core of the distribution pass
directly through the shock. Figure 6 shows the proton phase space (vx and vy vs. x)
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Figure 6. Phase space plots of vx (left) and vy (right) vs. x for particles with differing initial thermal
speeds, at the instant t = 4 × 2πω−1

ci . After Lee et al. (2005).

for groups of protons at differing initial thermal speeds, at a time when the shock
ramp is maximal, and the reformation cycle has just commenced, corresponding to
t = 4 × 2πω−1

ci in Figure 1 (compare with Figure 1 of Burgess et al., 1989). At the
reforming shock a fraction of protons initially in the core of the distribution, as well
as those from the tails, are now reflected back into the foot region. Whether or not
a given proton is reflected depends on its normal velocity in comparison with the
time-dependent shock potential. Thus, in the reforming shock the timing at which
protons arrive at the shock front, as distinct from their thermal speed, determines
their final location in velocity space.

These results imply that the dynamics of reflected, energised protons occur
on proton Larmor scales and that details of the electron kinetics may be neglected
once it is established that reforming shock solutions will occur (see Lee et al., 2004,
2005a, for details). Let us consider the plasma as two fluids, ions and electrons, and
take the low frequency approximation: we neglect the electron inertial term and
the displacement current, and assume quasi-neutrality. We also neglect the electron
pressure gradient for simplicity, while anticipating that this approximation will be
least reliable in the shock ramp. We obtain

0 � E + vi ∧ B + 1
μ0en

[∇ B2

2
− (B · ∇)B

]
(1)
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Figure 7. Lower panel: Comparison of the kinetic energy gain of the proton of Figure 5 using the PIC
simulation E (red) and that on ion scales Ei (black) from Equations (2). Upper panel: Comparison
of

∫
Ex dx from the PIC code (red), and from Equations (2) (black) along the trajectory. The bulk

velocity vix,y in Equations (2) is calculated from the mean velocity of the ions within 10 grid cells
� 0.02λci � λce/2 of the trajectory. After Lee et al. (2005a).

In the 1.5D geometry of our simulation Equation (1) simplifies since ∇ ≡ (∂x , 0, 0)
thus (B · ∇)B = 0. We also find that generally in our simulations, vz << vy , thus
(vi,y Bz − vi,z By) � vi,y Bz . This then gives

Ex,i � − 1
enμ0

∂(B2
z /2 + B2

y/2)
∂x

− vi,y Bz and Ey,i � vi,x Bz. (2)

Here Ex,i and Ey,i are the x, y components of the electric field in this low frequency
limit. Figure 7 shows the time variation of the potential (

∫
Ex dx is plotted) and

the kinetic energy gain (
∫

qE · v dt) of the trajectory shown in Figure 5. We apply
Equations (2) to the magneticfield and particle variables from the PIC code to obtain
a low frequency approximation to these which is overlaid on the values obtained
directly from the PIC code. The potential from Ex,i defined in Equation (2) then
essentially averages over the small-scalefluctuations of the “raw” potential from the
simulation, however, the traces do not coincide where the proton interacts with the
shock ramp, where ∇ Pe is maximal: first during reflection at t = 3.5−3.7×2πω−1

ci ,
and subsequently during transmission to downstream at t = 5−5.2×2πω−1

ci . There
is a close correspondence between the kinetic energy gain obtained direct from the
simulation, and from the low-frequency-approximated fields, suggesting that the
fine structure on electron scales does not affect thefinal energy gain of these protons.
From Figure 7 we see that unlike the potential, the kinetic energy gain does not show
a discrepancy at the shock ramp, this also suggests that the value of the potential
gradient at the ramp does not contribute to the overall energy gain of these ions,
provided that it is sufficient to cause reflection. This is consistent with energisation
being associated with electromagnetic fields away from the ramp, the role of the
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ramp potential being simply to reflect the ions. However, details of the energetics
of low-energy ions that are not reflected may depend on the value of the shock
ramp potential. Previous PIC simulations for a range of values of m i/me (see, for
example, Lembège and Savoini, 1992; Scholer et al., 2003) show a variety of kinetic
instabilities in the foot region, as do our results. These features occur on electron
spatiotemporal scales and here we simply note that the ion dynamics will, from
the above, be insensitive to these structures (see also Lee et al., 2005a). The shock
ramp lengthscale for these simulations at different mass ratios is similar, that is, of
the order of a few c/ωpe . In the remaining sections of the paper we show results
from the full electromagnetic fields of the PIC simulation.

The above results imply that the characteristic time scale of shock reformation
(T ) and length scale of the foot region (L) are T � 1/ωci and L � vinj/ωci. After ac-
celeration, the ions are still non-relativistic so that kinetic energy is just E = mv2/2.
If we now consider a new set of parameters, L → L ′, T → T ′, corresponding
to m → m ′, B → B ′, vinj → v′

inj, then provided that a reforming shock solution
still exists for the new parameter regime it follows that �E ′ = �E(m ′v′2

inj)/(mv2
inj).

Defining the injection kinetic energy as Einj = mv2
inj/2 and E ′

inj = (1/2)m ′v′2
inj this

gives �E ′/�E = E ′
inj/Einj. If �E ∼ 6Einj as found in our PIC simulations, then

�E ′ ∼ 6E ′
inj. This scaling has been confirmed by means of simulations at varying

mass ratios and Mach numbers (Lee et al., 2005a). For SNR, scaling the mass ratio
of MR = m i/me = 20 to MR = 1,836, that is, to MA � 100, together with a B field
of 10−7 T and an inflow speed of ∼2.5 × 107 m s−1 (Ellison et al., 1999) implies
that ions are injected at energies of ∼16 MeV by this process (Lee et al., 2004).

4. Addition of Pickup Protons

The heliospheric termination shock is generated in the presence of pickup ions
originating from the transheliopause interstellar medium. We have performed sim-
ulations of a perpendicular shock propagating into a collisionless plasma for con-
ditions appropriate for the termination shock (see Lee et al., 2005b, for details).
The simulations are conducted as for the proton–electron plasma above, but at
MA = 8, an upstream solar wind thermal proton βi = 0.2 and an electron βe = 0.5.
We include a shell distribution of 10% pickup protons, centred in velocity space on
vinj, with a radius v1 � 25 × vthm,SW, with thermal spread (Kucharek and Scholer,
1995; Zank et al., 1996; Ellison et al., 1999). The temporal evolution of both pro-
ton species over a single reformation cycle is shown in Figure 8. We see that the
background proton dynamics proceed essentially as in the absence of the pickup
protons, whereas the pickup ions form a quasi-steady extended foot region starting
∼6λci upstream (see also the detailed plots of Lee et al., 2005b). This can also be
seen when the counts of reflected protons are compared (Lee et al., 2005b).

Previous hybrid simulations provide evidence of repeated pickup proton inter-
action with a time-stationary shock ramp, leading to rapid ion acceleration; for
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Figure 8. Phase space (vx/vinj vs. x/λci) for solar wind protons (lower panel of each pair) and pickup
protons (upper panel) in the shock region. Four pairs of panels at equal time intervals of 0.4×2πω−1

ci
are shown starting at the lowest two panels. The maximum upstream position for the reflected ions in
each species are indicated for each snapshot. After Lee et al. (2005b).

example, Lipatov and Zank (1999) found velocities in the y-direction of ∼15vinj.
Figure 9 shows a series of snapshots of perpendicular velocity components through
the shock region for our PIC simulations of a reforming shock (compare with
Figure 2 of Lipatov and Zank, 1999). We see that in the foot region, the solar
wind protons (left panels) form a reflected population which is bunched, consistent
with reflection off the cyclically reforming ramp of the shock. The pickup protons
(right panels) are accelerated but reach velocities <5vinj. This supports the con-
jecture (Scholer et al., 2003) that reforming shock solutions may be less efficient
at ion acceleration processes such as shock surfing and multiple reflection. In this
context, Zank et al. (1996) have noted that the shock ramp thickness is a critical
parameter. In common with previous simulations (Shimada and Hoshino, 2000;
Schmitz et al., 2002a) we find a shock ramp width of ∼2c/ωpe. However, the ex-
tension of these PIC simulations to higher dimensions, whilst retaining reforming
shock solutions (Lembège and Savoini, 1992), allows wavemodes with k vectors
to be oblique to the magnetic field rather than to be strictly perpendicular as in
our 1.5D simulations. The occurrence of multiple reflection thus remains an open
question.
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Figure 9. Results for a reforming shock: velocity distributions perpendicular to the magnetic field
(vx vs. vy), for the solar wind protons (left) and pickup protons (right), at various positions through
the simulation box. The bottom panel is ∼8λci upstream of the shock front, data is then collected over
∼λci, starting every 3λci, moving towards and through the shock.

5. Addition of Thermal α-Particles

The solar wind typically contains α-particles at 4–5% of the proton density, which
can rise above 10% (Oglivie et al., 1989). The plasma into which an SNR shock
expands will also contain heavy ion components, especially helium, as well as pro-
tons and electrons. Observations of filaments within the Crab nebula show helium
concentrations well above 50% (Henry, 1986). Here we present results of a prelim-
inary study to investigate the effects of thermal α-particles on shock reformation.
To enable comparison with previous results, these simulations are conducted using
the same parameters (B, β, MA, etc.) as in Section 2, but with the addition of a
third ion population to represent α-particles at 4, 10 and 25% of the total ions by
number density. For simplicity, in this preliminary study, α-particles have the same
upstream plasma β = 0.15 as the thermal protons. Because a change in the mass
density alters the Alfvén velocity, the addition of a heavy-ion component will alter
the inflow velocity if the Mach number remains constant. An additional simula-
tion has also been conducted containing 10% α-particles, but at the inflow speed
used in Section 2 corresponding to MA = 11.4; no significant differences with the
MA = 10.5 run are found. Here the ratio of α-particle to proton mass is 4, to give
mα/me = 80.

Figure 10 shows the temporal evolution of the B field strength in the same
format as previously for the four simulations. Panel A shows the results from
the simulation detailed in Section 2 in the absence of α-particles, while Panels
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Figure 10. Evolution of perpendicular B field strength, for four simulations at various densities of
α-particles, over time (vertical axis, in units of upstream proton cyclotron period, 2πω−1

cp ), and space
(horizontal axis, normalised to λcp = vinj/ωcp). (A) A simulation in the absence of α-particles. (B)
A simulation containing 4%, (C) 10% and (D) 25% α-particles. All simulations are conducted at
MA = 10.5. Field strength is normalised to that upstream (Bz,1).

B, C and D show results for 4, 10 and 25% α-particles, respectively. Comparing
Panels A and B of Figure 10, we see that the addition of 4% α-particles yields
essentially the same shock reformation cycle. As we increase the α-particle density
further, different dynamics are found, as seen in Panels C and D of Figure 10. In
particular, Panel D now shows a foot-ramp structure of the shock that appears to
be longer lived, so that there are intervals of time during which the shock appears
to be approximately steady state, propagating more smoothly across the simulation
domain. The effect on the ion energetics can be seen in the distribution functions
of the ions downstream of the shock. The distribution functions shown in Figure
11 were collected over 10 upstream proton gyroperiods from a region ∼12–17λcp
downstream of the shock front. The normalised distribution function f (E) is shown
on a semilog plot versus energies normalised to the injection energies for each
species. There is some indication that as the density of α-particles increases the
phase space density of high energy protons and αs also increases. These results
are preliminary and in particular may be influenced by the relatively short data-
collection time. We may also expect a dependence on the β of the α population.
However, they suggest that the addition of heavy ions may act to introduce a longer
timescale for shock reformation, thus making conditions more favourable for shock
surfing and multiple reflection of the protons. Further work is needed to test this
conjecture.
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Figure 11. Energy distribution functions on a log10 scale for the various simulations with MA = 10.5.
Traces show 0% α-particles in black, 4% α-particles in blue, 10% α-particles in magenta, and 25%
α-particles in red. Upper panel: Proton distribution functions: kinetic energy normalised to Einj,p .
Lower panel: α-particle distribution functions: kinetic energy normalised to Einj,α .

6. Conclusions

We have discussed ion acceleration in PIC simulations of a perpendicular shock, in
a parameter range where the shock solutions are reforming. Our simulations self-
consistently generate local ion acceleration at the shock. These ions then form an
injected suprathermal population which may then be accelerated further, by other
mechanisms, to cosmic ray energies. For a population of thermal background pro-
tons only, the time-dependent fields of the reforming shock are found to accelerate
protons to energies up to ∼6Einj. The mechanism differs from that found in station-
ary shock solutions in that the accelerated protons are essentially those which first
encounter the shock ramp when it is maximal. These then drift and gyrate once
in the foot region, gaining energy, and are then transmitted through the shock. We
have shown that the fields responsible for proton acceleration in the foot region
operate on proton spatiotemporal scales and are thus able to scale our results to
realistic parameters for SNR shocks. Reforming shock solutions, and the above
acceleration of the thermal background protons, are found to persist in the pres-
ence of 10% pickup protons for parameters relevant to the heliospheric termination
shock. The pickup protons also gain energy ∼20 × Einj,SW, but do not appear to
undergo multiple ion reflection or shock surfing, in contrast to simulations with
stationary solutions. Preliminary results were also presented for simulations where
thermal α-particles are added to the population of thermal background protons.
Once the relative density of α-particles is increased above ∼10% , changes are
seen in the time evolution of the shock; at ∼25% there are clear intervals in which
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the shock dynamics become quasi-steady. These changes in the shock dynamics
are accompanied by enhanced acceleration of both the proton and α-particle pop-
ulations. This more realistic situation, both in the solar wind where α-particles
can be present at ∼10%, and at SNR, where helium is observed at much higher
abundances and other heavy ions are present, may be more favourable to shock
acceleration.
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