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A theoretical framework is presented that calculates the conductivity of polar semiconductors at

terahertz frequencies without resorting to phenomenological fit parameters, using an expression

derived from the Boltzmann transport equation. The time-dependent photoconductivity of InAs and

the temperature dependent conductivity of n-doped GaAs are found experimentally by terahertz

time-domain spectroscopy. The observed deviation from the Drude-Lorentz conductivity in these

model systems is accounted for by this approach, which calculates the energy-dependent electron

scattering time.VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.3695161]

Time-domain spectroscopy enables the optical properties

of a material to be determined in the terahertz and mid-infrared

frequency range1–3 by linking the measured transmission (or

reflection) to the complex conductivity ~rðxÞ ¼ r1 þ ir2. To
first order the frequency-dependent conductivity of metals

and semiconductors is described by the Drude-Lorentz

approach, in which an electron-hole plasma is treated as a

non-interacting gas. The complex conductivity is given by

~rðxÞ ¼
Ne2

m�
s

1� ixs
; (1)

where N is the density of electrons in a parabolic band with

effective mass m*. Carriers undergo collisions that random-

ize their momentum in a time s that is assumed to be inde-

pendent of their energy E. Optical-pump, terahertz-probe

spectroscopy1–3 allows s to be determined at different times

(and therefore N) after photoexcitation, as has been reported

theoretically4 and experimentally5 for GaAs.

While the Drude conductivity is adequate to model

the intraband conductivity of some metals and

semiconductors,1–3 it often fails as the electron scattering

rate is in general energy dependent, and bands are parabolic

only close to extrema. In bulk n-type and p-type silicon at

room temperature, the Drude model was found to predict a

larger imaginary part of the conductivity than measured

experimentally.6,7 An energy dependent scattering time s(E)

was invoked to explain these results, taking s(E)! E�1/2 for

acoustic phonon scattering and s(E) ! E3/2 for impurity

scattering.6 The Cole-Cole and Cole-Davidson extensions to

the Drude model have also been utilized to account for the

conductivity of extrinsic electrons in bulk ZnO (Ref. 8) and

photoexcited electrons in bulk semi-insulating and low-

temperature grown GaAs.5,9 In these models, the denomina-

tor of Eq. (1) is altered using two exponents, which act as

additional fit parameters that enable an energy dependent s

to be included phenomenologically. The localization of

charge carriers within nanoparticles has also been invoked to

account for non-Drude conductivity, and a recent review of

this topic can be found in Ref. 3.

In this article, a straightforward theoretical framework is

expounded that enables the influence of an energy-dependent

electron scattering time to be included in calculations of the

optical conductivity spectra of polar semiconductors. This

microscopic approach, based on the semi-classical Boltz-

mann transport equation, calculates the scattering rate

directly from theory rather than taking it as a phenomenolog-

ical fit parameter. In order to demonstrate the versatility of

this approach, an investigation is reported into two model

systems: (i) the temperature-dependent conductivity at tera-

hertz frequencies of GaAs epilayers and (ii) the time-

dependent photoconductivity of InAs. At room temperature

in both cases, the conductivity deviates from that predicted

by the Drude-Lorentz model in a way that is accounted for

by the Boltzmann conductivity model.

In the relaxation time approximation, the rate of change

of the electron distribution function under an external pertur-

bation (such as an electric field) is assumed to be inversely

proportional to the scattering time s. The Boltzmann trans-

port equation in this approximation10 can be used to derive

the frequency dependent conductivity ~rðxÞ as

~rðxÞ ¼
2

ffiffiffiffiffiffiffiffi
2m�

p
e2

3p2�h3

ð

E

sðEÞE3=2

1� isðEÞx
�

@f0
@E

� �

dE; (2)

where the Fermi-Dirac function f0(E) is evaluated at a chemi-

cal potential l. A calculation at each temperature determined

l from the requirement that N ¼
Ð1
0
f0ðEÞgðEÞdE, where

g(E) is the electronic density of states. In the derivation of

Eq. (2), the material was assumed to be isotropic and to have

a response that was linear in the applied electric field. Elec-

trons were assumed to have a parabolic energy dispersion E,

effective mass m*, and momentum scattering time s(E) (cal-

culated as described below). In the limit of zero temperature,

the substitutions �@f0/@E! d(E � l) and l ! �h2(3p2n)2/3/

(2m*) in Eq. (2) produce the Drude conductivity of Eq. (1),

and the relevant scattering time is that for electrons at the

Fermi surface, s(l). Equation (1) is also recovered when the

scattering time is not a function of energy. The conductivity

expression in Eq. (2) was found to be consistent with causal-

ity by calculating r2 from r1 (and vice-versa) using the

Kramers-Kronig relations.a)Electronic mail: james.lloyd-hughes@physics.ox.ac.uk.
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In heavily doped polar semiconductors, electrons scatter

principally with LO phonons, other electrons, and impurities.

The energy dependent momentum scattering time s(E) was

calculated including these mechanisms using the expressions

described in detail in Refs. 11 and 12. The scattering rate

with LO phonons of angular frequency xLO was calculated

assuming the static screened Coulomb potential [Eq. (3.156)

of Ref. 11]. Scattering by collective excitations (plasmons)

was assumed to have the same form,13 and the single particle

electron-electron rate was calculated using fast electrons.11

Parameters for InAs and GaAs were taken from Ref. 14.

The calculated s(E) is shown by the solid lines in Fig.

1(a) for n-type GaAs (N¼ 9.0� 1017 cm–3) at a temperature

T¼ 7K (top) and T¼ 295K (bottom). At low temperature,

the Fermi-Dirac distribution is narrow, as indicated by its de-

rivative �@f0/@E (dashed lines), and only electrons close to

the chemical potential (49meV) can contribute to the con-

ductivity. In contrast at room temperature, �@f0/@E is broad,

indicating that electrons over a large range of energies can

take part in transport. Above the LO-phonon energy

(36meV) and plasmon energy (40meV), s(E) is reduced by

the emission of a phonon or plasmon. Figure 1(b) illustrates

s(E) for InAs (�hxLO¼ 30meV) at electron densities of

N1¼ 1.4� 1016 cm�3 and N2¼ 3.9� 1016 cm�3. The value

of s(E) is reduced at higher electron density mainly by addi-

tional electron-plasmon scattering.

The dielectric function of a 500 nm thick, 1� 1018 cm�3

GaAs epilayer15 was measured by terahertz time-domain trans-

mission spectroscopy1–3 and can be written ~� ¼ ~�l þ i~r=x�0.
The lattice contribution ~�lðxÞ originates from interband tran-

sitions and TO-phonons, while ~r arises from free charges.

The temperature dependence of ~�l was obtained from a sepa-

rate measurement of a semi-insulating GaAs substrate. In

Figure 2(a), the measured conductivity of the GaAs epilayer

is plotted at T¼ 7K (crosses) and T¼ 295K (circles). A fit

to the low temperature conductivity r1 using the Drude-

Lorentz model (Eq. (1)) is in good agreement with experi-

ment when N¼ 9.0� 1017 cm�3 and s¼ 95 fs (fit: solid lines,

experiment: crosses). At room temperature (295K), the ex-

perimental r1 (circles) can be well described by the Drude-

Lorentz model (dashed-dotted lines, N¼ 9.0� 1017 cm�3

and s¼ 88 fs), but the modelled values of r2 are significantly

higher than observed. In contrast, the calculated conductivity

using Eq. (2) (dashed lines) agrees well with r1 and deviates

from r2 only at frequencies above 1 THz.

The extent of the experimental and theoretical deviation

from the Drude prediction can be examined by plotting

r2/xr1, where for the Drude model s¼ r2/xr1 is independ-

ent of frequency.16,17 The frequency dependence of r2/xr1
is reported in Fig. 2(b). At 7K, this function is frequency in-

dependent because of the sharpness of the Fermi-Dirac dis-

tribution, and the calculated and measured values are in

close agreement. As the temperature is raised, the simulated

r2/xr1 becomes a function of frequency, with a notable

decrease towards higher frequency. This is a consequence of

the broadening of the electron distribution function to

include electrons with different scattering times s(E). The

disagreement between the model and experiment suggests

that s may depend more significantly on energy than in

Fig. 1(a). This may be a consequence of the simplified scatter-

ing mechanisms used to calculate s(E). At a doping level of

1� 1018 cm�3 (plasma frequency xp/2p¼ 10 THz), the scat-

tering of electrons in GaAs by polar optical phonons should

be considered using a time-dependent potential that describes

the interaction with coupled plasmon-like and phonon-like

modes,11,18 rather than the static model employed herein.

The temperature dependence of the mobility is often

used to examine the electron scattering mechanism that dom-

inates transport. Since the GaAs epilayer is heavily doped,

no carrier freeze-out occurs at low temperature, as Fig. 2(c)

indicates using the temperature dependence of r2/xr1 at

x/2p¼ 2.0 THz. As temperature increases, r2/xr1 rises to

100 fs at 100K, before reducing at higher temperatures to

40 fs at 295K. In comparison, lightly doped GaAs exhibits

s¼ 165–300 fs at room temperature.19,20 At high tempera-

tures, r2/xr1 scales in proportion to T�3/2 [dashed line in

Fig. 2(c)], indicating that an LO-phonon mediated scattering

mechanism dominates the conductivity.12

FIG. 1. (a) Calculated dependence of the scattering time s (solid lines) and

�@f0/@E (dashed lines) upon the electron energy E for GaAs at T¼ 7K and

T¼ 295K, with N¼ 9� 1017 cm�3. (b) As (a), but for InAs at room temper-

ature at electron densities N1¼ 1.4� 1016 cm�3 and N2¼ 3.9� 1016 cm�3.

FIG. 2. (a) Real (r1) and imaginary (r2) parts of the electronic conductivity

of an n-type GaAs epilayer at T¼ 7K (crosses) and T¼ 295K (circles). The

solid and dashed-dotted lines indicate fits to experiment at low and high tem-

perature using the Drude-Lorentz model. The dashed line shows Eq. (2) at

T¼ 295K for N¼ 1.0� 1018 cm�3. (b) Frequency dependence of r2/xr1 at

7K from experiment (crosses) and from Eq. (2) (solid line). The circles and

dashed lines show experiment and calculation at 295K. (c) Temperature de-

pendence of r2/xr1 at 2 THz from experiment (squares) and calculation

(solid line). The dashed line shows s! T�3/2 for LO-phonon scattering.
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In Fig. 3, the time-resolved photoconductivity1–3 Dr of

an InAs epilayer21 is reported. The sample was photoexcited

by 50 fs pulses at 800 nm (1.55 eV), 1.2 eV above the direct

bandgap (0.35 eV), producing carriers in the C, L, and X-val-

leys. The photoconductivity exhibits a slow rise over 15 ps, as

demonstrated by the real part of the photoconductivity Dr1 at

1 THz [circles in Fig. 3(a)]. This can be attributed to the ener-

getic relaxation of hot electrons from high in the bandstructure

to the C-valley minimum, where electrons contribute more

significantly to the photoconductivity because of their sub-

stantially smaller effective mass.22,23 The solid line indicates

the calculated photoconductivity using Eq. (2) assuming that

N / 1� e�t=sC . The obtained rise time sC¼ 3.8 ps is compa-

rable to that of hot electrons in GaAs (Ref. 22) and InGaAs,23

where sC¼ 2�3 ps, indicating that electrons in InAs have a

comparable energy relaxation rate.

The frequency dependence of the photoconductivity at

t¼ 6.8 ps after photoexcitation is shown in Fig. 3(b). As for

extrinsic electrons in GaAs, the experimental conductivity

(points) cannot be modeled well by the Drude-Lorentz

expression (solid lines). Examining the frequency depend-

ence of Dr2/xDr1 in Fig. 3(c) yields qualitative agreement

between calculation (lines) and experiment (points) at t¼ 1.5

ps and t¼ 13.5 ps, corresponding to the carrier densities in

Fig. 1(b). The mean scattering time decreases at later times

after photoexcitation as the electron density close to the min-

imum of the C valley increases. This is further illustrated in

Fig. 3(d) by Dr2/xDr1 evaluated at 1 THz from calculation

(line) and experiment (circles). The assumption of parabolic

bands and the neglection of scattering with coupled phonon-

plasmon modes may account for the discrepancy between

the model and experiment, however the only free parameter

is the electron density, and the agreement is fairly good.

The extended Drude model16,24 has been extensively

applied to the visible and infrared conductivity of metals and

superconductors and is applicable for Fermi liquids (when

electron-electron interactions are strong), and also when the

effective mass is energy dependent. In this approach, the

single-particle effective mass m* in Eq. (1) is replaced by a

frequency-dependent function m**(x)¼m*[1þ k(x)], and

the energy-independent scattering time s is replaced by a

photon frequency dependent function s*(x). The effective

mass renormalization factor 1þ k(x) can be determined

from experiment using m**(x)¼�Ne2Im[1/r]/x if the elec-

tron density N is known.16,24 Following this procedure, we

find that m**(x)/m*¼ 1þ k(x) is frequency independent

and equal to unity within experimental error (e.g., for photo-

excited InAs m**/m*¼ 0.976 0.1, and for heavily doped

GaAs m**/m*¼ 0.956 0.1). This provides support for the

above assumption of parabolic energy bands.

In summary, a formalism was presented that allows the

complex conductivity of polar semiconductors to be calcu-

lated at terahertz frequencies by including the energy de-

pendence of the scattering rate. The generalized conductivity

reduces to the Drude model in the limit of zero temperature

or an energy independent scattering rate. Terahertz time-

domain spectroscopy was used to determine the conductivity

of heavily doped GaAs and the photoconductivity of InAs,

which were semi-quantitatively accounted for by the gener-

alized conductivity model.
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FIG. 3. (a) Real part of photoconductivity of InAs Dr1 (at a frequency

f¼ 1.0 THz) at different pump-probe delay times t from experiment (circles)

and calculation (solid line). (b) Dr1 (circles) and Dr2 at t¼ 6.8 ps (crosses),

and fit using the Drude-Lorentz model (solid lines). (c) r2/xr1 at t¼ 1.5 ps

(diamonds) and t¼ 13.5 ps (squares) from experiment. The solid and dashed

lines show the calculated values at the same delay times. (d) r2/xr1 at f¼ 1

THz from experiment (circles) and model (solid line) as a function of t.
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