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Spinning Tops: 
Top quark spin correlations in the dilepton 

channel at ATLAS (and CMS) 



Introduction to top quarks 
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�  Discovered by CDF and DØ 
collaborations at the Tevatron            
in 1995  

�  A unique quark:  
�  Lifetime ~5x10-25 s 
�  Decays before it hadronises 
�  No bound states (mesons) 

�  Largest mass of any fundamental 
particle  

�  Yukawa coupling ~ 1 

t t- 

Top quark 

Gold atom 
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Top quark production at the LHC 
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t-channel s-channel 

associated tW 

QCD pair production: gg-fusion and qq annihilation 

EW production of single top quarks 

Dominant 

- 

~90 % 

p p 

t 

t 

Top pairs 

p p 

t 

X 

Single top 
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Overview of      decays 
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BR Background b jets Light 
jets 

Leptons Neutrinos 

Fully 
hadronic 

High Very high 2 4 0 0 

Semi- 
leptonic 

High Fairly high 2 2 1 1 

Dileptonic Low Low 2 0 2 2 

t decays ~100% to Wb 



What we would like to know about top 
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Production cross 
section 
Resonant 
production? 
Production 
kinematics 
Spin/polarisation 

Top mass, 
width, 
spin, 
charge 

Wtb coupling, 
|Vtb| 
 
W helicity 

Anomalous 
couplings? 
 
Yukawa 
coupling? 

Rare decays 
 
Non-SM 
decays? 
 
Branching 
fractions 

+ more! 

Miriam Watson 



The ATLAS detector 
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Selection of top events (example) 

Muons:  
Segments in 
tracker and 
muon chambers 
Isolated track 

Electrons:  
Isolated cluster in 
EM calorimeter 
Matched to track 

Jets:  
Topological 
calorimeter 
clusters 
Anti-kT jet finder 
(R=0.4) 

B-tagged jets:  
Displaced tracks, 
secondary 
vertex, impact 
parameters etc. 
BDT algorithms 

Missing ET:  
Negative vector sum 
of pT for all 
reconstructed, 
calibrated objects 
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Top pair cross-section (lepton+jets) 

14/04/11 M. Watson, Warwick week 8 

•  Use binned 
likelihood fit to 
kinematic 
distributions 

•  Selection: 
•  Lepton trigger 
•  Lepton 
•  Jets 
•  Missing ET 

•  Jet energy scale and reconstruction 
uncertainties dominate 

•  Most backgrounds determined from data 
•  Larger background w/o b-tagging, but no 

tagging uncertainties 

No b-tagging 

With  b-tagging 



Top pair cross-section (dilepton) 
•  Cut-based methods 

–  2 leptons (opp.sign) 
–  2 jets 
–  Missing ET,  total ET  

•  Main systematics 
–  JES 
–  Parton shower 
–  Fakes 

14/04/11 M. Watson, Warwick week 9 

ee, µµ, eµ 
channels 



Data-taking at ATLAS 2010-2018 

10 
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Run 1,        
7+8 TeV 

+ Run 2,        
13 TeV 

2010 data! 

Run 2,  2015-18 

Today: mostly 2015-16 data, 36 fb-1 
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Top physics summary plots: 7, 8 and 13 TeV 
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Top pair cross-sections                
(note increase with √s) 

                                  Top quark mass 

Single top cross-sections: t-channel, 
tW production and s-channel 
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Top quark cross-sections 
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Now a “background” to consider! Miriam Watson 



Spin correlation: overview 
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�  LHC (pp): top quarks produced ~unpolarised, but… 
�  …expect correlations between spins of top and anti-top in the SM 

 

  

Spin Correlations
§ Top quarks: decay before fragmentation

§ Spin information preserved in decay products
§ Hadron colliders: top quarks produced unpolarized, but

§ New physics could induce polarization 
§ For example: new physics can cause forward-backward asymmetry 
→ more left-handed top quarks

§ Correlation between top and antitop quark can be measured

Yvonne Peters 2009.04.2019

 
�  Top quarks decay before 

hadronisation & top 
lifetime shorter than 
decorrelation time 

�  Spin information passed 
directly to decay products 

�  Measure spin information 
from angular distributions  
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Spin correlation: beyond the Standard Model 
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�  Measured spin correlation can alter due to 
�  Different decays 
�  Different production 

�  Spin correlation: test full chain from production to decay  

 
  X 

�  Decays: charged 
Higgs, b’,… 

 

�  Production: stop pairs, 
KK gravitons, Z’, 
Higgs… 
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Spin correlation: Δφ observable 
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�  Highest spin analysing power: 
leptons from top decay 

�  Use dileptonic tt events  
�  Very clean samples 

�  Measure spin correlation using 
angular distributions of decay 
products (leptons here) 

�  Spin correlation can be inferred 
from the Δφ distribution: 
�  Δφ: difference in azimuthal angle 

between the leptons, lab frame 
�  No event reconstruction required 
�  Excellent lepton resolution 

 

Use angles 

Δφ
Lepton 1 Lepton 2 

¤ Beam 
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Previous results at 7 TeV and 8 TeV 
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�  Several measurements by ATLAS and CMS at multiple collision 
energies  

�  First exclusion of zero spin correlation at >5σ by ATLAS at 7 TeV 
�  Both experiments have observed Δφ to be “steeper” in predictions 

than the data 
�  Covered by systematic uncertainties at 7 and 8 TeV 
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N.b. SUSY 

JHEP 03 (2017) 113 PRD90 (2014) 112016 

PRL108 
(2012) 
212001 

PRD93 (2016) 052007  



Results)

5#

Introduc3on)–)Spin)Variables)

•  450)GeV)cut)is)mo3vated)by)theory)papers)and))asymmetries)analyses)at)LHC)
and)Tevatron.)

•  This)cut)allows)for)roughly)50%)sta3s3cal)power)in)each)region.)

Double-differential measurement  

�  SM spin correlation varies as a function of mtt 
�  Dominated by gluon-gluon fusion at LHC 
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momenta and energies. Given the ease of measuring the azimuthal angles of charged leptons,
it is worthwhile to investigate an alternative to the true tt̄ invariant mass cut.

FIG. 8: The differential distribution of ∆φ, (1/σT ) dσ/d(∆φ). The solid curve is for the fully

correlated case whereas the dashed curve assumes that the top quarks decay spherically in their
respective rest frames. A cut restricting the invariant mass of the tt̄ pairs to a maximum of 400 GeV
has been applied to these distributions.

The simplest option one could imagine is to simply take the (näıve) unweighted average
⟨mtt̄⟩ of all of the real solutions returned by the neutrino reconstruction algorithm. In Fig. 9
we present the results of implementing just that option: the cut used to generate this figure
requires that ⟨mtt̄⟩ be less than 400 GeV. With this cut approximately 5% of the total
cross section for tt̄ production survives at leading order. This is smaller than the fraction
passing a 400 GeV cut on the true value of mtt̄ since only those events where all the spurious
solutions are sufficiently small will survive. On the other hand, the sample passing this cut
will contain a few events where the true value of mtt̄ is above 400 GeV, but, because the
spurious solutions produced smaller values, the average was below 400 GeV. Turing to the
∆φ distribution and comparing to the cut on the true value of mtt̄, one sees a rather large
effect on the shape of the distributions. However, this effect (an enhancement near ∆φ = 0
and a depletion near ∆φ = π) occurs for both the correlated and uncorrelated data sets.
Thus the difference between the two distributions remains at roughly the 40% level. No
effort has been to optimize this invariant mass cut. Perhaps there are other variables that
will do better than unweighted average ⟨mtt̄⟩, or perhaps 400 GeV is not the optimal cut

any given pairing of the b jets with the two charged leptons. Since there are two possible pairings, as

many as 8 different solutions could result. However, not all of these solutions need be real, and so there

are often fewer than the maximum possible number of solutions.
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�  Double-differential cross-section (Δφ,  mtt) 
�  Expect higher sensitivity to SM spin 

correlations at low mtt 

�  New physics at higher mtt ? 

�  Requires tt event reconstruction 
Mahlon and Parke 
Phys. Rev. D 81, 074024 

(JWH 2013) 
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13 TeV analysis summary 
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Submitted to EPJC: arxiv:1903.07570 

Δφ: in lab. frame 
|Δη|: abs. difference in η 
of leptons 

�  2015 + 2016 data (36 fb-1) with a standard dilepton 
eµ selection:  
�  Exactly 2 opposite-sign leptons (27, 25 GeV)  
�  At least one b-jet; >= 2 jets pT > 25 GeV 
�  No cuts on MET or on m(ll)  

�  Fiducial particle level:  
�  Same kinematic cuts as above 
�  “Dressed” leptons with radiated photons  
�  Anti-kT R=0.4 jets with “ghost-matching” for b-tagging 

�  Parton level, full phase space:  
�  Tops defined after radiation, leptons before 
�  eµ channel only (no tau decays) 

beam 

Miriam Watson 



Measured distributions: Δφ, Δη
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�  Inclusive selection for simple angular distributions (note: hint of disagreement) 
�  For Δφ as a function of mtt: 

�  Require tt event reconstruction 
�  Use Neutrino Weighting 

Miriam Watson 19 



Event reconstruction for mtt dependence 

�  Reconstruct dilepton tt system 
�  Two unknowns: η of neutrinos 

�  Constrain system using values of top mass 
and W mass 

�  Test many different assumptions for η for the 
two neutrinos 

�  Give each solution a weight based on 
observed ET

miss in the event 
�  Select solution based on highest weight 

(“Neutrino Weighting”) 

�  Improving resolution: 
�  Mt sampling: [171,174] GeV in 0.5 GeV steps  
�  Smear jet pT 

20 

• Reconstruct dilepton tt̄ system 
➞ Two unknowns: η of two neutrinos  

• Constrain system using values for top 
mass and W mass 

• Test many different assumptions for η for 
the two neutrinos 


• Give each solution a weight based on 
observed           in the event 

• Select solution with highest weight

Reconstruction: Neutrino weighting

Abigail O’Rourke                                                      dilepton differential                 4

• Smear jet pT: 10% gaussian, 5 times per jet 

• Mt sampling: 0.5 GeV steps [170, 174]

Kinematic constraints

Weight function

           resolution:  
15 GeV for both x and y

Improving resolution

Emiss
T

Emiss
T

optimised for phase 2

Int note

• Reconstruct dilepton tt̄ system 
➞ Two unknowns: η of two neutrinos  

• Constrain system using values for top 
mass and W mass 

• Test many different assumptions for η for 
the two neutrinos 


• Give each solution a weight based on 
observed           in the event 

• Select solution with highest weight

Reconstruction: Neutrino weighting

Abigail O’Rourke                                                      dilepton differential                 4

• Smear jet pT: 10% gaussian, 5 times per jet 

• Mt sampling: 0.5 GeV steps [170, 174]

Kinematic constraints

Weight function

           resolution:  
15 GeV for both x and y

Improving resolution

Emiss
T

Emiss
T

optimised for phase 2

Int note

Require 2 b-tagged jets 

= 80.42 

resolution factor 

Miriam Watson 



Measured distributions in 4 mass bins 
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(d)

Figure 4: Kinematic distributions after the requirement of at least two b-tagged jets and Neutrino Weighting
(reconstructed selection). The plots display ��/⇡ in individual mass ranges: (a) m

t t̄

< 450 GeV, (b) 450  m
t t̄

<
550 GeV, (c) 550  m

t t̄

< 800 GeV, and (d) m
t t̄

� 800 GeV. The dark uncertainty bands in the ratio plots represent
the statistical uncertainties while the light uncertainty bands represent the statistical and systematic uncertainties added
in quadrature. The systematic uncertainties include contributions from leptons, jets, missing transverse momentum,
background modelling, pile-up modelling and luminosity, but not PDF or signal tt̄ modelling uncertainties. The
observed distribution is compared to the sum of signal and background using three di�erent tt̄ signal models: P�����
+P�����8, P����� +H�����7 and M��G����5_aMC@NLO +P�����8, and the ratio panel compares the summed
prediction to data for the three models.

14

mtt>800 GeV 
550<mtt<800 
GeV 

450<mtt<550 GeV mtt<450 GeV 

�  Shape differences 
apparent 

�  Binning determined 
by statistical precision 
and resolution on mtt, 
not Δφ 

Miriam Watson 



Selected candidates 

22 

 
�  Nominal tt Monte Carlo:  

�  Powheg-Box next-to-leading order (NLO) matrix-element  
�  Pythia8 for parton shower and fragmentation  
�  NNPDF3.0 NLO parton distribution function (PDF) 

Recall: 

This segment, 
and only 25% 
of run 2 data 

Miriam Watson 



Unfolding

Abigail O’Rourke                                                      dilepton differential                 7

Subtract backgrounds estimated using MC from data

Data

Data - Background

Unfolded data

Fiducial data

Result

Bayesian iterative unfolding with 6 iterations

Correct for fiducial phase-space acceptance

Determine cross-section, absolute or normalised

Int note

n 

Unfolding for detector effects 
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�  Iterative Bayesian Unfolding is used to 
correct the data to fiducial Particle or 
Parton level. 
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Systematic uncertainties
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�  General method:  
unfold shifted sample with 
nominal response matrix, 
compare to nominal sample 
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�  Detector modelling 
�  Background and luminosity 
�  Signal modelling (dominant): 

�  Parton shower: Pythia8 or 
Herwig7           

�  NLO model: Powheg or 
aMC@NLO  

�  Initial and final state 
radiation 

�  PDF variation 

Miriam Watson 



Results: Δφ parton level

25 

12.5

15.0

17.5

20.0

22.5

25.0

d
�

d
�

�
(l+

,l
�

)/
⇡

p
s = 13 TeV, 36.1 fb�1

ATLAS internal

Data
Powheg Pythia8
Powheg Herwig7
aMC@NLO Pythia8

Sherpa
Powheg Pythia6
PowPy8 rad. down

0.2 0.4 0.6 0.8
Parton-level ��(l+, l�)/⇡ [rad/⇡]

0.95
1.00
1.05
1.10

Th
eo

ry
D

at
a

Stat. Total

0.8

0.9

1.0

1.1

1.2

1.3

1 �
·

d
�

d
�

�
(l+

,l
�

)/
⇡

p
s = 13 TeV, 36.1 fb�1

ATLAS internal

Data
Powheg Pythia8
Powheg Herwig7
aMC@NLO Pythia8
Sherpa
Powheg Pythia6
PowPy8 rad. down

0.2 0.4 0.6 0.8
Parton-level ��(l+, l�)/⇡ [rad/⇡]

0.95

1.00

1.05

Th
eo

ry
D

at
a

Stat. Total

Absolute 

Normalised 

�  Clear slope in the data relative to the MC predictions: none agree well 
�  Relative cross-sections shift due to acceptance effects when normalising, 

but shape remains the same 
�  Systematics are dominant in most bins 
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Unfolded distributions: double differential

�  The behaviour of the Δφ 
observable from low mtt to high 
mtt is clearly seen 

�  Uncertainties are larger here due 
to the tt reconstruction (jets and 
ET

miss become important) 
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Results: extracting spin correlation 
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�  Fraction of SM-like spin correlation (fSM) is extracted using a binned maximum 
likelihood fit with two templates  

�  With-spin template: nominal MC (Poweg+Pythia8) with SM spin à fSM = 1 

�  No-spin template: simulated with the same MC settings, but top quarks decayed 
using MadSpin with spin correlations between t and t ̄ disabled à fSM = 0 
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8 Spin correlation results

The level of spin correlation observed in data is (traditionally) assessed by quantifying it in relation to
the amount of correlation expected in the SM [2–9]. This fraction of SM-like spin correlation ( fSM) is
extracted using hypothesis templates that are fit to the parton-level, unfolded normalised cross-sections
from data. Two hypotheses are used: dileptonic tt̄ events with SM spin correlation (the nominal tt̄ sample)
and dileptonic events where the e�ect of spin correlation has been removed (the nominal tt̄ sample where
the top quarks are decayed using M��S��� with spin correlations disabled), as described in Section 3.
In each observable, a binned maximum-likelihood fit is performed using MINUIT [76]. The predicted
normalised cross-section in bin i, x

i

, is determined as a function of fSM using the expression:

x
i

= fSM · xspin, i + (1 � fSM) · xnospin, i ,

where xspin and xnospin are the expected normalised cross-sections under the SM spin hypothesis and the
uncorrelated hypothesis, respectively. The negative logarithm of a likelihood function is minimised in
order to determine fSM. The extraction of fSM is performed in five observables: the inclusive ��; and ��
in each of the four regions of m

t t̄

. The total number of bins used in the extraction, N , depends upon the
region of m

t t̄

.

The statistical uncertainty on fSM is determined using ensemble tests. Ten thousand pseudo-data sets
are constructed by Poisson-smearing the observed number of events in each bin of the detector-level
distribution. Each of these data samples are unfolded in the usual manner, and fitted to extract fSM. The
RMS of the resulting distribution of fSM values gives the statistical uncertainty on this quantity.

Systematic uncertainties on fSM are determined using the same procedure as for the unfolded di�erential
cross-sections, considering the same sources as those described in Section 6. Monte Carlo samples with
di�erent sources of systematic uncertainty are unfolded, as described in Section 5, and the unfolded spectra
are used as pseudo-data. The templates are fit to this pseudo-data and the di�erence between the systematic
fSM and the nominal (i.e. fSM = 1) is taken as the systematic uncertainty on fSM due to that source. The
dominant uncertainties are summarised in Table 5; the largest sources of systematic uncertainty arise due
to the modelling of the tt̄ process.

The hypothesis templates for each observable, the unfolded data, and the resulting fit are presented in
Figure 11 and Figure 12. The fSM extracted from each observable and the significance with respect to
the SM hypothesis are presented in Table 6. Two cases are considered: first, only the uncertainties on the
unfolded measurement are taken into account, and second, factorisation and renormalisation scale shifts as
well as PDF uncertainties3 on the hypothesis templates are included. These are distinct from the radiation
uncertainties (which also include scale variations) that are already included in the unfolded di�erential
cross-section uncertainties.

For the inclusive result, the spin correlation extracted from the unfolded data is significantly higher than
the SM expectation at a significance of 3.8 standard deviations without including theoretical uncertainties
on the hypothesis templates, and at 3.2 standard deviations when including these uncertainties. Previous
measurements from ATLAS and CMS have also observed a fSM above 1 but the uncertainties were such
that the results remained consistent with the prediction [2–9]. The central fSM value as a function of m

t t̄

is found to increase as a function of m
t t̄

, however, the uncertainties on fSM are much larger than in the
inclusive case and none of the results deviate significantly from the SM expectation.

3 30 eigenvector variations from the PDF4LHC recommendation [67].
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�  Shallower slope in data 
is visible 
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Results: extracting spin correlation vs. mtt 
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�  Separation 
between spin and 
no-spin templates 
reduces with mtt 
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Figure 12: Results of the fit of hypothesis templates to the unfolded data showing the �� distributions in m
t t̄

regions
for the reconstructed selection: (a) m

t t̄

< 450 GeV, (b) 450  m
t t̄

< 550 GeV, (c) 550  m
t t̄

< 800 GeV, and (d)
m

t t̄

� 800 GeV. The hypothesis templates are described in Section 3.
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�  MC parton-level distributions follow theoreretical predictions at low mtt 
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momenta and energies. Given the ease of measuring the azimuthal angles of charged leptons,
it is worthwhile to investigate an alternative to the true tt̄ invariant mass cut.

FIG. 8: The differential distribution of ∆φ, (1/σT ) dσ/d(∆φ). The solid curve is for the fully

correlated case whereas the dashed curve assumes that the top quarks decay spherically in their
respective rest frames. A cut restricting the invariant mass of the tt̄ pairs to a maximum of 400 GeV
has been applied to these distributions.

The simplest option one could imagine is to simply take the (näıve) unweighted average
⟨mtt̄⟩ of all of the real solutions returned by the neutrino reconstruction algorithm. In Fig. 9
we present the results of implementing just that option: the cut used to generate this figure
requires that ⟨mtt̄⟩ be less than 400 GeV. With this cut approximately 5% of the total
cross section for tt̄ production survives at leading order. This is smaller than the fraction
passing a 400 GeV cut on the true value of mtt̄ since only those events where all the spurious
solutions are sufficiently small will survive. On the other hand, the sample passing this cut
will contain a few events where the true value of mtt̄ is above 400 GeV, but, because the
spurious solutions produced smaller values, the average was below 400 GeV. Turing to the
∆φ distribution and comparing to the cut on the true value of mtt̄, one sees a rather large
effect on the shape of the distributions. However, this effect (an enhancement near ∆φ = 0
and a depletion near ∆φ = π) occurs for both the correlated and uncorrelated data sets.
Thus the difference between the two distributions remains at roughly the 40% level. No
effort has been to optimize this invariant mass cut. Perhaps there are other variables that
will do better than unweighted average ⟨mtt̄⟩, or perhaps 400 GeV is not the optimal cut

any given pairing of the b jets with the two charged leptons. Since there are two possible pairings, as

many as 8 different solutions could result. However, not all of these solutions need be real, and so there

are often fewer than the maximum possible number of solutions.

17

Mahlon and Parke 
Phys. Rev. D 81, 074024 
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Results: fSM values 
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�  The significance of the fSM, relative to the SM template, is calculated using a 
CLs+b method (effectively the same as counting the number of s.d. away from 
fSM = 1) 

�  Slight (but insignificant) increase in fSM as a function of mtt 

�  The inclusive fSM deviates significantly from the SM prediction in NLO MC 

 

Table 5: Summary table of the e�ect of experimental systematic uncertainties on the fSM extraction. Uncertainties
which are smaller than the precision shown are included in the totals and the fSM significance calculations.

m
t t̄

range [GeV]

Systematic Inclusive m
t t̄

< 450 450  m
t t̄

< 550 550  m
t t̄

< 800 m
t t̄

� 800

Matrix element ±0.006 ±0.11 ±0.064 ±0.01 ±0.3

Parton shower and hadronisation ±0.010 ±0.02 ±0.005 ±0.01 ±1.4

Radiation and scale settings ±0.055 ±0.05 ±0.061 ±0.23 < 0.1

PDF ±0.002 < 0.01 ±0.003 ±0.01 < 0.1

Background modelling ±0.009 ±0.01 +0.014
�0.015 ±0.01 ±0.1

Lepton ID and reconstruction ±0.008 ±0.01 +0.030
�0.036

+0.03
�0.10

+0.5
�0.2

b-tagging +0.004
�0.003 ±0.01 ±0.025 +0.04

�0.02
+0.1
�0.2

Jet ID and reconstruction +0.014
�0.017

+0.02
�0.05

+0.076
�0.093

+0.17
�0.26

+1.7
�0.6

Emiss
T reconstruction < 0.001 +0.01

�0.02
+0.042
�0.034

+0.12
�0.14

+0.9
�0.7

Pile-up e�ects +0.013
�0.010 < 0.01 +0.015

�0.019
+0.07
�0.04

+0.2
�0.4

Luminosity ±0.001 < 0.01 +0.002
�0.000 < 0.01 < 0.1

MC statistical uncertainty ±0.005 < 0.01 ±0.007 ±0.03 ±0.05

Total systematics ±0.061 +0.12
�0.13

+0.13
�0.14

+0.31
�0.41

+2.5
�1.7

Table 6: Summary of extracted fSM values for each explored region with total uncertainties as well as the significance
of the result with respect to the SM hypothesis. The significance with respect to the SM hypothesis is calculated
using the statistical and systematic uncertainties on the data under a Gaussian assumption as well as the e�ect of scale
variations and PDF uncertainties on the hypothesis templates. The values in brackets exclude the e�ect of theoretical
uncertainties on the hypothesis templates and only include the statistical and systematic uncertainties on the data.

Region fSM ± (stat.,syst.,theory) Significance (excl. theory uncertainties)

Inclusive 1.249 ± 0.024 ± 0.061 ± 0.040 3.2 (3.8)

m
t t̄

< 450 GeV 1.12 ± 0.04 +0.12
�0.13 ± 0.02 0.86 (0.87)

450  m
t t̄

< 550 GeV 1.18 ± 0.08 +0.13
�0.14 ± 0.08 1.0 (1.1)

550  m
t t̄

< 800 GeV 1.65 ± 0.19 +0.31
�0.41 ± 0.22 1.3 (1.4)

m
t t̄

� 800 GeV 2.2 ± 0.9 +2.5
�1.7 ± 0.7 0.58 (0.61)
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c.f. Powheg + Pythia8 with/without scale 
and PDF uncertainties on templates 
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Jay Howarth �22

IntroResults

• When interpreted as spin correlation, this results in ~20% more than the spin 
correlation expectation of the SM, has been observed in many other results.

Jay Howarth�22

Intro Results

•When interpreted as spin correlation, this results in ~20% more than the spin 
correlation expectation of the SM, has been observed in many other results.

�  When interpreted as spin 
correlation, shows ~20% 
more than the spin 
correlation expectation of the 
SM (in NLO MC) 

�  Observed in many other 
results, with larger 
uncertainties 

�  Main differences here: 
�  Improved MC generators 
�  Improved MC tuning 
�  Larger dataset to constrain 

systematic uncertainties 
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Further checks 

32 

�  NLO generators used here (e.g. Powheg + Pythia8): 
�  NLO in production 
�  Not full NLO in top quark decays 
�  Use Narrow Width Approximation (NWA) to factorise production 

and decay: initial-final state interference effects are neglected 
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Further checks 
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�  NLO effects in the decays 
of the top quarks: compare 
the Δɸ distribution with MCFM 
(full NLO, including NLO 
decays) à very close to 
nominal template 
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�  NLO generators used here (e.g. Powheg + Pythia8): 
�  NLO in production 
�  Not full NLO in top quark decays 
�  Use Narrow Width Approximation (NWA) to factorise production 

and decay: initial-final state interference effects are neglected 
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Further checks 
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�  NWA in the templates: 
compare with Powheg-Box-
Res bb4l for full tt+tW 
process without NWA à no 
significant differences 
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�  NLO generators used here (e.g. Powheg + Pythia8): 
�  NLO in production 
�  Not full NLO in top quark decays 
�  Use Narrow Width Approximation (NWA) to factorise production 

and decay: initial-final state interference effects are neglected 

  
 



Further checks 
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�  Effect of NNLO in production: 
reweight the top pT to match 
fixed-order NNLO predictions or 
unfolded data from several 
previous ATLAS measurements 

�  Deviations reduced slightly but 
consistent within scale 
uncertainties already considered 
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�  NLO generators used here (e.g. Powheg + Pythia8): 
�  NLO in production 
�  Not full NLO in top quark decays 
�  Use Narrow Width Approximation (NWA) to factorise production 

and decay: initial-final state interference effects are neglected 

  
 

Jay Howarth �21

IntroThings we have already checked

➡ Effect of NNLO in production: We checked this by reweighing the top pT to 
match the NNLO prediction. The effect stays within the uncertainties we already 
consider.
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New theoretical predictions: NNLO 
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�  New fixed-order NNLO 

predictions for Δφ and Δη 

directly, with renormalisation 
and factorisation scale 
uncertainties 

�  Closer to parton-level 
unfolded data, but does not 
cover observed discrepancy 

Behring et al. arXiv:1901.05407 
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New theoretical predictions: NNLO inclusive 
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�  Closer to parton-level unfolded data, 
but does not cover observed 
discrepancy 

�  Similar to our results with reweighting 
to top pT for NNLO or data  
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New theoretical predictions: NNLO fiducial 
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NNLO NLO 

�  The NNLO authors perform a ‘fiducial’ 
fixed order calculation, similar to ATLAS 
particle level, by clustering the b-jets 
with radiation (but not with any parton 
shower, hadronisation, b-decays etc) 

�  Larger scale uncertainties, but better 
agreement with data 
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New theoretical predictions: NNLO fiducial 

39 

NNLO NLO 

�  Author’s conclusion: There is a problem with the extrapolation of the 
ATLAS data to the full phase space with NLO/LO MC 

�  Comment: Fiducial cuts are applied to the ‘b-jets’ (pT > 25 GeV, |η| < 
2.5).  These are unlikely to be the same for ATLAS particle level jets 
and fixed-order partons à could sculpt the shape 
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More theoretical predictions: NLO+weak effects 
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�  NLO+weak effects: previous  
calculation now produced for our 
binning at 13 TeV 
�  NLO QCD + weak corrections 
�  Expanded as a ratio to fixed order 
�  Less optimal fixed scale choice:         

µR/F = mtop 

�  Different PDF set CT10 

�  Better agreement with data, but 
large scale uncertainties 

�  Gives fSM = 1.03 ± 0.13 (scale) 
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W. Bernreuther and Z.-G. Si, Phys. Lett. B 725 (2013) 115, 
Erratum: Phys. Lett.B744 (2015) 413 
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Aside: renormalisation and factorisation scale choice 

41 Miriam Watson 

established applicability from fully inclusive observables to exclusive multi-particle final states.

In particular, here we only consider scales which are common to all orders in the strong

coupling expansion. For this reason, in the present work we do not study the implications of

the BLM/PMC procedures. Recent comparison of predictions based on the BLM/PMC and

the usual scale setting approaches can be found in ref. [3].

Alternative approaches for estimating theory errors have been proposed in refs. [70–72].

3 Choosing the scale µ0

In order to identify the most appropriate dynamical scale for use in top-pair production at

the LHC, we perform a number of fully differential calculations based on the following set of

functional forms:

µ0 ∼ mt , (3.1)

µ0 ∼ mT =
√

m2
t + p2T , (3.2)

µ0 ∼ HT =
√

m2
t + p2T,t +

√

m2
t + p2T,t̄ , (3.3)

µ0 ∼ H ′

T =
√

m2
t + p2T,t +

√

m2
t + p2T,t̄ +

∑

i

pT,i , (3.4)

µ0 ∼ ET =

√

√

m2
t + p2T,t

√

m2
t + p2T,t̄ , (3.5)

µ0 ∼ HT,int =
√

(mt/2)2 + p2T,t +
√

(mt/2)2 + p2T,t̄ , (3.6)

µ0 ∼ mtt̄ , (3.7)

where the momentum pT entering the definition of mT in eq. (3.2) is either that of the top

or the antitop, depending on the distribution. The sum in the definition of H ′

T runs over

all massless partons present in the final state (at NNLO there could be up to two partons).

Finally, an important part of the process of choosing the functional form of µ0 involves the

fixing of the proportionality constant, signified by the ∼ sign in the above equations. While

for brevity we focus our presentation on LHC 8 TeV, we have also verified that our conclu-

sions remain unchanged at LHC 13 TeV. Unless explicitly specified, throughout this work we

combine partonic cross-sections with pdf of the same order (LO with LO, NLO with NLO,

etc). Resummed NNLO partonic cross-sections are convoluted with NNLO pdf. The strong

coupling constant αS is evaluated through the LHAPDF interface [73] as appropriate for the

corresponding pdf set. Throughout this paper scale variation in differential distributions is

performed by independently varying µF and µR (as defined in sec. 1). Only in sec. 3.1 – in

the context of the total inclusive cross-section – we use simultaneous µF = µR scale variation.

3.1 Total cross-section

We begin our investigation with the total inclusive cross-section based on the standard choice

µ0 = mt and computed with two pdf sets: MSTW2008 [74] and NNPDF3.0 [75]. The total

– 5 –
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Figure 1. Total cross-section at LO, NLO, NNLO and NNLO+NNLL QCD evaluated with a fixed
scale µF = µR = mt with two different pdf sets: MSTW2008 (left) and NNPDF3.0 (right). Each plot
is normalised to the NNLO+NNLL cross-section evaluated with the corresponding pdf set at scale
µ0 = mt. The symbols on some of the lines are meant to help distinguish the various lines.

cross-section is computed with the help of the program Top++ [76]. Besides the LO, NLO

and NNLO QCD corrections we also include soft-gluon resummation through NNLL accuracy

where available (i.e. for the total cross-section computed with a fixed scale µ0 ∼ mt).

Two important observations can be made from fig. 1 and they turn out to be central for

this work: first, the scale for which perturbative convergence is maximised is slightly above

mt/2, i.e. that scale is significantly lower than the standard one µ0 = mt. Second, the value of

the fixed order NNLO cross-section evaluated at the scale of fastest convergence is only about

0.5% higher than the NNLO+NNLL resummed one evaluated at the usual scale µ0 = mt,

i.e. the two values essentially agree (recall that 0.5% difference is only a small fraction of the

scale uncertainty of the resummed result).

The numerical agreement between the fixed order result evaluated at a lower scale and

the usual resummed result is significant. First, in practical terms, such an agreement allows

the use of fixed order results without the need to worry about the numerical impact of soft-

gluon resummation 3. The fact that the fixed order result at a smaller scale is larger than

the standard resummed prediction (albeit by a tiny amount) is also consistent with what

one might expect about yet uncalculated higher-order effects based purely on the behaviour

of the known LO, NLO and NNLO corrections to top-pair production, as well as soft-gluon

resummation, where one observes reasonably fast convergence of so-far always positive higher

order corrections.

Perhaps not surprisingly, given the large uncertainty at LO (as evident from its large

slope and from the difference between the two pdf sets), the LO correction is not a reliable

input to the above analysis. The difference between the two pdf sets decreases fast with

3We have not investigated the possible validity or breakdown of such a conclusion outside the context of

fully inclusive top-pair production at the LHC.

– 6 –
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and that the choice of a scale ensuring fastest convergence is a rather clear cut. Moreover,

such scale returns value for σtot which is in nearly perfect agreement with the so-far default

value for σtot evaluated with NNLO+NNLL at the scale µ = mt. From this figure it is

also evident that for the fastest convergence scale eq. (3.8), the scale behaviour of the total

cross-section is very regular and monotonic around the value µ/µ0 = 1/2.

3.2 Differential distributions

In determining the functional form of the scale µ0 one is constrained by the following limiting

cases: at pT → 0 we have µ0 ≈ c0mt, while for very large pT we have µ0 ≈ c∞pT . The two

constants c0 and c∞ are a priori unknown as is the scale’s functional form that interpolates

between these two limits. The limit pT → 0 is, however, strongly correlated with the total

cross-section. We will thus use the scale derived in section 3.1 in the context of the total

inclusive cross-section, to fix the constant c0. From eq. (3.8) we have c0 = 1/2.

The scale µ0 = HT /4 (3.8) implies that c∞ = 1/2. One may wonder, however, if the

constants c∞ and c0 should necessarily be equal. Indeed, the typical value used in the past

for the former constant is c∞ = 1. 6 Since σtot is not sensitive to the large-pT,t limit, one will

need to investigate differential distributions and we turn to them in the following.

We would like to stress that since the limit of large pT has not yet been experimentally

constrained, in this study we cannot rely on data. For this reason, our only guiding principle

will be the principle of fastest perturbative convergence. As it turns out, this principle is

actually quite powerful and quite clear picture of a “good” scale emerges from our analysis.

We will allow for scales with different large-pT behaviour and will nevertheless conclude that

the best scale is µ0 = HT/4. We will also find that for the pT,t distribution (as well as for the

pT,t/t̄ of the average top/antitop) the best scale will be not HT/4 but µ0 = mT /2 as defined

in eq. 3.2. Both scales HT /4 and mT/2 have the same asymptotic behaviour in the limits

pT,t → 0 and pT,t → ∞ thus arriving at the following “best” scale

µ0 =

⎧

⎪

⎨

⎪

⎩

mT

2
for : pT,t, pT,t̄ and pT,t/t̄ ,

HT

4
for : all other distributions .

(3.9)

Eq. (3.9) above is the main result of this work. In the following we present its justification

by the way of analysing differential distributions. We also compare three different pdf sets:

NNPDF3.0 [75], CT14 [78] and MMHT2014 [79].

In fig. 5 we compare predictions for pT,t/t̄ computed with five different dynamic scales:

mT /2, mT , HT/4, HT,int/2 and mtt̄/4. We observe that the scale mT /2 consistently leads

to K-factors that are closest to unity, i.e. it fits best the requirement for fastest perturbative

convergence in the full kinematic range. A K-factor between orders a and b, a ≥ b, is defined:

KNaLO/NbLO(µ) =
dσNaLO(µ)

dσNbLO(µcentral)
. (3.10)

6We point out that the scaleHT,int/2 has been introduced specifically in order to allow interpolation between

c0 = 1/2 and c∞ = 1.
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Table 7: Summary of the extracted spin correlation values in the inclusive �� observable using di�erent hypothesis templates.

Generator Inclusive m
t t̄

< 450 GeV 450  m
t t̄

< 550 GeV 550  m
t t̄

< 800 GeV m
t t̄

� 800 GeV

fSM values

P����� + P�����8 1.25 1.12 1.18 1.65 2.2
P����� + P�����8 (2.0 µF, 2.0 µR) 1.29 1.14 1.23 1.79 2.0
P����� + P�����8 (0.5 µF, 0.5 µR) 1.18 1.09 1.11 1.40 1.3
P����� + P�����8 (PDF variations) 1.26 1.13 1.25 1.76 2.2
P����� + P�����8 RadLo tune 1.29 1.15 1.23 1.79 2.0
P����� + H�����7 1.32 1.17 1.25 1.79 2.0
M��G����5_aMC@NLO + P�����8 1.20 1.06 1.18 1.40 0.7

NLO (QCD + EW expanded) [35, 81, 82] 1.03 - - - -
NNLO QCD [80] 1.16 - - - -

34

�  This is not a “simple” observable: a lot of effects sculpt the Δɸ shape:  
�  Choice of functional form of µR/F  e.g. fixed or dynamic scale 
�  Parton shower matching/merging 
�  Effect of hard radiation (i.e. hdamp setting in generators like Powheg)  
�  Weak/EW corrections and how they are included  
�  Choice of PDF  
�  Higher-order NNLO QCD corrections and extrapolation to full phase-space 
�  Interplay been kinematic effects and higher order corrections 
�  Could also be new physics...  

 

 

fSM with alternative templates 
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Figure 16: Expected and observed limits at 95% CL on the top squark pair-production cross-section as a function
of m�̃0

1
and m

t̃1 assuming a 100% branching ratio for t̃1 ! t �̃0
1 decays. The dashed line shows the expected limit

with ±1 standard deviation band. The solid line shows the observed limit with the ±1� (dotted) SUSY cross-section
theoretical uncertainties.

39

Exclusion contours as a 
function of  

Small region with  
difficult to access 
in direct searches 

with masses between 170 (170) GeV and 230 (217) GeV for di�erent values of m�̃0
1
, and stop production

with neutralinos with masses below 62 (42) GeV is excluded for di�erent values of m
t̃1 .

Some of the excluded phase-space has already been excluded by existing direct measurements, however,
these results are more stringent than the existing limits [86] in a kinematically challenging region (where
m

t̃

⇠ m
t

) not currently excluded by direct searches [87, 88]. The entire phase-space excluded by this
analysis is shown for completeness.
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�  Use double differential Δφ  in 3 bins of Δη to set limits 
on SUSY stop production 

�  More exclusion power comes from Δη than Δφ  
�  Include additional theory uncertainty to cover data-MC 

difference observed in tt̅ (based on NLO+Weak 
calculation) 
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Figure 14: The inclusive (a) �� and (b) �⌘ distributions compared to the sum of the SM and SUSY predictions,
for m

t̃1 = 170 GeV and 210 GeV, and m�̃0
1
= 0.5 GeV as well as the �� in regions of �⌘: (c) |�⌘ | < 1.5, (d)

1.5 < |�⌘ | < 2.5, and (e) 2.5 < |�⌘ | < 4.5. The dark uncertainty bands in the ratio plots represent the statistical
uncertainties while the light uncertainty bands represent the statistical and systematic uncertainties added in quadrature.
The systematic uncertainties include contributions from leptons, jets, missing transverse momentum, background
modelling, pile-up modelling and luminosity, but not PDF or tt̄ modelling uncertainties.
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Figure 14: The inclusive (a) �� and (b) �⌘ distributions compared to the sum of the SM and SUSY predictions,
for m

t̃1 = 170 GeV and 210 GeV, and m�̃0
1
= 0.5 GeV as well as the �� in regions of �⌘: (c) |�⌘ | < 1.5, (d)

1.5 < |�⌘ | < 2.5, and (e) 2.5 < |�⌘ | < 4.5. The dark uncertainty bands in the ratio plots represent the statistical
uncertainties while the light uncertainty bands represent the statistical and systematic uncertainties added in quadrature.
The systematic uncertainties include contributions from leptons, jets, missing transverse momentum, background
modelling, pile-up modelling and luminosity, but not PDF or tt̄ modelling uncertainties.
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9 SUSY interpretation

The detector-level �� and �⌘ observables using the inclusive selection described in Section 4 are used to
search for supersymmetric top squark pair production (t̃1 ¯̃t1) with t̃1 ! t �̃0

1 decays. Naturalness arguments
suggest that SUSY models with light top squarks may provide a solution to the hierarchy problem; however,
a light top squark with a mass nearly degenerate with that of the top quark (so called “stealth stops”)
are challenging to detect using direct searches. It has been shown that leptonic spectra, such as �⌘,
can di�erentiate between t̃1 ¯̃t1 and SM tt̄ production [83] and in previous searches ATLAS exploited
di�erences between the expected spin correlations in the �� observable to set limits on t̃1 ¯̃t1 production at a
centre-of-mass energy of 8 TeV [6]. In this analysis the sensitivity of both of these observables is exploited
simultaneously to maximise the sensitivity to stealth stop scenarios. Double-di�erential distributions of ��
in ranges of �⌘ of |�⌘ | < 1.5, 1.5 < |�⌘ | < 2.5, and 2.5 < |�⌘ | < 4.5 are constructed as this was found
to provide the optimal sensitivity to a wide variety of t̃1 ¯̃t1 scenarios. The MC samples used to simulate
left-handed t̃1 ¯̃t1 production are described in Section 3. Figure 14 shows the e�ect on the expected �� and
�⌘ distributions individually, and on the double-di�erential distributions, from the inclusion of t̃1 ¯̃t1 signal
with m�̃0

1
= 0.5 GeV and m

t̃1 = 170 GeV or m
t̃1 = 210 GeV compared to the data and SM tt̄ background.

Observed and expected limits are set on the t̃1 ¯̃t1 absolute production cross-section by simultaneously
fitting the SM �� prediction to the observed data in the three di�erential �⌘ regions and varying the
supersymmetric signal strength parameter µ. Limits are determined using a profile likelihood ratio in the
asymptotic limit, using nuisance parameters to account for sources of systematic uncertainties. The limits
are extracted at the 95% confidence level (CL) using the CLs prescription [84]. The tt̄ cross-section is
set to its SM value (as described in Section 3) but allowed to vary as a nuisance parameter within the
theoretical uncertainties. All experimental and modelling systematic uncertainties that are considered for
the di�erential cross-section results and for the spin correlation measurement are also considered here as
nuisance parameters in the fit. In addition, these sources of experimental uncertainty are also considered
on the t̃1 ¯̃t1 samples. SUSY modelling uncertainties such as the choice of factorisation and renormalisation
scales, the merging and matching scale, and the P����� tune are found to produce a negligible contribution
on the shape of the distributions and are therefore neglected. Finally, an additional uncertainty is included to
account for the spread of predictions observed in Figure 13. The di�erence between the NLO background tt̄
predictions from P����� + P�����8 and the NLO QCD + EW expanded predictions is taken, symmeterised,
as a theoretical model uncertainty in order to account for the significant di�erences observed in the data
compared to the prediction as discussed in Section 8. The fit was found to be very sensitive to correlations
between the additional radiation and MC generator uncertainties, therefore these uncertainties were split
into individual nuisance parameters per bin to break the correlations. The largest sources of systematic
uncertainty on the limits are the tt̄ cross-section uncertainty, the systematic uncertainties due to the choice
of radiation settings and MC generator in the tt̄ simulation, and the theoretical model uncertainty on the tt̄
background. Without this final systematic uncertainty, the observed limits would become stronger due to
the poor description of the background compared to the data and the di�erence between the expected and
observed limits would also become stronger.

SUSY production for a given m
t̃1,m�̃0

1
is considered to be excluded when the observed limit is below

the expected SUSY cross-section, the theoretical uncertainty on which is 15% (from PDF and scale
uncertainties [85]). For a neutralino mass m�̃0

1
= 0.5 GeV, Figure 15 shows the observed (expected) limit,

where top squarks with a mass between 170 (170) GeV and 230 (213) GeV are excluded with respect to the
background generator prediction. Figure 16 shows the observed (expected) limit as functions of both m�̃0

1
and m

t̃1 assuming the expected SUSY cross-sections. Observed (expected) limits are set on top squarks

35

9 SUSY interpretation

The detector-level �� and �⌘ observables using the inclusive selection described in Section 4 are used to
search for supersymmetric top squark pair production (t̃1 ¯̃t1) with t̃1 ! t �̃0

1 decays. Naturalness arguments
suggest that SUSY models with light top squarks may provide a solution to the hierarchy problem; however,
a light top squark with a mass nearly degenerate with that of the top quark (so called “stealth stops”)
are challenging to detect using direct searches. It has been shown that leptonic spectra, such as �⌘,
can di�erentiate between t̃1 ¯̃t1 and SM tt̄ production [83] and in previous searches ATLAS exploited
di�erences between the expected spin correlations in the �� observable to set limits on t̃1 ¯̃t1 production at a
centre-of-mass energy of 8 TeV [6]. In this analysis the sensitivity of both of these observables is exploited
simultaneously to maximise the sensitivity to stealth stop scenarios. Double-di�erential distributions of ��
in ranges of �⌘ of |�⌘ | < 1.5, 1.5 < |�⌘ | < 2.5, and 2.5 < |�⌘ | < 4.5 are constructed as this was found
to provide the optimal sensitivity to a wide variety of t̃1 ¯̃t1 scenarios. The MC samples used to simulate
left-handed t̃1 ¯̃t1 production are described in Section 3. Figure 14 shows the e�ect on the expected �� and
�⌘ distributions individually, and on the double-di�erential distributions, from the inclusion of t̃1 ¯̃t1 signal
with m�̃0

1
= 0.5 GeV and m

t̃1 = 170 GeV or m
t̃1 = 210 GeV compared to the data and SM tt̄ background.

Observed and expected limits are set on the t̃1 ¯̃t1 absolute production cross-section by simultaneously
fitting the SM �� prediction to the observed data in the three di�erential �⌘ regions and varying the
supersymmetric signal strength parameter µ. Limits are determined using a profile likelihood ratio in the
asymptotic limit, using nuisance parameters to account for sources of systematic uncertainties. The limits
are extracted at the 95% confidence level (CL) using the CLs prescription [84]. The tt̄ cross-section is
set to its SM value (as described in Section 3) but allowed to vary as a nuisance parameter within the
theoretical uncertainties. All experimental and modelling systematic uncertainties that are considered for
the di�erential cross-section results and for the spin correlation measurement are also considered here as
nuisance parameters in the fit. In addition, these sources of experimental uncertainty are also considered
on the t̃1 ¯̃t1 samples. SUSY modelling uncertainties such as the choice of factorisation and renormalisation
scales, the merging and matching scale, and the P����� tune are found to produce a negligible contribution
on the shape of the distributions and are therefore neglected. Finally, an additional uncertainty is included to
account for the spread of predictions observed in Figure 13. The di�erence between the NLO background tt̄
predictions from P����� + P�����8 and the NLO QCD + EW expanded predictions is taken, symmeterised,
as a theoretical model uncertainty in order to account for the significant di�erences observed in the data
compared to the prediction as discussed in Section 8. The fit was found to be very sensitive to correlations
between the additional radiation and MC generator uncertainties, therefore these uncertainties were split
into individual nuisance parameters per bin to break the correlations. The largest sources of systematic
uncertainty on the limits are the tt̄ cross-section uncertainty, the systematic uncertainties due to the choice
of radiation settings and MC generator in the tt̄ simulation, and the theoretical model uncertainty on the tt̄
background. Without this final systematic uncertainty, the observed limits would become stronger due to
the poor description of the background compared to the data and the di�erence between the expected and
observed limits would also become stronger.

SUSY production for a given m
t̃1,m�̃0

1
is considered to be excluded when the observed limit is below

the expected SUSY cross-section, the theoretical uncertainty on which is 15% (from PDF and scale
uncertainties [85]). For a neutralino mass m�̃0

1
= 0.5 GeV, Figure 15 shows the observed (expected) limit,

where top squarks with a mass between 170 (170) GeV and 230 (213) GeV are excluded with respect to the
background generator prediction. Figure 16 shows the observed (expected) limit as functions of both m�̃0

1
and m

t̃1 assuming the expected SUSY cross-sections. Observed (expected) limits are set on top squarks
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Expected and observed cross-section limits 
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�  Limit is still stronger than expected because the data look very 
unlike SUSY 

�  Closes off last hiding place for “stealth stops” with  
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Figure 15: Expected and observed limits at 95% CL on the top squark pair-production cross-section as a function of
m

t̃1 assuming a 100% branching ratio for t̃1 ! t �̃0
1 decays with m�̃0

1
= 0.5 GeV. The dashed line shows the expected

limit with ±1 and ±2 standard deviation bands. The dashed line shows the theoretical cross-section with uncertainties.
The solid line gives the observed limit.
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with masses between 170 (170) GeV and 230 (217) GeV for di�erent values of m�̃0
1
, and stop production

with neutralinos with masses below 62 (42) GeV is excluded for di�erent values of m
t̃1 .

Some of the excluded phase-space has already been excluded by existing direct measurements, however,
these results are more stringent than the existing limits [86] in a kinematically challenging region (where
m

t̃

⇠ m
t

) not currently excluded by direct searches [87, 88]. The entire phase-space excluded by this
analysis is shown for completeness.
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Direct spin correlation measurements 
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Direct spin correlation measurements 
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ATLAS spin observables at 8 TeV 

�  15 observables corrected to particle 
and parton level 

�  Compared to NLO predictions 
�  No significant deviation from the SM 
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CMS spin/polarisation at 13 TeV 

�  Distributions corrected to parton level 
�  Compared to NLO QCD + weak 

corrections 
�  Improved regularised unfolding technique 
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N.b. lab frame 
Miriam Watson 

�  All measurements 
consistent with the SM 



CMS spin/polarisation at 13 TeV 

�  Instead of SUSY contribution, 
use measurements to constrain 
the anomalous chromomagnetic 
dipole moment of the top quark 

�  Feature of many BSM models, 
e.g. two-Higgs-doublet models, 
supersymmetry, technicolor, top 
quark compositeness models  
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CMS Physics Analysis Summary

Contact: cms-pag-conveners-top@cern.ch 2018/12/04

Measurement of the top quark polarization and tt̄ spin
correlations in dilepton final states at

p
s = 13 TeV

The CMS Collaboration

Abstract

Measurements of the top quark polarization and top quark pair (tt̄) spin correlations
are presented using events containing two leptons produced in proton-proton colli-
sions at a center-of-mass energy of

p
s = 13 TeV. The data were recorded by the CMS

experiment at the CERN LHC in 2016 and correspond to an integrated luminosity of
35.9 fb�1. A set of parton-level normalized differential cross sections, sensitive to each
of the independent coefficients of the spin-dependent parts of the tt̄ production den-
sity matrix, is measured for the first time at

p
s = 13 TeV. The measured distributions

and extracted coefficients are compared with standard model predictions from Monte
Carlo simulations with next-to-leading-order (NLO) accuracy in quantum chromo-
dynamics (QCD) and from NLO QCD calculations including weak and mixed QCD-
weak corrections. All measurements are found to be consistent with the expectations
of the standard model, and are used in a simultaneous fit to constrain the anomalous
chromomagnetic dipole moment of the top quark to �0.07 < CtG/L2 < 0.16 TeV�2

at 95% confidence level.
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Summary 

51 

  

�  Still more to do to understand tt spin correlations and QCD! 
�  Interplay between kinematics, higher order corrections, PDFs and 

experimental techniques is complicated 
�  Some hints in calculations (e.g. NNLO, weak corrections, fiducial 

corrections) but no simple solution 

�  We can exploit 
the full Run 2 data 
(4x the current 
data), study multi-
differential 
distributions, 
investigate phase 
space corrections 

�  Watch this space! 
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MC samples 

�  Dilepton signal (tt):  
�  Nominal sample: Powheg+Pythia8 
�  Radiation high/low: Powheg+Pythia8 
�  Parton shower: Powheg+Herwig7 
�  Alt. NLO: aMC@NLO+Pythia8 

 
�  Backgrounds:  

�  Z+jets: Sherpa 2.2.1 
�  W+jets: Sherpa 2.2.1 
�  Diboson: Sherpa 2.2.1 + 2.1 
�  Single top: Powheg+Pythia6 
�  ttW, ttZ, tWZ: aMC@NLO + Pythia8  
�  tZ, ttWW, tttt: MadGraph + Pythia8  
�  Fakes from MCTruthClassifier (l+jets tt, W+jets, single top, ttV, 

other),  cross-checked with like-sign leptons  
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CMS fSM values 

�  Correlation term D 
from opening angle 
between leptons in 
parent top rest frames 

�  Most precise value of 
fSM 

�  N.b. all fSM values 
determined with 
Bernreuther-Si NLO 
QCD+weak 
predictions 
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N.b. lab 
frame 



CMS distributions 
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�  Unfolded parton-level distribution 
�  NNLO corrections appear to follow 

data trends 
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