
Year 2023-24 PX453 Advanced Quantum Theory

PX453 problems

These problems are not for credit. You will get most from them by trying to solve them
yourself first. Information that may prove useful in solving them is given at the end. The
problems marked ** indicate questions, which are of significantly above-average difficulty or
relate to non-examinable material. They deal with extensions and applications of the central
material.

Bosonic Field Operators

1. In the typed lecture notes you will find the demonstration that

Ĥ(â†)n|0⟩ =
(
n+

1

2

)
ℏω0(â

†)n|0⟩.

(In the lectures we looked explicitly only at the state â†|0⟩, which we showed had energy
3ℏω0/2.)

Find the normalisation constant A for the state

|n⟩ = A(â†)n|0⟩.

(Hint: Consider ⟨n|n⟩ = A2⟨0|ân(â†)n|0⟩. Taking account of the commutator, [â, â†] = 1,
commute all the lowering operators to the right so that they act on and annihilate the ground
state |0⟩.)

2. As discussed in the lectures, time-dependence is attributed to state-functions in the Schrodinger
picture:

|ψ(t)⟩ = e−iĤt/ℏ|ψ(0)⟩ ≡ Û(t)|ψ(0)⟩.

In the Heisenberg picture the time-dependence is attributed to operators:

ÔH(t) = Û †(t)ÔSÛ(t),

while the state-functions are time-independent. The subscripts denote the operators in the
Heisenberg and Schrodinger pictures respectively.

In the Heisenberg picture, the raising and lowering operators become

â→ Â(t) = eiĤt/ℏâ e−iĤt/ℏ and â† → Â†(t) = eiĤtâ† e−iĤt.

We want to show that, for an oscillator with Hamiltonian Ĥ = ℏω0(â
†â+ 1/2),

Â(t) = eiĤt/ℏâ e−iĤt/ℏ = â e−iω0t.

(a) Show that

dÂ

dt
= i eiĤt/ℏ[Ĥ, â]e−iĤt/ℏ.

(b) Compute the commutator in part (a).

(c) Integrate the result in part (a) to find the result required.

(d) Does the result seem natural?
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3. You should read Appendix A on the continuum limit of lattice oscillations. Check that you
understand how the two treatments coincide for small q. Sketch the dispersion relation for
both the microscopic model and the continuum limit.

The linear dispersion of the continuum model is also the basis of the so-called Debye model
of lattice excitations. In this model, a cut-off frequency ωD is introduced, so that excitations
have frequencies between 0 and ωD. Determine ωD by requiring the number of modes to
equal the number of ions.

Fermionic Field Operators

4. This question is designed to check that anticommutators are consistent with what we know
about spin and statistics working from wavefunctions. Consider a system with two quantum
states for fermions with creation operators ĉ†↑ and ĉ†↓, and basis states:

|0⟩, |↑⟩ = ĉ†↑|0⟩, |↓⟩ = ĉ†↓|0⟩, and |↑↓⟩ = ĉ†↑ĉ
†
↓|0⟩.

If we were to work with state-functions, then

ĉ†↑ĉ
†
↓|0⟩ →

↑1↓2 − ↑2↓1√
2

,

where we have adopted the convention that, in the two-particle state ĉ†↑1 ĉ
†
σ2
|0⟩, the sign of

the amplitude of the product σ1σ2 (here σ1 =↑ and σ2 =↓) is positive. The amplitude for the
state σ2σ1 follows from the requirement that we have to antisymmetrise over all assignments
of particles to states (in this case there are only two).

(a) Explain why we are free to choose the overall sign of the wavefunction at will.

(b) Check that for all four states |ψ⟩

{ĉ†σ1
, ĉ†σ2

}|ψ⟩ = 0.

5. If we restrict to 1+1 dimensions (1 spatial and 1 temporal dimension) the Dirac equation
for massless fermions can be written in a temporal or Weyl gauge, A0 = 0, and with c = 1
and q = −1 as follows:

i∂0ψR = (−i∂1 − A1)ψR, and i∂0ψL = (i∂1 + A1)ψL.

In 1+1 dimensions, there are two-component spinors (ψR, ψL)
t where t stands for transpose.

There is not the idea of spin, which is associated with rotational symmetries which don’t exist
in 1D.

(a) In the absence of an em field we can take A1 = 0. Check that any functions of
the form

ψR(x− t) and ψL(x+ t)

satisfy the respective equations. Which one is a right-mover and which a left-
mover?
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(b) Add back in the em-field, A1, and show that both ψR and ψL satisfy conservation
equations (i = L,R)

∂0ρi + ∂1ji = 0

where ρi = ψ∗
iψi and find the corresponding currents ji. Conclude that the

numbers of right-movers and left-movers are independently conserved.

(c) Introduce a constant electric field Ȧ1 = −E and set A1 = −Et (E > 0). Show
that travelling wave solutions

eip(x−t)−iEt2/2 and eip(x+t)+iEt2/2

exist for ψR and ψL respectively. The energy of the wave is given by (ℏ = 1)
ϵ = i∂0 acting on ψ. Show that the energy of the right-traveller varies in time as
p + Et and of the left-traveller as −p − Et. Show also that the momentum for
the right mover, −i∂1 − A1, varies (p+ Et).

(d) Now we come to the problem. We need to assume that all the states with negative
energy are occupied. Explain why this together with your answer to the last part
means that the number of right-movers increases with time and the number of
left-movers decreases with time. The total charge should remain the same but
the number of left- and right-movers is not conserved.

Congratulations, you have just discovered the chiral anomaly. Anomalies in QFT are related
to quantities that are conserved classically but not conserved after quantisation. To make the
theory work, we defined the vacuum to have all negative energy states occupied. When we
shift the energy zero around with the electric field, we pull up and push down some states
from/to this vacuum. These variations are in occupation numbers which we associate with
particles (those with positive energy are particle states and empty states with negative energy
are anti-particle states). This increase or decrease in the number of left- and right-movers
has come from the infinity of negative energy states conveniently renamed the vacuum. This
is the source of the non-conservation of left- and right-movers independently and is a genuine
effect with experimental consequences.

The chiral anomaly is not restricted to 1D systems, but this 1D calculation illustrates its
origin.

Representations and Normalisations
(It is not essential to work through this question. It is here as a warning about the need to
look out for different representations and different normalisations.)

6. One bugbear in this game is that there are different choices for the representation of the
Dirac matrices and different normalisations for the spinors. Solutions and formulas for the
same physical quantity can be different. People may choose the formulation which they think
is best for illustrating some argument or for doing their sums. The two cases we will highlight
are the representations of the Dirac matrices and the normalisations of the spinors.

(a) Consider the transformation (summation convention assumed)

ψ → ψ̃ = Uψ or in components ψ̃i = Uijψj

α → α̃ = UαU † α̃s
il = Uijα

s
jkU

†
kl

β → β̃ = UβU † β̃il = UijβjkU
†
kl (1)
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Here U is a unitary matrix: U †U = I, where U † is the Hermitian conjugate of
U and H̃ is given by the expression for H with all quantities replaced by their
transformed values. Show that if ψ is an eigenfunction of H with eigenvalue λ, ie

Hψ ≡ (−iα.∇+ βm)ψ = λψ,

then

H̃ψ̃ ≡ (−iα̃.∇+mβ̃)ψ̃ = λψ̃.

ψ̃ is therefore an eigenvector of H̃ with the same eigenvalue as before. We obtain
an equivalent description of the system using any choice of the matrices α and β
related by a transformation of the type given in (1).

(b) Set the transformation matrix

U =
1√
2

(
σ0 σ0

σ0 −σ0

)
,

and compute the corresponding α̃ and β̃. Take α and β from the lecture notes
(Handout 2 from the first part). You should find that α̃ is block diagonal. This
representation of the Dirac matrices is called the chiral (or Weyl) representation
as the solutions describe particles with different chirality. If the mass is zero
these two chiral particles are not mixed by the Hamiltonian. You should also find
that β̃ is block off-diagonal showing that the mass of the particle mixes the two
independent particle states from the massless case.

(c) At various points the wavefunctions (solutions to the Dirac equation) have been
quoted/derived. For example, the form for the positive energy solutions have been
given as (p0 = E, ψ = e−ip·xu(σ)(p))

u(σ)(p) =

 √
p0+m
2m

ϕ(σ)

σ·p√
2m(p0+m)

ϕ(σ)

 , ũ(σ)(p) =

( √
p0 +mϕ(σ)

σ·p√
(p0+m)

ϕ(σ)

)
.

In the notes of Tong, that we also referenced, you can find

û(σ)(p) =

(
(σ · p)ϕ(σ)

mϕ(σ)

)
, here ϕ(1) =

(
1
0

)
, ϕ(2) =

(
0
1

)
.

Let’s note the differences. The form u(σ)(p) is what was given in the representation
of the operator ψ̂(x) in section 2.2 of the QFT notes which follows our main text
Fradkin. ũ(σ)(p) is from handout 3 of part I of the module.

i. Check that u(σ)(p) and ũ(σ)(p) differ only by an overall factor and find this
factor.

ii. (**) The function û(σ)(p) looks more different. (Note that σ · p = σµpµ ̸=
σ · p.) What’s going on? The point here is that Tong is working with the
chiral representation of the Dirac equation (see around equation 4.18 in his
notes).
Act on ũ(σ)(p) with the transformation matrix U given in part (b) and show
that it is proportional to û(σ)(p).
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iii. Give the dimensions of the spinors listed above. (Remember that, with ℏ =
c = 1, all dimensions are powers of energy.)

BCS Theory

7. In the notes we found the Bogoliubov transformation(
γ̂k,1
γ̂†k,2

)
= U

(
ĉk,↑
ĉ†−k,↓

)
≡
(
uk −vk
v∗k u∗k

)(
ĉk,↑
ĉ†−k,↓

)
(

ĉk,↑
ĉ†−k,↓

)
= U †

(
γ̂k,1
γ̂†k,2

)
≡
(

u∗k vk
−v∗k uk

)(
γ̂k,1
γ̂†k,2

)
,

with uk = cos θke
iϕk/2, vk = sin θke

−iϕk/2. The choice

sin 2θk =
|∆|√

ξ2k + |∆|2
, cos 2θk =

ξk√
ξ2k + |∆|2

, ϕk = ϕ,

diagonalised the Hamiltonian. Here∆ = |∆|eiϕ and ξk = ϵk−µ with µ the chemical potential.

(a) Could we have assumed ∆ to be real and not had to bother with complex ampli-
tudes for uk and vk? (This is not a trick question.)

(b) Sketch |uk|2 and |vk|2 as a function of k = |k|. Mark the chemical potential.
(You should be able to do this from the limiting cases quoted in the lecture notes
ξk → ±∞ and ξk = 0 given in the lecture module.)

(c) In the limit |∆| → 0, check that the Bogoliubov the creation operator γ̂†k,2 ∼ ĉ†−k,↓

for ξk > 0 and γ̂†k,2 ∼ ck,↑ for ξk < 0. In other words γ̂†k,2 makes a hole excitation
below the Fermi energy and particle excitation above the Fermi energy. It is the
equivalent of what we did in the Dirac equation in section 2.2 (the b̂†σ(p) operators
created particles and the d̂†σ(p) operators created antiparticles).

(d) Sketch the density of states we derived in lectures for the BCS state.

(e) With the opening of the gap, one can think of occupied states below the chemical
potential at ξk = ϵk − µ shifting to Ek = −

√
ξ2k + |∆|2. If νF is the density

of states at the Fermi energy in the normal state, we can think of ∼ νF |∆|
states being affected (per unit volume). Estimate a mean reduction in energy
and hence the “condensation energy” of the superconducting ground state. (The
condensation energy is the energy difference between the superconducting ground
state and the normal state.)

(f) (**) Compute the condensation energy in the BCS theory. This is the energy
difference

ECond = ⟨FS|HBCS|FS⟩ − ⟨BCS|HBCS|BCS⟩

Note that it is important to use the same (approximate) Hamiltonian for both
states. (The ** is a warning that the integrals involved are tedious and it is easy
to lose track of things.)

8. In the lectures we required that acting on the state

|ψ⟩ = p |0⟩+ q ĉ†k,↑|0⟩+ r ĉ†−k,↓|0⟩+ s ĉ†k,↑ĉ
†
−k,↓|0⟩
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with the operators γ̂i should annihilate the state for all k. We argued that this meant that
the BCS wavefunction was given by

|BCS⟩ =
∏
k

(uk + vkĉ
†
k,↑ĉ

†
−k,↓)|0⟩.

Here (
γ̂k,1
γ̂†k,2

)
= U

(
ĉk,↑
ĉ†−k,↓

)
≡
(
uk −vk
v∗k u∗k

)(
ĉk,↑
ĉ†−k,↓

)
.

(a) Work through this argument to convince yourself that you can get the right result.

(b) Verify that the BCS wavefunction is normalised.

Interacting Electrons

9. We would like to estimate the ratio rs/a for the three elements sodium, potassium and
copper. Sodium and potassium have the BCC structure and copper the FCC structure.

(a) The lattice constants for the three elements are 4.3Å (Na), 3.6Å (Cu) and 5.33Å
(K). Find the volume of the unit cell for the three elements and give the number
of ions per unit cell.

(b) Estimate the conduction electron density assuming the each ion gives one con-
duction electron.

(c) Find rs in units of the Bohr radius a = 0.5294Å.

(d) Comment on the results.

10. Here we will find the exact eigenstates of the Hubbard Hamiltonian (see Appendix D in
the notes) in a two-site problem,

Ĥ =
∑
σ

[
t(ĉ†1σ ĉ2σ + ĉ†2σ ĉ1σ)

]
+ Un̂1↑n̂1↓ + Un̂2↑n̂2↓.

The idea of this model is to include an important bit of the Coulomb repulsion namely the
interaction energy of two electrons (with opposite spins) in the same orbital. This interaction
is expected to be most important in spatially localised orbitals, like d or f orbitals. If this orbital
is doubly-occupied, two electrons are always close to one another and hence their interaction
is large. This is also the reason that magnetism and magnetic phenomena are often found in
materials containing transition metal ions or lanthanide ions.

(a) Verify that the following are eigenstates for the system with 1 electron

|±, σ⟩1 =
(ĉ†1,σ ± ĉ†2,σ)√

2
|0⟩.

Do the same for the eigenstates of the system with three electrons

|±, σ⟩3 = ĉ†1,−σ ĉ
†
2,−σ|±, σ⟩1.
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(b) For systems with two electrons, explain why we need only consider the two separate
groups of states

1. ĉ†1↑ĉ
†
1↓|0⟩, ĉ†2↑ĉ

†
2↓|0⟩ and

ĉ†1↑ĉ
†
2↓ − ĉ†1↓ĉ

†
2↑√

2
|0⟩

and

2. ĉ†1↑ĉ
†
2↑|0⟩,

ĉ†1↑ĉ
†
2↓ + ĉ†1↓ĉ

†
2↑√

2
|0⟩ and ĉ†1↓ĉ

†
2↓|0⟩.

(If you can’t find the general argument immediately, simply act on these states
with the Hamiltonian and see what comes out.)

(c) The second group of states in part (b) are already eigenstates of Ĥ. Find their
energies.

(d) Show that the Hamiltonian has matrix elements in the first group of states:

Hij =

 U 0
√
2t

0 U
√
2t√

2t
√
2t 0

 .

Here Hij = ⟨i|Ĥ|j⟩ where |i⟩ denotes one of the three states in the group. Find
the eigenvalues of this matrix. (Although this will give you a cubic equation to
solve you should find that the eigenvalue ϵ = U factors out trivially leaving only
a simple quadratic.)

(e) Consider the limit U/|t| ≫ 1 and find an expression for the lowest energy state in
part (d). In Appendix D an estimate is given for the difference between this state
and the triplet states considered in part (c) based on second order perturbation
theory. Verify that your answers in the regime U/t large.

11. An early treatment of interacting electrons is that of the Hartree approximation. For the
free electron gas it is quite simple. The Hamiltonian is

Ĥ =
∑
k,σ

ϵkĉ
†
k,σ ĉk,σ +

1

2

∑
q

v(q)ρ̂(q)ρ̂(−q)− v(0)n0ρ̂(0) + Vbb.

Here the last two terms are the attractive interaction of the electrons with a constant positive
charged background charge density n0 and the self-interaction of the background charge (note
that this is not an extensive term and is usually not considered). The interaction v(q) ∼ 1/q2

is the Fourier transform of the Coulomb interaction. The energies ϵk = ℏ2k2/2m.

We will assume that the vacuum is the filled Fermi sea |ψ0⟩ =
∏

k<kF
(ĉ†k,↑ĉ

†
k,↓)|0⟩. In the

following assume that expectation values of operators are with respect to this filled Fermi sea.

a) Why is n0 =<ρ̂(0)>? Work from the definition ρ̂(0) = 1
V

∫
V
d3rρ̂(r). This ensures that

ρ̂(q) has the dimension of density (which it doesn’t if we use
√
V factors as in the canonical

normalisation introduced in the lectures.)

b) Show that <ρ̂(q)>= n0δq,0. (Remember we are using ρ̂(q) = 1
V

∑
k ĉ

†
k+q ĉk.)
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c) Approximate

ρ̂(q)ρ̂(−q) by <ρ̂(q)> ρ̂(−q) + ρ̂(q) <ρ̂(−q)> − <ρ̂(q)><ρ̂(−q)> .

This is a mean-field approximation called the Hartree approximation. Which term has been
neglected in making this substitution?

d) Explain why the Hamiltonian for the homogeneous electron gas in the Hartree approximation
reduces to

ĤHar =
∑
k,σ

ϵkĉ
†
k,σ ĉk,σ,

ie the Hartree approximation is what you have been using all along when discussing free
electrons.

12. (**) This question asks you to work through the Hartree-Fock approximation. This
describes the Hartree approximation with an added expectation value affecting only particles
with the same spin.

The interaction between like spins, Vσ = 1
2

∑
q v(q)ρ̂σ(q)ρ̂σ(−q), can be written

Vσ =
1

2V 2

∑
q

v(q)
∑
k

∑
k′

ĉ†k+q,σ ĉk,σ ĉ
†
k′−q,σ ĉk′,σ

= −1

2

1

V 2

∑
q

v(q)
∑
k

∑
k′

(
ĉ†k+q,σ ĉk′,σ ĉ

†
k′−q,σ ĉk,σ − ĉ†k+q,σ ĉk,σδk′−q,k′ − ĉ†k+q,σ ĉk′,σδk′−q,k

)
= −1

2

1

V 2

∑
q

v(q)
∑
k

∑
k′

ĉ†k+q,σ ĉk′,σ ĉ
†
k′−q,σ ĉk,σ +

1

2

1

V 2

∑
k

∑
k′

(v(0) + v(|k − k′|)) ĉ†k,σ ĉk,σ.

After the summation over k′ the second term on the right hand side is a constant which we
will drop for now. Now approximate the remaining term:

Vσ ≈ −1

2

1

V 2

∑
q

v(q)
∑
k

∑
k′

(
<ĉ†k+q,σ ĉk′,σ> ĉ†k′−q,σ ĉk,σ + ĉ†k+q,σ ĉk′,σ <ĉ

†
k′−q,σ ĉk,σ>

− <ĉ†k+q,σ ĉk′,σ><ĉ
†
k′−q,σ ĉk,σ>

)
(a) Explain why

<ĉ†k+q,σ ĉk′,σ>= δk+q,k′θ(kF − k′) and <ĉ†k′−q,σ ĉk,σ>= δk′−q,kθ(kF − k).

Here the expectation value is with respect to the filled Fermi sea, |ψ0⟩ =
∏

k<kF
(ĉ†k,↑ĉ

†
k,↓)|0⟩,

and θ is the Heaviside function.

(b) Show that the two non-constant terms give

Vσ ≈ − 1

V

∑
k

(
1

V

∑
k′

v(|k − k′|)θ(kF − k′)

)
ĉ†k,σ ĉk,σ.

(c) The potential in the previous part is called the exchange potential. This is because
it comes from matrix elements between components in a single Slater determinant
with particles i and j switched round (or exchanged). You can evaluate it as
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follows. Replace the sum over k′ by an integral and substitute for v(q) = e2/|k−
k′|2.

Vex(k) = − 1

V

∑
k′

v(|k − k′|)θ(kF − k′) →
∫
k′<kF

d3k′

(2π)3
e2

|k − k′|2

Unless you like doing integrals you can skip this part but you should note the
answer. To do the integrals take the origin at k′ = 0, choose the z-axis parallel
to k so that |k − k′|2 = k′2 + k2 − 2k′k cos θk′ . You should find

Vσ = −e
2kF
2π2

(
1

2
+

1− x2

4x
ln

∣∣∣∣1 + x

1− x

∣∣∣∣) ,
where x = k/kF .

(d) The answer in part c) should cause you to raise your eyebrows a little as it appears
to have non-analytic behaviour at x = 1, ie at the Fermi energy. This leads to a
strange prediction. If you combine the result for Vσ with the kinetic energy, you
obtain

Ĥ =
∑
k,σ

(ϵk + Vσ(x))ĉ
†
k,σ ĉk,σ ≡

∑
k,σ

ϵ̃kĉ
†
k,σ ĉk,σ.

The energy of the plane wave state is now ϵ̃k. Write

Vσ = −e
2kF
2π2

F (x),

and compute F’(x). What happens at x = 1 and what does this say about the
nature of the system? Remember that the density of states in energy varies as

k2dk ∼ E
dk

dE
dE.

Spin Waves
(We did not cover this material in lectures, but feel free to read chapter 4 and have a go.)

13. When discussing the Heisenberg Hamiltonian for an antiferromagnet we introduced the
canonical transformation:(

α̂q

β̂†
q

)
=

(
cosh θq sinh θq
sinh θq cosh θq

)(
âq
b̂†−q

)
,

(a) We can write this in the form

α̂q = UâqU
−1 and β̂†

q = Ub̂†−qU
−1 where U = eθq(â

†
q b̂

†
−q−b̂−q âq).

Verify this as follows. Consider the expressions for αq(θq) and β†
q(θq) involving U and find

the equation
d

dθq

(
α̂q(θq)

β̂†
q(θq)

)
= θqσx

(
α̂q(θq)

β̂†
q(θq)

)
,

where σx is the Pauli matrix. This equation should integrate to give the required result.
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(b) This transformation also acts on states. The canonical transformation takes the form

|0⟩ → |0′⟩ = U |0⟩

where |0⟩ is the vacuum containing no â bosons. Verify that

α̂q|0′⟩ = 0 and β̂q|0′⟩ = 0

(Note: |0′⟩ is the ground state of the system with Hamiltonian ∼
∑

q ϵq(α̂
†
qα̂q + β̂†

qβ̂q).)

Density Matrix

14. Let |↑⟩ and |↓⟩ label the basis states of a spin-1/2 particle. Here | ↑⟩ has σz = 1. Consider
a state

|ψ⟩ = |↑⟩+ |↓⟩√
2

.

Compute the density matrix, ρ̂ (see section 5.1 to find how the density matrix for a system
described by a wavefunction is defined).

(a) Verify that ρ̂2 = 1. Is this a pure or a mixed state?

(b) Using the density matrix compute the average values < σz > and < σx >.

(c) Now consider a density matrix describing a system with equal probability that
σz = 1 and that σz = −1. Compute ρ̂2 = 1 for this density matrix. Assume equal
probabilities for the two basis states. Is this a pure or a mixed state?

(d) Compute < σx > for the system described by the density matrix in part c).
Comment on the difference to the result you found in part a).
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