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Introduction

This collection of "research spotlights" is a small 
selection of the innovative work that takes place in 
Statistics at Warwick.  We hope that it gives an 
indication of the breadth of our research interests, and 
of the influence that incisive statistical methods can 
have on the lives and work of just about everyone in the 
world!

All of the material presented here is from researchers 
within Warwick Statistics.  Often it involves 
collaborators elsewhere, in Europe or in other 
continents: our research community is global, as is the 
reach of our work.  

Our students benefit from Warwick's high research 
profile in statistics and allied disciplines (including 
biomedical sciences, business analytics, computer 
science, economics, finance, management science, 
mathematics and the social sciences) in a variety of ways.  

Research informs all of our courses, and keeps them 
current.  The substantial funding that we win for our 
research helps us to provide a first-class working 
environment for everyone here, students included.  And 
the wide range of research interests, not only in 
Statistics but also in the other departments associated 
with specific degree courses, means that for final-year 
dissertations our students enjoy an exceptionally rich 
choice of project topics.







GAME THEORETIC ANALYSIS OF RAINBOW OPTIONS 

Definition and motivation
The term goes back to Rubinstein, who describes it 
as a combination of a variety of assets much as a 
rainbow is a combination of a variety of colours.  
The payoff is determined by a combination of them. 
Multi-asset products are attractive because of 
inherent risk diversification, cost efficiency and 
opportunities for hedging against correlation.
M. E. Rubinstein, Somewhere Over the Rainbow, RISK, Nov.
1991

A sports-betting analogy
You are in a baseball tournament with three fields. 
One game is halfway through, a second is just 
starting and a third starts in an hour.  You earn a 
profit if you pick all three winners, but you get 
nothing if any one team you pick is a loser.
www.investopedia.com/terms/r/rainbowoption.asp

Hedging and the fair value
The fair value of an option is the price at which 
both buyer and seller expect to break even.  This 
is based on a mathematical model.  The key idea 
for determining the fair value of an option is 
hedging, i.e. constructing a self-financing portfolio 
of financial derivatives that perfectly replicates the 
payoff value at the time of expiry. 
J. M. Harrison & S. R. Pliska (1981), Martingales and stochastic 
integrals in the theory of continuous trading, Stochastic Processes 
and their Applications 11

Examples of rainbow options
• “Best of assets or cash”: delivering maximum of two 

risky assets and cash at expiry

• “Call on max”: holder has right to purchase 
maximum asset at strike price at expiry 

• “Put on min”: holder has right to sell minimum of 
the risky assets at the strike price at expiry.

• “Put 2 and call1”: an exchange option to put a 
predefined risky asset and call the other risky asset

74 Wilmott magazine

Peter Ouwehand, Department of Mathematics and Applied Mathematics,
University of Cape Town, South Africa
E-mail address: peter@maths.uct.ac.za
Graeme West, School of Computational & Applied Mathematics, University of
the Witwatersrand, South Africa. 
Financial Modelling Agency, South Africa. www.finmod.co.za
E-mail address: graeme@finmod.co.za

Pricing Rainbow Options

Keywords
exotic option, Black-Scholes model, exchange option, rainbow option, equivalent
martingale measure, change of numeraire, trivariate normal.

Abstract
A previous paper (West 2005) tackled the issue of calculating accurate uni-, bi- and
trivariate normal probabilities. This has important applications in the pricing of multi-
asset options, e.g. rainbow options. In this paper, we derive the Black—Scholes prices of
several styles of (multi-asset) rainbow options using change-of-numeraire machinery.
Hedging issues and deviations from the Black-Scholes pricing model are also briefly
considered.

1. Definition of a Rainbow Option
Rainbow Options refer to all options whose payoff depends on more
than one underlying risky asset; each asset is referred to as a colour of
the rainbow. Examples of these include:

• “Best of assets or cash” option, delivering the maximum of two risky
assets and cash at expiry (Stulz 1982), (Johnson 1987), (Rubinstein
1991)

• “Call on max” option, giving the holder the right to purchase the max-
imum asset at the strike price at expriry, (Stulz 1982), (Johnson 1987)

• “Call on min” option, giving the holder the right to purchase the
minimum asset at the strike price at expiry (Stulz 1982), (Johnson
1987) 

• “Put on max” option, giving the holder the right to sell the maxi-
mum of the risky assets at the strike price at expiry, (Margrabe
1978), (Stulz 1982), (Johnson 1987) 

• “Put on min” option, giving the holder the right to sell the minimum
of the risky assets at the strike at expiry (Stulz 1982), (Johnson 1987)

• “Put 2 and call 1”, an exchange option to put a predefined risky
asset and call the other risky asset, (Margrabe 1978). Thus, asset 1 is
called with the ‘strike’ being asset 2.

Thus, the payoffs at expiry for rainbow European options are:

Best of assets or cash max(S1, S2, . . . , Sn, K)

Call on max max(max(S1, S2, . . . , Sn) − K, 0)

Call on min max(min(S1, S2, . . . , Sn) − K, 0)

Put on max max(K − max(S1, S2, . . . , Sn), 0)

Put on min max(K − min(S1, S2, . . . , Sn), 0)

Put 2 and Call 1 max(S1 − S2, 0)

To be true to history, we deal with the last case first.

2. Notation and Setting
Define the following variables:

• Si = Spot price of asset i,
• K = Strike price of the rainbow option,

Payoffs

Pricing rainbow options
For rainbow options, a range of methods has 
been used to determine the fair price. Doing 
this is hard, due to insufficient knowledge of the 
correlation structure of the multiple assets. 
Computational methods such as Monte Carlo 
can yield approximate solutions.

Z. Hucki, V. Kolokoltsov, Pricing of rainbow options: game 
theoretic approach. Int. Game Theory Review 9:2 (2007)

V. N. Kolokoltsov, Game theoretic analysis of incomplete 
markets: emergence of probabilities, nonlinear and 
fractional Black-Scholes equations. http://arxiv.org/abs/
1105.3053, Risk and decision analysis, Volume 4, 
Number 3, 2013

A game theoretic approach
The evolution of the capital can alternatively be 
described by as a dynamic n-step game of the 
investor.  The approach invokes interval models 
and makes use of risk-neutral probability 
measures. Solutions are obtained by a risk-
neutral evaluation of the options in minimax 
(robust control) situations.

The method allows transaction costs and 
incomplete markets to be considered. It leads 
to an explicit formulation and new numeric 
schemes. Taking a continuous time limit yields a 
nonlinear degenerate and/or fractional Black-
Scholes type equation.

W. Margrabe (1978),  The value of an option to exchange 
one asset for another, The Journal of Finance 23
H. Johnson (1987), Options on the maximum or the 
minimum of several assets, Journal of Financial and 
Quantitative Analysis 22

P. Ouwehand, Pricing Rainbow Options, WILLMOTT 
magazine

PROFESSOR VASSILI KOLOKOLTSOV

http://www.investopedia.com/terms/r/rainbowoption.asp
http://www.investopedia.com/terms/r/rainbowoption.asp


MATHEMATICAL MODELS OF FINANCIAL BUBBLES 

There are examples of bubbles throughout 
history, including the Dutch tulip mania, the 
South Sea Bubble and more recent examples: 
the DotCom bubble, the Credit bubble, and the 
UK and the US housing bubbles. When a bubble 
is followed by a CRASH! it invariably leads to 
suffering.
Great Financial Scandals, Sam Jaffa, Robson Books 1998

"We find that whole communities suddenly fix 
their minds upon one object, and go mad in its 
pursuit; that millions of people become 
simultaneously impressed with one delusion, and 
run after it, till their attention is caught by some 
new folly more captivating than the first. Men, it 
has been well said, think in herds; it will be seen 
that they go mad in herds, while they only 
recover their senses slowly, and one by one."
Extraordinary Popular Delusions & the Madness of Crowds,    
C. McKay, 1841

• Asset price bubbles coincide with increases in 
volatility and trading volume (the Roaring 20s 
and the Internet Bubble)

• Asset price bubbles coincide with financial or 
technological innovations (from railroads to 
biotechnology)

• Asset price bubble implosions (crashes) 
coincide with increases in asset supply (the 
South Sea Bubble, CDOs and CDO squareds)

Speculation, Trading and Bubbles, J. Scheinkman, SSRN, 2013

The modelling of bubbles in financial 
mathematics has focussed on local martingale 
models.  A martingale is a random or stochastic 
process which, on average, is as likely to go up 
as much as it goes down, and so on average 
stays the same. (The study of random walks and 
martingales is one of the highlights of 
undergraduate probability theory.)  
Bachelier studied martingales in his ground- 
breaking thesis on the theory of speculation. A 
local martingale has the same fair game 
property, but only locally (which is enough to 
rule out arbitrage), and globally prices can fall, 
even on average.
Local Martingales, Bubbles and Option Prices, A. Cox and D. 
Hobson, Finance and Stochastics, 2005

It is often very difficult to recognise a bubble 
until after it has burst.  After all, in order to 
decide if there is a bubble you need to be able 
to calculate the fundamental value.  But the 
local martingale model provides a way to 
identify bubbles whilst they are happening and 
before they burst.
How to Detect an Asset Bubble, R.Jarrow, Y. Kchia and         
P. Protter, SSRN, 2011

Bubbles in history

Where do bubbles come from?
Detecting bubbles

Stylised facts about bubbles Models of bubbles

What is a bubble?

It occurs when investors are prepared to pay 
more for an asset than it is worth, and there is a 
divergence between price and the fundamental 
value. Why might this happen? One explanation 
is the “greater fool” theory:  It is rational to 
knowingly pay for an asset if you believe you will 
be able to find a greater fool in the future who 
will pay even more.
A Random Walk Down Wall Street, B. Malkiel, Norton, 2003

PROFESSOR DAVID HOBSON



1. Behavioural bias

3. Prospect theory & Nobel Prize

4. Prospect theory: more details

7. Where next?

6. A model and solution

 

PROSPECT THEORY AND THE DISPOSITION EFFECT 

Lab experiments run by psychologists over the last 
few decades have uncovered a wealth of biases in 
the way we make decisions under uncertainty. Our 
decisions systematically violate the predictions of 
rational expected utility theory.
The topic has recently caught more attention by 
the media, e.g. on 24.2.2014, BBC2 aired Horizon 
episode “How you really make decisions” focussing 
on these biases and their implications for society. 

References

5. An explanation? 

Henderson V., 2012, Prospect Theory, Liquidation and the 
Disposition Effect,  Management Science, 58, 2.
Kahneman D. and A. Tversky, 1979, Prospect Theory:  An Analysis 
of Decision under Risk, Econometrica, 46, 171-185. 
Odean T., 1998,  Are Investors Reluctant to Realize their Losses?, 
Journal of Finance, 53, 5.
Shefrin H. and M. Statman, 1985,  The Disposition Effect to Sell 
Winners Too Early and Ride Losers Too Long,  J. of Finance, 40
 

• Explore impact of probability weighting on investor 
trading decisions (with Alex Tse, PhD student)

• Dynamic model involving “Realization” utility
• Incorporate other behavioural biases into stochastic 

models of investor trading or portfolio optimization

• Using time homogeneity and a martingale 
transformation, the structure of the solution is to 
stop (sell) when Y exits an interval. Consider such 
stopping times and choose “best” interval.

• Several possible scenarios emerge. The most 
interesting is when the investor has a two-sided 
threshold and thus may sell at a gain or at a loss, 
depending on which threshold the price reaches first.

• We show the rate of selling at a gain is much higher 
than the rate of selling at a loss - hence a 
pronounced disposition effect emerges.

Shefrin and Stratman (1985) argued, via intuition, 
that prospect theory explained disposition 
behaviour.  Why? An investor who is facing a loss 
will tend to gamble on the possibility of breaking 
even (due to convexity of S-shape over a loss).
However, it is not so simple!  A number of 
researchers have attempted to capture this in 
stochastic models recently. Henderson (2012) 
proposes and solves a stochastic optimal stop-
ping model to describe the trading decision of an 
investor according to prospect theory.

• Utility is defined over gains and losses relative 
to a reference point and exhibits loss aversion.

• Concave over gain, convex over losses (S-shaped)
• Probability weighting: people overweigh the tails 

of the distribution.

Kahneman & Tversky (1979) proposed:

where z is dollar gain or loss (with reference 0).

U
til

ity
 U

(z
)

Gain/loss z

The pioneering psychologists Kahneman and 
Tversky proposed 1979 a new model for decision 
making under risk based on their experimental 
evidence. Kahneman received the Nobel Memorial 
Prize in Economics in 2002. 

There is widespread evidence of the disposition 
effect in experimental lab studies, in datasets from 
real estate markets, in traded option markets, in 
executive stock options, and in corporate invest-
ment decisions, to name a few (see references). 

2. Disposition effect

Investors disproportionately sell winners 
and are reluctant to sell assets trading at 
a loss relative to purchase price.

−100 −80 −60 −40 −20 0 20 40 60 80 100
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−100
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0

50

100

z = gain/loss
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• Statistics is used to analyse large datasets to 
identify evidence of biases.

• Probabilistic models can be designed to capture 
and model behaviour under biases.

They obtain 
estimates:

DR  VICKY HENDERSON 



  Introduction

  Conclusions

What is a BN? 
A Bayesian Network (BN) is a graphical model for expressing 
probabilistic relationships among a set of measured variables. 
Each node in the graph represents a variable (or event), and has 
a table of probabilities associated with that variable.  Arrows 
between nodes describe associations between the variables in 
the graph. 

 Results

 

DR ANJALI MAZUMDER AND PROFESSOR STEVEN LAURITZEN 

USING BAYESIAN NETWORKS FOR FORENSIC DNA INFERENCE

 References

 BN Representation for Paternity

Why Use a BN? 
BNs provide graphical representations of very complex 
problems. They provide a computational alternative to 
complex algebraic manipulations required to solve these 
problems. BNs can be used as a tool by forensic scientists 
and lawyers to analyze evidence, construct and communicate 
evidence, and assess the value of possible investigating ways.

 BN formulation

Motivation 
Forensic scientists are often called upon in courts to give 
expert testimony, for example, source of a DNA sample. 
Prior to making a (often numerical) judgment about the 
source of the sample, they are routinely challenged to make 
decisions under uncertainty, for instance: which genetic 
marker to type or how many to type. 

Dawid, A.P., Mortera, J., Piscali, V., and Boxel, D.V. (2002). Probabilistic expert 
systems for forensic inference from genetic markers. Scandinavian Journal of 
Statistics 29, 577-595.
Lauritzen, S.L.and Mazumder, A. (2008) Informativeness of genetic markers for 
forensic inference – An information theoretic approach. Forensic Science 
International: Genetics Supplement Series 1, 652-653.  

BNs are a useful tool for DNA evidence evaluation, allowing 
scientists to calculate laborious marginal and conditional 
probabilities easily.  With software programs such as HUGIN, 
complex networks are relatively simple to create and 
calculations readily accessible accounting for complex 
dependence relationships between variables.  BNs provide a 
vehicle to communicate and investigate the value of evidence 
for any forensic query of interest. 

Often, the evaluation of evidence involves estimating 
unknown quantities, say Q, from some given 
observations X. Often there is a quest for data to 
reduce the uncertainty which is seldom cost free. 

Thus, the Inference or reasoning problem assesses the 
weight of evidence, and the planning or decision-making 
problem determines the value of observing the evidence. 

Consider a simple paternity identification problem, 
shown using a BN representation where query Q is 
represented by node tf=pf? The query of interest is 
whether the true father is the putative father or a man 
drawn randomly from the population.

To obtain probabilities of interest, we enter evidence 
into the observed nodes and propagate the evidence.

Suppose we need to make a decision to observe either

Target node Q, represents a query 
variable, generally impossible or difficult 
to observe, with a finite number of states, 
and information node X.  X represents evidence 
variable, generally observable, with a fine number of 
states.  The direct edge shows that the query of 
interest Q is relevant for evidence X.

 Inference problem

pf putative father

gt (observed) genotype

pg (unobserved) paternal gene
Mg (unobserved) maternal gene

This network repre-
sents a single genetic 
maker. 
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Jim Smith and 
Martine Barons are 
finding out when 
the probabilistic 
judgments of 
different panels of 
experts can be 
coherently drawn 
together and 
measures for the 
lack of coherence 
when full 
coherence is not 
possible1.   

•Decisions may need to be made under uncertainty, 
e.g. crop yield, price. 
•Many elements of the system depend on and 
affect each other. 
•It is impossible for a single decision-maker to be 
expert in all the topics 
 

1. Motivation 

“Food  security  exists  when  all  people,  at  all  times,  have  physical  and  economic  access  to  sufficient,  safe  and  nutritious  food  
that  meets  their  dietary  needs  and  food  preferences  for  an  active  and  healthy  life”   (FAO, 1996) 

3a.Influence diagram 

3c. Bayesian network 

An influence diagram captures the most important 
elements’  identified  with  the  help  of  sugar  industry  
experts. 

After the expert opinion is  added,  ‘What  if..?’  questions  can  
be asked.  This Bayesian network (right) shows how the UK 
sugar supply and UK sugar price is likely to be affected in the 
medium term (5 years) if there was a sharp rise in oil prices. 

2. Why Bayesian Networks? 
Food security is influenced by a wide variety 
of factors, e.g. climate, farming and subsidies, 
business practice, energy costs, politics, etc.  
When designing policies to promote food 
security, it is necessary to take account of all 
the relevant factors. A decision support 
system needs to be capable of combining 
these in a coherent way. 

3b. Elicitation 
This Bayesian  network  was  built  using  the  experts’  
opinions about how much changes in one variable 
would affect another. Professor Ben Richardson is 
a Warwick expert in the sugar industry and was a 
valuable source of information along with experts 
from China, giving an international perspective. 

3. The sugar industry 
example 

Sugar can be used for food or biofuel 
production, and is grown as beet in the UK 
and as cane largely in  Brazil, making it an 
interesting example. 



Emergency)Planning,)Response)and)Recovery)for)Nuclear)Accidents)

Professor Simon French and Dr. Nikolaos Argyris!

Management)of)Nuclear)Risk)Issues:)Environmental,)Financial)and)

Safety)(NREFS))

The$NREFS$project$forms$part$of$the$UK6India$Civil$Nuclear$Power$
CollaboraBon.$The$consorBum$consists$$of$4$UK$academic$partners$(City,$
Cambridge,$Manchester$and$Warwick$UniversiBes)$with$direct$and$
collaboraBve$links$to$the$Atomic$Energy$Commission$of$India.$
The$consorBum$is$using$a$wide$variety$of$methods$to$explore$the$important$
issues$in$the$evaluaBon$of$strategies$to$miBgate$the$effects$of$nuclear$
emergencies.$The$Warwick$team$is$focussing$on$the$use$of$scenario6based$
mulB6criteria$decision$analysis$(MCDA).$
ObjecEves)

• Develop$and$apply$the$J6value$framework$to$post6accident$miBgaBon,$
parBcularly$for$a$large$nuclear$accident.$
• Use$real$opBons$analysis$as$a$tool$for$judging$the$cost$of$insBtuBng$an$
exclusion$zone$following$a$severe$nuclear$accident.$
• Use$objecBve$methods$to$assess$nuclear$power$plant$siBng$and$liability$
insurance.$
• Use$scenario6based$mulB6criteria$decision$analysis$to$invesBgate$differences$
between$recommendaBons$from$the$objecBve$methods$and$decisions$being$
taken$on$the$ground.$
• Integrate$the$results$from$the$various$methods$into$recommendaBons.$

25)years)–)Chernobyl)to)Fukushima)

In$the$years$since$Chernobyl$much$work$has$been$done$to$
improve$processes$$for$emergency$planning,$management$$
and$recovery$in$the$event$of$a$nuclear$accident.$$Since$the$
InternaBonal$Chernobyl$Project$of$1990691.$Simon$French$has$
been$involved$with$much$of$this:$
• The$introducBon$of$socio6economic$criteria$into$emergency$
planning$and$recovery$to$supplement$$criteria$relaBng$to$
radiaBon$exposure$and$financial$cost.$
• The$design$of$a$decision$support$system,$RODOS,$which$is$
now$implemented$in$several$European$countries,$especially$
in$relaBon$to$the$uncertainty$handling,$data$assimilaBon$and$
evaluaBon$of$opBons.$
• Public$communicaBon$in$relaBon$to$local,$regional,$naBonal$
and$internaBonal$handling$of$an$emergency.$
• The$use$of$stakeholder$engagement$and$public$parBcipaBon$
in$emergency$planning$and$recovery.$

But)fundamental)Issues)remain)…)

• The$linear$hypothesis$which$relates$the$risk$of$health$impact$
to$low$levels$of$(chronic)$exposure$is$misunderstood$by$many$
stakeholders$and$the$media.$
• Throughout$much$of$an$emergency$there$are$very$significant,
uncertain.es,$yet$the$concept$of$intervenBon$levels$treats$
these$in$a$very$naïve$fashion.$
• The$handling$of$Chernobyl$and$Fukushima$have$set)public1
expecta.ons$about$appropriate$levels$of$response$that$may$
not$be$feasible$in$other$contexts.$
• Equity$issues$are$poorly$explored,–$or$perhaps$it$would$be$
be[er$to$say$ar1culated$–$in$emergency$planning.$
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 RISK PERCEPTION AND DECISION-MAKING IN CANCER

 

Cancer treatment decision-making involving 
genomic recurrence risk
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• Complex decision under uncertainty and ambiguity

• Multiple information sources for recurrence  

• Shared decision making          

Methods include decision trees and Bayesian networks.

!

Figure Error! No text of specified style in document..1: Decision tree showing all 

possible outcomes of the decision process. 
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Risk attitude 4: Risk seeking behaviour (overweighting both extremes) 

 

In a risk-seeking attitude, the patient would overweight improbable events 
(probabilities that are either close to 0), but also favours certainty (probabilities 
close to 1). So in effect this risk attitude is a combination of risk attitudes 1 and 
2. This means that as the stated probability approaches to 0.5, the decision 
weight  gradually becomes smaller the actual probability . In terms of the 
shape of the curve, the gradient remains almost flat for stated probability 
between 0 and 0.5, then beyond 0.5, the gradient rapidly increases and becomes 
steep. 

If this attitude was displayed under our model, then  > 0 at all times and  
remains small and close to zero for probabilities below 0.5. As the stated 
probabilities , ’ approach equal chances (0.5),  will get larger. Beyond 
stated probabilities 0.5,  starts to increase at a rapid rate. 

Therefore using our model, for stated probabilities close to 0, the patient would 
show slight preference towards hormonal-chemotherapy but it is uncertain 
whether the magnitude of the preference is significant. But as the stated 
probabilities become closer to 0.5, the magnitude of the positive preference for 
hormonal-chemotherapy becomes stronger and at high stated probabilities, we 
can say that the patient would choose hormonal-chemotherapy almost surely. 

Risk-seeking is a common behaviour in gambling and betting, and this 
combination of risk attitudes 1 and 2 create a plausible analogy of the risk-
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In other words, we consider 

 = ,  =   − ,   >  ≥ 0   −   . 

Risk attitude 1: Overweighting small probabilities (as seen in Prospect 
Theory) 

 

This decision weight function has the exact same shape as the hypothetical 
function proposed by Kahneman and Tversky in their Prospect Theory. This 
represents a risk attitude that they observed in their experiments, in scenarios 
resembling to a prize draw and lottery. The striking feature about this function 
is that the decision weight  is higher than the  at lower probabilities, until 
when it reaches a intersection point where  = , then the decision weight 
is lower than the stated probability and maintains an almost constant gradient. 

So in terms of  for fixed and small  − , this means that at lower 
probabilities,  would be almost close to 0, then when it approaches to the 
intersection point,  becomes greater and eventually maintaining the same level 
until  reaches probability 1.  

Therefore under our model, it is uncertain about the patient’s preference when 
both stated probabilities are low. As the probabilities increases, then the model 
outcome will suggest a constant level of positive preference for hormonal-
chemotherapy. However, it is unlikely that the patient will treat cancer 

• Fallacies may lead to avoiding or overdoing 
prognostic tests and to misinterpreting results

• Empirical studies on decision-making behaviour  
(both physicians and patients) needed.

•  Room for comprehensive modelling including 
“irrational” aspects

• Need for improved risk communication and 
systematic decision support 

In the last decade, prognostic tests based on multi-
variate gene expression measurements have been 
developed for common cancers such as breast, 
colon and prostate. Initial validation studies have 
demonstrated their prognostic value and extensive 
clinical trials are under way.
An example is Oncotype DX for breast cancer 
(e.g. [1]). Based on a panel of 22 genes, the test 
returns a risk score between 0 and 100 which is 
associated with probabilities of recurrence free 
survival rates. It is usually communicated in a 
simplified way: low, intermediate or high risk.

5. Risk perception and biases
Many empirical investigations have demonstrated 
that people do not always follow the normative 
rules of probability.  Their perception and 
processing of risk is subject to biases [2] affecting 
their decision making.  Examples for scenarios:  

• Distortion: Refined differentiation of probabilities close 
to 0 or 1 compared to those around 0.5, e.g. 3%-0% is 
perceived as much bigger than 43%-40%. Potentially, 
this could lead to overuse of adjuvant treatment 
while neglecting risks and alternative opportunities.

• Ambiguity avoidance: Preference for known risks 
versus unknown risks even if that leads to a disadvantage.         
Potentially, this leads to opting for chemo at all costs.

• Confirmation bias: Seeking or altering information to 
confirm existing beliefs. Potentially this interferes with 
the decision to take optional tests and impacts the 
interpretation and weighing of risk information.

In many common cancers, initial local treatment 
(e.g. surgery) is followed by adjuvant treatment to 
prevent recurrence. This includes options such as 
hormonal treatment and chemotherapy.  The latter 
is costly and has massive side effects, including 
serious risks.  To strike the right balance, a careful 
assessment of the recurrence risk is desirable. 

Cancers are heterogeneous diseases and recur-
rence risks vary between subtypes. In addition to 
traditional markers such as tumour size and type, 
novel genomic technologies provide molecular 
information for further improvement of recurrence 
risk estimates and hence further individualisation 
of the treatment decision.



[1] J Brettschneider et al, Quality assessment for 
short oligonucleotide microarray data, Technometrics,  
August 2008, Vol. 50, No. 3 (with Discussion)

[2] www.plmimagegallery.bmbolstad.com

Microarray data quality assessment (QA) issues:
• Distinguish biological from technical variation
• Massive parallel measurements
• Multi-stage measurement process
• Systematic errors worse than random errors
• No agreement on parametric model 
• Repositories swamped with low quality data

Experiment with 20 microarrays. Quality landscapes show 
minor local defects in C1, C2, damaged area/overall low 
quality in C5. Numerical quality scores visible in boxplots of 
RLE (top) and NUSE (below) also indicate that C5 is an 
outlier in terms of data quality.

Why are brain cells different from liver cells even 
though they have the same DNA?  Do genes 
determine the states of cells and organisms? How?

1. What is in your genes?

2. Gene expression profiling

3. Are such finding reproducible?

4. Quality assessment (QA)

The high-dimensional QA toolbox is useful for
• detecting outliers and patterns related to  

experimental conditions
• spotting spatial defects
• ensuring reproducibility of studies
• decreasing errors in molecular medical 

diagnosis and prognosis 
Some of the methods be applicable to other 
kinds of high-dimensional data.

proteinRNADNA
Transcription Translation

Replication

Exploratory studies to shed light on complex 
genetic processes compares expression levels of all 
genes across stages and conditions, e.g.:
• to find genes involved in cellular processes (e.g. 

cell cycle, circadian clock)
• to refine diagnosis and prognosis to individualise 

treatment decisions (e.g. tumour classification, 
adjuvant treatment)  
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6. Conclusions

C5C2

Microarray technology quantifies 
expression levels of all genes 
simultaneously in one 
biochemical experiment on a 
glass slides using 14-20 
oligonucleotide probes per gene.

C1
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the expression estimate. Another source of heterogeneity is the
number of “effective” probes, in the sense of being given sub-
stantial weight by the fitting procedure for model (1). That this
number varies across probesets is obvious when different num-
bers of probes per probeset are used on the same chip. Another
reason is dysfunctional probes, that is, probes with high vari-
ability, low affinity, or a tendency to cross-hybridize. To com-
pensate for this kind of heterogeneity, we divide the USE by
its median over all chips and call this the normalized unscaled
standard error (NUSE),

NUSE(µ̂i) = USE(µ̂i)

Medianι{USE(µ̂ι)}

=

√∑
j w2

ij

Wi

/

Medianι

{
√∑

j w2
ιj

Wι

}
. (3)

An interpretation for the NUSE of a fixed probeset becomes
apparent after rewriting the USE in the form

USE(µ̂i)
2 =

∑

j

(
wij

Wi

)2

. (4)

This can be thought of as the sum of the squares of the relative
effectiveness of the probes contributing to the probeset sum-
mary for this chip. Its square root, normalized across all of the
chips, is the NUSE.

The NUSE values fluctuate around 1. Chip quality statements
can be made based on the distribution of all of the NUSE val-
ues of one chip. As with the PM distributions, we can conve-
niently look at NUSE distributions as boxplots, or we can sum-
marize the information on the chip level by two single values:
the median of the NUSE over all probesets in a particular chip,
Med(NUSE), and the interquartile range of the NUSE over all
probesets in the chip, IQR(NUSE).

Relative Log Expression

We first need a reference chip. This is typically the median
chip, which is constructed probeset by probeset as the median
expression value over all chips in the experiment. (Such a com-
putationally constructed reference chip is sometimes called a
“virtual chip.”) To compute the relative log expression (RLE)
for a fixed probeset, take the difference of its log expression on
the chip to its log expression on the reference chip. Note that
the RLE is not tied to the RMA, but can be computed from any
expression value summary. The RLE measures how much the
measurement of the expression of a particular probeset in a chip
deviates from measurements of the same probeset in other chips
of the experiment.

Again, we can conveniently look at the distributions as box-
plots, or we can summarize the information on the chip level
by two single values: the median of the RLE over all probe-
sets in a particular chip, Med(RLE), and the interquartile range
of the RLE over all probesets in the chip, IQR(RLE). The lat-
ter is a measure of deviation of the chip from the median chip.
A priori, this includes both biological and technical variability.
In experiments where it can be assumed that

the majority of genes are not biologically affected, (5)

IQR(RLE) is a measure of technical variability in that chip.
Even if biological variability is present for most genes,
IQR(RLE) is still a sensitive detector of sources of technical
variability that are larger than biological variability. Med(RLE)
is a measure of bias. In many experiments there are reasons to
believe that

the number of up-regulated genes

≈ the number of down-regulated genes. (6)

In that case any deviation of Med(RLE) from 0 is an indicator
of a bias caused by the technology. The interpretation of the
RLE depends on the assumptions (5) and (6) on the biological
variability in the data set, but it provides a measure that is con-
structed independently of the quality landscapes and the NUSE.

For quality assessment, we summarize and visualize the
NUSE, RLE, and PM distributions. We found series of box-
plots to be very convenient way to glance over sets of up to
100 chips. Outlier chips as well as trends over time or pattern
related to time can be easily spotted. For detecting systematic
quality differences related to circumstances of the experiment
or properties of the sample, it is helpful to color the boxes ac-
cordingly. Typical coloring is according to groups of the exper-
iment, sample cohort, laboratory site, hybridization date, time
of day, or a property of the sample (e.g., time in freezer). To
quickly review the quality of larger sets of chips, shorter sum-
maries such as the aforementioned median or the interquartile
range of PM, NUSE, and RLE. These single-value summaries
at the chip level also are useful for comparing our quality mea-
sures with other chip quality scores in scatterplots or for plot-
ting our quality measures against continuous parameters related
to the experiment or the sample. Again, the additional use of
colors can draw attention to systematic quality changes due to
technical conditions.

Whereas the RLE is a form of absolute measure of quality,
the NUSE is not. The NUSE has no units. It is designed to detect
differences between chips within a batch. However, the mag-
nitudes of these differences have no interpretation beyond the
batch of chips analyzed together. We now describe a way to
attach a quality assessment to a set of chips as a whole. It is
based on a common residual factor for a batch of jointly ana-
lyzed chips. The fitting procedure for RMA estimates a com-
mon residual scale factor. It enables us to compare quality be-
tween different experiments or between subgroups of chips in
one experiment. It has no meaning for single chips.

Residual Scale Factor

This is a quality measure for batches of chips. It does not
apply to individual chips, but assesses the quality of batches
of chips. The batches can be a series of experiments or sub-
groups of one experiment (defined by, e.g., cohort, experimen-
tal conditions, sample properties, or diagnostic groups). To
compute the residual scale factor (RSF), assume that the data
are background-corrected. Because the background correction
works on a chip-by-chip basis, it does not matter whether the
computations were done simultaneously for all batches of chips
or individually. For the normalization, however, we need to find
one target distribution to which we normalize all of the chips in
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the expression estimate. Another source of heterogeneity is the
number of “effective” probes, in the sense of being given sub-
stantial weight by the fitting procedure for model (1). That this
number varies across probesets is obvious when different num-
bers of probes per probeset are used on the same chip. Another
reason is dysfunctional probes, that is, probes with high vari-
ability, low affinity, or a tendency to cross-hybridize. To com-
pensate for this kind of heterogeneity, we divide the USE by
its median over all chips and call this the normalized unscaled
standard error (NUSE),

NUSE(µ̂i) = USE(µ̂i)

Medianι{USE(µ̂ι)}

=

√∑
j w2

ij

Wi

/

Medianι

{
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j w2
ιj
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}
. (3)

An interpretation for the NUSE of a fixed probeset becomes
apparent after rewriting the USE in the form

USE(µ̂i)
2 =

∑

j

(
wij

Wi

)2

. (4)

This can be thought of as the sum of the squares of the relative
effectiveness of the probes contributing to the probeset sum-
mary for this chip. Its square root, normalized across all of the
chips, is the NUSE.

The NUSE values fluctuate around 1. Chip quality statements
can be made based on the distribution of all of the NUSE val-
ues of one chip. As with the PM distributions, we can conve-
niently look at NUSE distributions as boxplots, or we can sum-
marize the information on the chip level by two single values:
the median of the NUSE over all probesets in a particular chip,
Med(NUSE), and the interquartile range of the NUSE over all
probesets in the chip, IQR(NUSE).

Relative Log Expression

We first need a reference chip. This is typically the median
chip, which is constructed probeset by probeset as the median
expression value over all chips in the experiment. (Such a com-
putationally constructed reference chip is sometimes called a
“virtual chip.”) To compute the relative log expression (RLE)
for a fixed probeset, take the difference of its log expression on
the chip to its log expression on the reference chip. Note that
the RLE is not tied to the RMA, but can be computed from any
expression value summary. The RLE measures how much the
measurement of the expression of a particular probeset in a chip
deviates from measurements of the same probeset in other chips
of the experiment.

Again, we can conveniently look at the distributions as box-
plots, or we can summarize the information on the chip level
by two single values: the median of the RLE over all probe-
sets in a particular chip, Med(RLE), and the interquartile range
of the RLE over all probesets in the chip, IQR(RLE). The lat-
ter is a measure of deviation of the chip from the median chip.
A priori, this includes both biological and technical variability.
In experiments where it can be assumed that

the majority of genes are not biologically affected, (5)

IQR(RLE) is a measure of technical variability in that chip.
Even if biological variability is present for most genes,
IQR(RLE) is still a sensitive detector of sources of technical
variability that are larger than biological variability. Med(RLE)
is a measure of bias. In many experiments there are reasons to
believe that

the number of up-regulated genes

≈ the number of down-regulated genes. (6)

In that case any deviation of Med(RLE) from 0 is an indicator
of a bias caused by the technology. The interpretation of the
RLE depends on the assumptions (5) and (6) on the biological
variability in the data set, but it provides a measure that is con-
structed independently of the quality landscapes and the NUSE.

For quality assessment, we summarize and visualize the
NUSE, RLE, and PM distributions. We found series of box-
plots to be very convenient way to glance over sets of up to
100 chips. Outlier chips as well as trends over time or pattern
related to time can be easily spotted. For detecting systematic
quality differences related to circumstances of the experiment
or properties of the sample, it is helpful to color the boxes ac-
cordingly. Typical coloring is according to groups of the exper-
iment, sample cohort, laboratory site, hybridization date, time
of day, or a property of the sample (e.g., time in freezer). To
quickly review the quality of larger sets of chips, shorter sum-
maries such as the aforementioned median or the interquartile
range of PM, NUSE, and RLE. These single-value summaries
at the chip level also are useful for comparing our quality mea-
sures with other chip quality scores in scatterplots or for plot-
ting our quality measures against continuous parameters related
to the experiment or the sample. Again, the additional use of
colors can draw attention to systematic quality changes due to
technical conditions.

Whereas the RLE is a form of absolute measure of quality,
the NUSE is not. The NUSE has no units. It is designed to detect
differences between chips within a batch. However, the mag-
nitudes of these differences have no interpretation beyond the
batch of chips analyzed together. We now describe a way to
attach a quality assessment to a set of chips as a whole. It is
based on a common residual factor for a batch of jointly ana-
lyzed chips. The fitting procedure for RMA estimates a com-
mon residual scale factor. It enables us to compare quality be-
tween different experiments or between subgroups of chips in
one experiment. It has no meaning for single chips.

Residual Scale Factor

This is a quality measure for batches of chips. It does not
apply to individual chips, but assesses the quality of batches
of chips. The batches can be a series of experiments or sub-
groups of one experiment (defined by, e.g., cohort, experimen-
tal conditions, sample properties, or diagnostic groups). To
compute the residual scale factor (RSF), assume that the data
are background-corrected. Because the background correction
works on a chip-by-chip basis, it does not matter whether the
computations were done simultaneously for all batches of chips
or individually. For the normalization, however, we need to find
one target distribution to which we normalize all of the chips in
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Relative Log Expression (RLE):  For each 
gene, log ratio of its expression to median 
expression (across all microarrays in experiment). 

Data preprocessing includes background 
correction, normalisation, and probe intensity 
summarisation by iterative reweighted least 
squares fit of a log linear model.  Obtained 
weights correspond to the reliability of probe j 
in microarray i.  Converted to colours plotted in 
an array they form quality landscapes.
Normalized Unscaled Standard Error:

High-dimensional measurements 

Typically, expression levels of most genes do not 
change, same numbers are up and down 
regulated. Good quality microarrays: 

• Median(RLE) close to 0 and small IQR(RLE)

• Median(NUSE) close to 1 and small IQR(NUSE)

5. Example for microarray QA

DR JULIA BRETTSCHNEIDER, DR FRANCOIS COLLIN, DR BEN BOLSTAD AND PROFESSOR TERRY SPEED

GENOMIC TECHNOLOGIES: CAN WE TRUST THE DATA?

• Gene expression = amount of RNA produced 
• Genes interact with the environment 
• Genes act in concert 

http://www.plmimagegallery.bmbolstad.com
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Handwriting recognition using neural networks and rough paths

Dr. Ben Graham

Department of Statistics and Centre for Complexity Science

University of Warwick

Machine learning

The challenge of machine learning sounds rather
simple: to devise algorithms for computers that
can solve problems that humans find quite easy.
For example, reading letters of the alphabet
drawn by hand. In practice, it can be rather di�-
cult. For instance, Chinese handwriting has over
7,000 di�erent symbols in widespread use.

Neural networks

Convolutional neural networks are a special kind
of computational structure designed for process-
ing two-dimensional images [1]. First developed
for reading digits on envelopes and bank cheques,
as computers have become more powerful, they
have been refined to be able to recognize a vast
range of objects, from road signs to pictures of
everyday objects.

Online character recognition with
rough paths

Online character recognition refers to reading
handwriting captured on a tablet computer—
the pen stroke is stored as a function embed-
ded in R2. Convolutional neural networks can
accepts a variety of di�erent type of information.
The rough path signature, developed by Kuo-Tsai
Chen and Terry Lyons, provides a very powerful
way of capturing the information contained in a
path: it is tensor quantity defined as a collection
of iterated integrals:

Xk =

Z

0<u1<···<uk<1

dXu1 ¢ · · · ¢ dXuk .

For di�erent k, di�erent kinds of information
about the path are expressed. It is natural to
ask if these features are useful in the context of
machine learning.

Above: Three character written by ten di�erent

writers.

Results for Chinese characters

The CASIA OLHWDB1.1 dataset is a benchmark
for character recognition algorithms. Previously,
the best result for a convolutional network was
5.61%. Using features from the signature re-
duced the test error to 3.59%. In addition, as
the signature features can be stored in a sparse
grid, this allows the speed of character recogni-
tion to be improved substantially [2].
For the ICDAR 2013 Chinese Handwriting Recog-
nition Competition, researchers were invited to
submit a computer program that would then have
to read 225,000 handwritten Chinese characters
from a secret database. To measure the di�culty,
humans were challenged to read part of the test
set, with the lowest error rate being 4.81%. Us-
ing signature features, a computer program beat
this with an error rate of 2.61% [3].

[1] LeCun, Bottou, Bengio, Ha�ner, 1998

[2] Graham 2013 http://arxiv.org/abs/1308.0371

[3] http://www.nlpr.ia.ac.cn/events/
CHRcompetition2013/competition/Home.html
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FUNCTIONAL CLUSTERING FOR MORPHOLOGICAL ANALYSIS 
OF ELECTROCARDIOGRAPH CURVES 

References

4. Data & Methods

Cardiovascular diseases are one of the main causes 
of death all over the world.  An early diagnosis is 
essential for good prognosis.  Automatic classifica-
tion for teletransmitted electrocardiogram (ECG) 
traces is desirable.  This is a pilot analysis of ECG 
traces of patients whose 12-leads pre-hospital ECG 
has been sent by ambulances to 118 (Italian 
Emergency Number) Dispatch Centre of Milan. 

The statistical analysis consists of preliminary steps 
followed by the clustering of denoised and aligned 
ECGs.  A diagnostic procedure based on ECG 
morphology is proposed to classify patients and 
predict pathologies.  We focus here on the 
identification of Left or Right Bundle Branch Block.

Anticipating diagnostic time, reducing infarction 
complications and optimizing the number of 
hospital admissions are three main goals of the 
PROMETEO project (a project for the effective 
use of electrocardiogram transmitted from 
emergency unit in the area of Milan, Italy). 

The most common clinical ECG-system consists 
of the following 12 leads measuring voltage 
differences between pairs of electrodes:
I, II, III   

aVR, aVL, aVF  

V1, V2, V3, 

V4, V5, V6

Typical healthy  
ECG trace of the 
heartbeat on lead I:

DATABASE for pilot analysis (Median ECG 
traces records): 101 Healthy traces, 48 Left 
Bundle Branch Block (LBB) trace and 49 Right 
Bundle Branch Block (RBB) traces.

Ieva, F., Paganoni, A.M., Pigoli, D. and Vitelli, V. (2013), Multivariate 
functional clustering for the morphological analysis of 
electrocardiograph curves, Journal of the Royal Statistical Society: 
Series C (Applied Statistics), 62.
Ramsay, J.O. and Silverman, B.W. (2005), Functional Data Analysis (2nd 
ed.), Springer, New York.

Classification Algorithm

Thanks to the partnerships with 
Azienda Regionale Emergenza 
Urgenza and Abbott Vascular, ECG 
machinery with GSM transmission 
have been installed on all Basic 
Rescue Units of Milan urban area 
to obtain a preliminary diagnosis 
with an automatic procedure.

Pre-processing New 
ECG 
trace

Pre-
processing 

and 
extracting 

QT 
segment

Assignment 
to the 

cluster of 
the nearest 

centroid 
(cluster 

“average”)
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Summary 
Cardiovascular diseases are one of the main causes of death all over the 
world. In these diseases, an early diagnosis is essential to obtain a good 
prognosis and thus an automatic classification for tele-transmitted ECG 
traces would be very helpful. This work is a pilot analysis on ECG traces of 
patients whose 12-leads pre-hospital ECG has been sent by ambulances to 
118 (Italian Emergency Number) Dispatch Center of Milan. The statistical 
analysis consists of preliminary steps like wavelets denoising and landmark 
registration, followed by the clustering of reconstructed and aligned ECGs. 
Thanks to these statistical tools, a diagnostic procedure based on ECG 
morphology, is proposed to classify patients and predict pathologies. We 
focus in particular on the identification of Left or Right Bundle Branch Block. 

Introduction 
Anticipating diagnostic time, reducing infarction complications and optimizing 
the number of hospital admissions are three main goals of PROMETEO 
project (A project for the effective use of electrocardiogram transmitted from 
emergency unit in the area of Milan, Italy). Thanks to the partnerships with 
Azienda Regionale Emergenza Urgenza (AREU) and Abbott Vascular, ECG 
machinery with GSM transmission have been installed on all Basic Rescue 
Units of Milan urban area. This allows to send in real time the ECG from units 
to the 118 Dispatch Center and then to the hospital where patient will be 
admitted to, even when a Basic Rescue Unit (BRU – Units managed by                      
                        volunteers only, without physicians on  
                        board) is sent to the patient. The aim is 
                        to obtain a preliminary diagnosis                   
                        before the arrival of the patient to the  
                        hospital. 

Multivariate Functional Clustering 

The ECG signal 

References 
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Functional clustering for the  
morphological analysis of electrocardiograph curves 

Data & Methods 

The most common clinical ECG-system consists of the following 12 leads: 

•  I,  II,  III          •  aVR,  aVL,  aVF        •  V1,  V2,  V3,  V4,  V5,  V6 

• P wave (80 ms): atrial depolarization. 
• PR interval (120 to 200 ms): it reflects how fast the electrical impulse 
takes to travel from the sinus node through the AV node and entering the 
ventricles. 
• PR segment (50 to 120 ms): electrical conduction from the AV node to 
the bundle of His, to the bundle branches and then to the Purkinje Fibers. 

I, II, III, aVR, aVL and aVF are derived from the same 3 electrodes, and 
thus any 2 of these 6 can be choosen for the analysis. 

ECG traces 
Wavelets 

Smoothing 
Landmarks 
Registration 

Multivariate 
Functional  

k-means clustering 
Diagnostic procedure 

Data Pre - processing 

Classification Algorithm 

• QRS complex (80 to 120 ms): it 
reflects the rapid depolarization of 
the right and left ventricles.  
• ST segment (80 to 120 ms): 
time period of ventricles 
depolarization. 
• T wave (160 ms): repolarization 
of the ventricles.  
• QT interval (300 to 430 ms): a 
prolonged QT interval is a risk 
factor for ventricular tachycardy, 
arhythmias and sudden death. 

 DATABASE for pilot analysis (Median ECG traces records): 
 
                           101  Healthy traces  

              48   Left Bundle Branch Block (LBB) traces 
                 49   Right Bundle Branch Block (RBB) traces  

 Median trace of I, II, V1, V2, V3, V4, V5, V6: sample of 1200 points 
(1.2 s), obtained by an automatic filtering procedure performed by Mortara 
Rangoni devices. 
 Auxiliary data: landmarks (start of P-wave, start and end of QRS 
group, end of ST segment), physician diagnosis (used to label ECG 
traces and cross validate the unsupervised clustering procedure).  

k – means clustering based on the 
distance between curves: 3 groups 
(clusters) of patients are identified. 

The analysis is performed on the QT 
segments, extracted from smoothed 

and aligned ECG signals. 
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Confusion Matrix: composition of 
the groups with respect to the true 

labels (physician diagnosis) 
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Example  
of the action of the 

registration 
procedure  

on the I lead: 

Typical healthy ECG trace of the heartbeat: 

which measure voltage differences between pairs of electrodes. 
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2: The “dead leaves” model is beautiful and simple, and 
easy to analyze. (Of course in geological applications one 
replaces the dead leaves by appropriate patterns – 
crystalline shapes to match the geological sample of 
interest!)

Here is a sequence of images of dead leaves, showing 
how the pattern builds up. A close look shows that it 
keeps changing as the leaves keep falling ... 

You can find out more at          
http://www.warwick.ac.uk/go/wsk/perfect_programs

4: An easy statistical argument (needs first year 
Warwick probability) shows the limiting patterns have 
the same statistics, whether observed by small mammal 
or French geologists. But from the small mammal's point 
of view the pattern eventually stops changing ... 
supplying an exact draw from equilibrium!

3: Can we ever sample exactly from the statistical 
equilibrium? Or are we condemned only ever to obtain 
approximations?

We can do better with a simple change of perspective. 
Alter your point of view, from that of a French geologist, 
to that of a hibernating mammal in its burrow: look up 
from the ground not down from the sky!

The falling leaves of Fontainebleau

1: French geologists, working at the École des Mines 
in the forest of Fontainebleau, formulated the “dead 
leaves” model as a versatile random pattern to fit to 
their geological data.

The model is defined as follows: look at the pattern 
formed by dead leaves falling randomly on the ground. 
The “dead leaves” model is the random pattern which 
is the statistical equilibrium, obtained in the limit for 
very large time.
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Mapping'cases'of'campylobacteriosis'in'New'Zealand'

'

Dr'Simon'Spencer'–'Assistant'Professor'in'Sta.s.cs'for'Analy.cal'Sciences,'University'of'Warwick'
Joint'work'with'Dr'Petra'Müllner'and'Professor'Nigel'French'at'Massey'University'in'New'Zealand'

Introduc)on*

Summary*

Campylobacteriosis'is'a'form'of'food'poiso?
ning'caused'by'eaAng'improperly'cooked'
contaminated'meat,'drinking'contaminated'
water'or'though'direct'contact'with'animals.'
In'this'study'we'used'the'locaAon'of'
Campylobacter'cases'to'produce'a'risk'map'
which'highlights'areas'at'risk'of'infecAon!

'

In' 2006'New' Zealand' had' a' higher' rate'
of' campylobacteriosis' than' most' other'
developed' countries,' but' thanks' to' the'
hard'work' of' Nigel' and' others' the' rate'
has'now'dropped'by'more'than'a'half.'

Outbreak*detec)on*

By' comparing' the' risk' of' infecAon' with' the'
Social' DeprivaAon' Index' (SDI)' we' showed'
that'in'deprived'areas'people'are'less'likely'to'
report'Campylobacter' infecAon.'This'may'be'
because'it'costs'money'for'adults'to'see'their'
doctor'in'New'Zealand.''

We' developed' sophisAcated' staAsAcal' tools' to'
idenAfy' localised'outbreaks'of'campylobacteriosis' for'
further' invesAgaAon.' (Outbreak' probability' in' black,'
number'of'cases'in'green).'

Source*of*Infec)on*
By' analysing' the' geneAc'
informaAon' in' samples' of'
Campylobacter' taken' from'
humans,' animals' and' the'
environment,' Petra'was' able'
to' esAmate' the' source' of'
infecAon.' Poultry' (in' yellow)'
was'the'major'source.'

Risk*map*of*Campylobacter*infec)on*

Social*depriva)on!



Life expectancy for people with cerebral palsy
Professor Jane Hutton

Life expectancy of people with cerebral palsy

Jane Hutton

Cerebral palsy

Cerebral palsy is damage to the immature brain which leads
to impairment of walking and movement, and can also lead
to other impairments. It is the most common cause of phys-
ical disability in children.

Factors affecting life expectancy, world-wide

Ambulation, general mobility, lower limb function, manual
dexterity, upper limb function, mental ability, visual ability,
birth weight, gestational age, growth restriction

UKCP registers used for detailed results

Geographically based cohorts.
1. Merseyside and Cheshire Cerebral Palsy Register, 1966-

1991
2. North of England Collaborative Cerebral Palsy Survey,

1960-1999
3. Northern Ireland Cerebral Palsy Register, 1981-2008
4. 4Child (Oxford Register of Early Childhood Impair-

ments) 1984-1997
5. Cerebral Palsy Register for Scotland 1984-1990

Life time: Birth weight, gestation
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Birth weight, n=6238

bw <1500 gm
bw 1500−2500 gm
bw > 2500
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Gestational Age, n=6026

GA < 32 weeks
GA 32−37 weeks
Term
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Life time: individual impairments
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Ambulation, n=5745

Mild to moderate
Wheelchair dependent
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Manual disability, n=5671

Not severe
Severe
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Cognitive disability, n=4853

Not severe
Severe
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Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.
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Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.
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Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.

Life expectancy of people with cerebral palsy

Jane Hutton

Cerebral palsy

Cerebral palsy is damage to the immature brain which leads
to impairment of walking and movement, and can also lead
to other impairments. It is the most common cause of phys-
ical disability in children.

Factors affecting life expectancy, world-wide

Ambulation, general mobility, lower limb function, manual
dexterity, upper limb function, mental ability, visual ability,
birth weight, gestational age, growth restriction

UKCP registers used for detailed results

Geographically based cohorts.
1. Merseyside and Cheshire Cerebral Palsy Register, 1966-

1991
2. North of England Collaborative Cerebral Palsy Survey,

1960-1999
3. Northern Ireland Cerebral Palsy Register, 1981-2008
4. 4Child (Oxford Register of Early Childhood Impair-

ments) 1984-1997
5. Cerebral Palsy Register for Scotland 1984-1990

Life time: Birth weight, gestation

0 10 20 30 40 50

0.
70

0.
75

0.
80

0.
85

0.
90

0.
95

1.
00

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Birth weight, n=6238

bw <1500 gm
bw 1500−2500 gm
bw > 2500

0 10 20 30 40 50

0.
70

0.
75

0.
80

0.
85

0.
90

0.
95

1.
00

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Gestational Age, n=6026

GA < 32 weeks
GA 32−37 weeks
Term

References

1. JL Hutton, Outcome in cerebral palsy: life expectancy,
Paed. & Child Health, 2008 ,vol. 18

2. K Hemming, JL Hutton, A Colver and MJ Platt, Regional
variation in survival of people with cerebral palsy in the
United Kingdom, Pediatrics, vol. 116, 2005

Life time: individual impairments

10 20 30 40

0.
4

0.
6

0.
8

1.
0

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Ambulation, n=5745

Mild to moderate
Wheelchair dependent

10 20 30 40

0.
4

0.
6

0.
8

1.
0

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Manual disability, n=5671

Not severe
Severe

10 20 30 40

0.
4

0.
6

0.
8

1.
0

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Cognitive disability, n=4853

Not severe
Severe

10 20 30 40

0.
4

0.
6

0.
8

1.
0

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Vision, n=5095

Not severe
Severe

Life expectancy: individual impairments

Percentage living from age 2 to
10 yrs20 yrs30 yrs40 yrs

Ambulation: Not severe 99 99 97 95
Wheelchair required 86 69 58 52

Upper limb: Not severe 99 98 97 94
Cannot feed or dress 83 62 49 42

Mental ability: IQ � 50 99 98 97 95
IQ < 50 85 97 61 55

Vision: Not severe 98 95 93 90
< 6/60 in better eye 80 58 50 44

Life time: Number of Impairments

10 20 30 40

0.
2

0.
4

0.
6

0.
8

1.
0

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Number of severe impairments, n=4534

0
1
2
3
4

Life expectancy: Secular trend

10 20 30 40

0.
80

0.
85

0.
90

0.
95

1.
00

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Birth decade, n= 6152

1990

1980

1970

1960

Secular trend, severely affected

10 20 30 40

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

Age in years

Pr
op

or
tio

n 
su

rv
iv

in
g

Birth decade, Severely affected, n= 984

1990

1980

1970

1960

Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.
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Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.
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Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.
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Not severe
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Life expectancy: individual impairments

Percentage living from age 2 to
10 yrs20 yrs30 yrs40 yrs

Ambulation: Not severe 99 99 97 95
Wheelchair required 86 69 58 52

Upper limb: Not severe 99 98 97 94
Cannot feed or dress 83 62 49 42

Mental ability: IQ � 50 99 98 97 95
IQ < 50 85 97 61 55

Vision: Not severe 98 95 93 90
< 6/60 in better eye 80 58 50 44
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Conclusions

1. People with cerebral palsy who have no severe impair-
ments have similar life expectancy to the general public.

2. About half of people with cerebral palsy who have four
severe impairments will reach adulthood, age 18 years.

3. There is no obvious improvement in survival for peo-
ple with cerebral palsy born in the 1990s over previous
decades.



 Searching for the Saxon Perch
Professor Wilfrid Kendall 

Searching for the Saxon Perch
Wilfrid Kendall, November 2013

Department of Statistics, University of Warwick

Canterbury - Hauptschiff der Kathedrale von 
Canterbury 
Photo taken by ABrocke on May 25th 2005. 
Licenced under CCA-SA 3.0.

1:  Anglo-Saxon England undertook some very big building 

projects. 

From Current Archaeology, 24 May 2007:

“A major Anglo-Saxon cathedral has been revealed – 

directly under the flagstones of the nave of Canterbury 

Cathedral. To everyone's surprise, the Anglo-Saxon 

Cathedral was almost as big as its Norman successor.”
Bartholomew, J. G.
1860-1920

2:  Question (John Blair of Queen’s College, Oxford):
In Anglo-Saxon building projects across England, is there 
evidence that the builders used the same system of 
measurement, whether building in Northumberland or 
Canterbury?

Prime suspect for Mercian projects:
The short Anglo-Saxon Perch (about 4.6m).

3:  Finding an answer
Blair has supplied measurements from 66 points on transects of floor plans of 5 Anglo-Saxon buildings.
Is there evidence that these measurements were based on multiples (plus random noise) of a standard “Saxon Perch”?
Use an (approximate) statistical model based on directional statistics (von Mises distribution): large values of

Ψ(q)  =  √(2/N ) Σi cos( 2 π Xi / q )
indicate evidence for q being a “quantum” or “module” (cf: D.G.Kendall, 1974; contrast Freeman, 1976).
Which q to select? 
Use DGK quantogram to assess by simulation (modify to allow for dependence between measurements from same baseline).

4:  Plot quantogram Ψ(q) against 1 / q (use all possible 
differences of measurements). Details in Kendall (2013).

Evidently there is an isolated peak, but is it tall enough to 
take seriously?
 
Yes: compared to 99% upper envelope using 499 simulations 
(red curve), the peak is clearly much higher.  

There is reasonable evidence for a “Saxon Perch”.

Using further statistical theory, we estimate this “Saxon 
Perch” to be 4.75m ± 0.26m. This is satisfyingly close to 
suggestions made by Anglo-Saxon historians.

Statistics gets everywhere! 

5:  What’s next?

• Examining another set of building measurements from Wessex and 

Northern France (expectation: we will find evidence for a different module);

• Develop image-analysis methods to get measurements directly from maps;

• Study other phenomena, e.g. patterns in the spatial distribution of 

Anglo-Saxon placenames (Giacomo Zanella, PhD work in progress). 
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Simulation and Inference
Dr Anthony Lee

To better understand a complex, stochastic pro-
cess, we might run a computer program that 
mimics it.  The phenomenon could be mechanical, 
biogeochemical, financial, economic, astronomical...

The input consists of a source of randomness, as 
well as parameters θ and covariates x.  We might 
believe that the simulator is realistic because it 
can, for some θ, accurately describe the 
phenomenon of interest. However, we may not 
know which θ most closely corresponds to reality.

The problem of determining which values of θ 
make the simulator accurately reflect reality is a 
problem of statistical inference.  The simulator 
specifies a statistical model for observed outputs. 
There are statistical methods for inferring 
appropriate values of θ given a statistical model.

Statistical inference can be viewed as taking as 
input x and y and outputting one or many values 
of θ that are consistent with the data.  Usually 
we have a function f that tells us how likely the 
data is for given θ and x.

Simulation and Inference

Anthony Lee

Simulation

To better understand a complex, stochastic process, we
might run a computer program that mimics it. The phe-
nomenon could be mechanical, biogeochemical, finan-
cial, economic, astronomical, etc.

The input consists of a source of randomness, as well
as parameters ✓ and covariates x.

We might believe that the simulator is realistic because
it can, for some ✓, accurately describe the phenomenon
of interest. However, we may not know which ✓ most
closely corresponds to reality.

Inference

The problem of determining which values of ✓ make the
simulator accurately reflect reality is a problem of sta-
tistical inference. The simulator specifies a statistical
model for observed outputs. There are statistical meth-
ods for inferring appropriate values of ✓ given a statisti-
cal model.
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Statistical inference can be viewed as taking as input x
and y and outputting one or many values of ✓ that are
consistent with the data. Usually we have a function f

that tells us how likely the data is for given ✓ and x.

The problem

Most standard methods require at least the computation
of f (y; ✓, x). This can be a problem when the simulator
is very complicated. In many cases, f (y; ✓, x) may not
even be expressible analytically.

Examples

Evolutionary branching processes, like those in popula-
tion genetics.

Hidden Markov models, where our observations are
noisy measurements of a stochastic process at specific
times.

Simulation-based inference

Recent research has uncovered a variety of general
purpose methods that can be used in situations where
parts of or even all of f (y; ✓, x) cannot be evaluated.
These methods often involve the principled use of
simulations from the stochastic process defined by the
simulator.

It is often the case that more accurate statements about
✓ can be made when more of f (y; ✓, x) is known.

Some methodology

Approximate Bayesian computation.

Pseudo-marginal methods.

Particle Markov chain Monte Carlo.

Implications

In recent years we have seen a surge in the amount
and complexity of data available, in tandem with gener-
ative models that are sufficiently rich to explain this data.

By understanding such models, we hope to understand
the complex phenomena that shape our world.

These methods are at the forefront of our attempt to
meet the challenge of bringing together such models
with data to answer modern scientific questions.

Phytoplankton bloom in the Black Sea. Image Science and Anal-
ysis Laboratory, NASA-Johnson Space Center. The Gateway to
Astronaut Photography of Earth. Image ISS035-E-40035.
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The problem

Most standard methods require at least the computation
of f (y; ✓, x). This can be a problem when the simulator
is very complicated. In many cases, f (y; ✓, x) may not
even be expressible analytically.

Examples

Evolutionary branching processes, like those in popula-
tion genetics.

Hidden Markov models, where our observations are
noisy measurements of a stochastic process at specific
times.

Simulation-based inference

Recent research has uncovered a variety of general
purpose methods that can be used in situations where
parts of or even all of f (y; ✓, x) cannot be evaluated.
These methods often involve the principled use of
simulations from the stochastic process defined by the
simulator.

It is often the case that more accurate statements about
✓ can be made when more of f (y; ✓, x) is known.

Some methodology

Approximate Bayesian computation.

Pseudo-marginal methods.

Particle Markov chain Monte Carlo.

Implications

In recent years we have seen a surge in the amount
and complexity of data available, in tandem with gener-
ative models that are sufficiently rich to explain this data.

By understanding such models, we hope to understand
the complex phenomena that shape our world.

These methods are at the forefront of our attempt to
meet the challenge of bringing together such models
with data to answer modern scientific questions.

Phytoplankton bloom in the Black Sea. Image Science and Anal-
ysis Laboratory, NASA-Johnson Space Center. The Gateway to
Astronaut Photography of Earth. Image ISS035-E-40035.

Simulation

The problem

Inference

Most standard methods require at least the 
computation of f(y; θ, x).  This can be a problem 
when the simulator is very complicated.  In many 
cases,  f(y; θ,x) may not even be expressible 
analytically.

Examples
• Evolutionary branching processes, like those in 

population genetics. 

• Hidden Markov models, where our observa-
tions are noisy measurements of a stochastic 
process at specific times.

Recent research has uncovered a variety of 
general purpose methods that can be used in 
situations where parts of or even all of f(y; θ,x) 
cannot be evaluated.  These methods often 
involve the principled use of simulations from the 
stochastic process defined by the simulator.

It is often the case that more accurate statements 
about θ can be made when more of f(y; θ,x) is 
known.

Simulation-based inference
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Simulation
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might run a computer program that mimics it. The phe-
nomenon could be mechanical, biogeochemical, finan-
cial, economic, astronomical, etc.

The input consists of a source of randomness, as well
as parameters ✓ and covariates x.

We might believe that the simulator is realistic because
it can, for some ✓, accurately describe the phenomenon
of interest. However, we may not know which ✓ most
closely corresponds to reality.

Inference

The problem of determining which values of ✓ make the
simulator accurately reflect reality is a problem of sta-
tistical inference. The simulator specifies a statistical
model for observed outputs. There are statistical meth-
ods for inferring appropriate values of ✓ given a statisti-
cal model.

Statistical inference can be viewed as taking as input x
and y and outputting one or many values of ✓ that are
consistent with the data. Usually we have a function f

that tells us how likely the data is for given ✓ and x.

The problem

Most standard methods require at least the computation
of f (y; ✓, x). This can be a problem when the simulator
is very complicated. In many cases, f (y; ✓, x) may not
even be expressible analytically.

Examples

Evolutionary branching processes, like those in popula-
tion genetics.

Hidden Markov models, where our observations are
noisy measurements of a stochastic process at specific
times.

Simulation-based inference

Recent research has uncovered a variety of general
purpose methods that can be used in situations where
parts of or even all of f (y; ✓, x) cannot be evaluated.
These methods often involve the principled use of
simulations from the stochastic process defined by the
simulator.

It is often the case that more accurate statements about
✓ can be made when more of f (y; ✓, x) is known.
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Some methodology

Approximate Bayesian computation.

Pseudo-marginal methods.

Particle Markov chain Monte Carlo.

Implications

In recent years we have seen a surge in the amount
and complexity of data available, in tandem with gener-
ative models that are sufficiently rich to explain this data.

By understanding such models, we hope to understand
the complex phenomena that shape our world.

These methods are at the forefront of our attempt to
meet the challenge of bringing together such models
with data to answer modern scientific questions.

Phytoplankton bloom in the Black Sea. Image Science and Anal-
ysis Laboratory, NASA-Johnson Space Center. The Gateway to
Astronaut Photography of Earth. Image ISS035-E-40035.

Some methodology
• Approximate Bayesian computation

• Pseudo-marginal methods

• Particle Markov chain Monte Carlo

Implications
In recent years we have seen a surge in the 
amount and complexity of data available, in 
tandem with generative models that are 
sufficiently rich to explain this data.
By understanding such models, we hope to 
understand the complex phenomena that shape 
our world.
These methods are at the forefront of our 
attempt to meet the challenge of bringing 
together such models with data to answer 
modern scientific questions.

Phytoplankton bloom in the Black Sea. Image Science and 
Analysis Laboratory, NASA-Johnson Space Center. The 
Gateway to Astronaut Photography of Earth. Image ISS035-
E-40035.
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Simulation

To better understand a complex, stochastic process, we
might run a computer program that mimics it. The phe-
nomenon could be mechanical, biogeochemical, finan-
cial, economic, astronomical, etc.
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The input consists of a source of randomness, as well
as parameters ✓ and covariates x.

We might believe that the simulator is realistic because
it can, for some ✓, accurately describe the phenomenon
of interest. However, we may not know which ✓ most
closely corresponds to reality.

Inference

The problem of determining which values of ✓ make the
simulator accurately reflect reality is a problem of sta-
tistical inference. The simulator specifies a statistical
model for observed outputs. There are statistical meth-
ods for inferring appropriate values of ✓ given a statisti-
cal model.

Statistical inference can be viewed as taking as input x
and y and outputting one or many values of ✓ that are
consistent with the data. Usually we have a function f

that tells us how likely the data is for given ✓ and x.

The problem

Most standard methods require at least the computation
of f (y; ✓, x). This can be a problem when the simulator
is very complicated. In many cases, f (y; ✓, x) may not
even be expressible analytically.

Examples

Evolutionary branching processes, like those in popula-
tion genetics.

Hidden Markov models, where our observations are
noisy measurements of a stochastic process at specific
times.

Simulation-based inference

Recent research has uncovered a variety of general
purpose methods that can be used in situations where
parts of or even all of f (y; ✓, x) cannot be evaluated.
These methods often involve the principled use of
simulations from the stochastic process defined by the
simulator.

It is often the case that more accurate statements about
✓ can be made when more of f (y; ✓, x) is known.

Some methodology

Approximate Bayesian computation.

Pseudo-marginal methods.

Particle Markov chain Monte Carlo.

Implications

In recent years we have seen a surge in the amount
and complexity of data available, in tandem with gener-
ative models that are sufficiently rich to explain this data.

By understanding such models, we hope to understand
the complex phenomena that shape our world.

These methods are at the forefront of our attempt to
meet the challenge of bringing together such models
with data to answer modern scientific questions.

Phytoplankton bloom in the Black Sea. Image Science and Anal-
ysis Laboratory, NASA-Johnson Space Center. The Gateway to
Astronaut Photography of Earth. Image ISS035-E-40035.
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Dr Joan Font-Burgada, Dr Oscar 
Reina, Dr David Rossell and 
Professor Fernando Azorín

A Global Positioning System for the Epigenome

Too much data, hard to get a clear picture. 
Summarise the info in 2D/3D maps?

• Combine data from many sources

• Remove systematic biases

• Build maps maximizing information at good 
computational time

• Give useful biological interpretation

Associations between epigenetic factors

Associations between genes

Understanding how genomic information is trans-
lated into cellular functions constitutes a main 
challenge in biology.  After sequencing genomes of 
several model organisms, large amounts of data 
have been gathered regarding different aspects of 
genome functioning and interaction. 

Integrating experimental results and databases on 
these epigenetic factors and genetic elements in a 
user-friendly manner, amenable to the non-
specialist, is a challenge.

J. Font-Burgada, O. Reina,  D. Rossell and F. Azorín:. 

chroGPS, a global chromatin positioning system for the 
functional analysis and visualization of the epigenome, 
Nucleic Acids Research, Nov. 2013

Massive epigenetic databases
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A statistical challenge

A global positioning system
chroGPS (global chromatin positioning system) 
integrates and visualizes the associations between 
epigenetic factors and their relation to functional 
genetic elements in low-dimensional maps.

Typical analysis (Clustering visualisation)

CT
CF

CT
CF

CT
CF

H3
K7
9M

E1
AS

H1
SP

T1
6

H3
K3
6M

E1
SU

(V
AR

)3
7

HP
1A

HP
1A

HP
1A HP
2

SU
(V
AR

)3
9

SU
(V
AR

)3
9

H3
K9
M
E2

H3
K9
M
E3

H3
K9
M
E2

H3
K2
3A
C

M
OD

2
SU

(H
W
)

SU
(H
W
)

DR
IN
G

PS
C2

H3
K2
7M

E3 PC EZ EZ PC
L

JIL
1

JIL
1

H3
K3
6M

E3
BE

AF
CP

19
0

CP
19
0

PH
O

ZW
5

GA
F

H3
K4
M
E1

H3
K2
7A
C

H4
K5
AC

DM
I2

H4
K8
AC

H3
K1
8A
C

PR
_S
ET

7
DS

FM
BT

RP
D3

JH
DM

1
H3

K9
AC

HP
1B

HP
1C

HP
1B

HP
1C

JM
JD
2A

M
RG

15
H3

K7
9M

E2
H2

B_
UB

IQ
NU

RF
30
1

BE
AF

CH
RO

(C
HR

IZ
)

CH
RO

(C
HR

IZ
)

H3
K4
M
E3

H3
K4
M
E3

M
DB

_R
2

M
DB

_R
2

W
DS

H4
AC

H3
K9
AC

H2
BK

5A
C

H3
K4
M
E2

H3
K4
M
E2

NU
RF

30
1

IS
W
I

H4
K1
6A
C

H4
K1
6A
C

RN
AP

OL
2

RN
AP

OL
2

CTCF
CTCF
CTCF
H3K79ME1
ASH1
SPT16
H3K36ME1
SU(VAR)37
HP1A
HP1A
HP1A
HP2
SU(VAR)39
SU(VAR)39
H3K9ME2
H3K9ME3
H3K9ME2
H3K23AC
MOD2
SU(HW)
SU(HW)
DRING
PSC2
H3K27ME3
PC
EZ
EZ
PCL
JIL1
JIL1
H3K36ME3
BEAF
CP190
CP190
PHO
ZW5
GAF
H3K4ME1
H3K27AC
H4K5AC
DMI2
H4K8AC
H3K18AC
PR_SET7
DSFMBT
RPD3
JHDM1
H3K9AC
HP1B
HP1C
HP1B
HP1C
JMJD2A
MRG15
H3K79ME2
H2B_UBIQ
NURF301
BEAF
CHRO(CHRIZ)
CHRO(CHRIZ)
H3K4ME3
H3K4ME3
MDB_R2
MDB_R2
WDS
H4AC
H3K9AC
H2BK5AC
H3K4ME2
H3K4ME2
NURF301
ISWI
H4K16AC
H4K16AC
RNAPOL2
RNAPOL2

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

● ●

●●● ●

●●

●

●
●

●

●
●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●
●

●

● ●● ●

●

●●

●
●●

● ●

●

●
●

●
●

●●

●

●
●

●

●

●● ●●

●

●●
●

●● ●
●

●

●
●●

● ●●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
● ●

●
●

●

●
●●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

● ●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●
●●

●

●

●

●

● ● ●

●

●

● ●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●●

●●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●●
●

●

●

●

●●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

● ●
●●

●
●

●
●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●
●

●

● ●

●●

●●

●●

●

●
●

●● ●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●
●

● ●

●

●

●
●

●

●

●

●

●
● ●

●

●

●
●

●

●
●●

●

●

●

●
● ●
●

●

●

●
●

●

●

●
●

●
●

●
●

●
●

●

●

●

●
●

●
●

●

●
●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●●

●

●●
●

●
●

●

●

●

●

●

●
●●● ●●

●

●
●

●
●

●●
●

●
●
● ●

●
●

●●
● ●●
●

●
● ●

●
●

●

●

●

●

●

●
● ●

●

●
●

●●

●

●●
●
●●

●
●

●

●
●

●

●
●● ●

●

●

● ●

●

●

●

●

●

●
●●

●
●

●

●

●
●

●
● ●

●●

●
●

●
●●

●

●

●

●

●

●
●●

●

●

●
●
●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

● ● ●●

●

●

●
●●

●

●
●

● ●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●●

●

●
●

●
●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●
●

●
●
●

●

● ●

●

●

●●

●

●

●●

●

●
● ●
●
● ●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●
●

●

●

●

●
●●

●

●
●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●
●● ●

●

●

●

● ●

●
●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●

●

●●

●

●

●

●●●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

●

●

● ●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●
●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●

●

●

●

●

●
●●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

● ●

● ●

●

●

●

●
●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

● ●

●

● ●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

● ●
●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

● ● ●

● ●
●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●●
●

●●

●

●

●

●

●

●

●●

●

●

●● ●

●
●

●

●
●

●

●●
●

●

●

●

●

●

●

●

●

●●

●
●

● ●

●
●

●

●
●

●● ●

●
●

●●

●

●

●
●

●

●●

●

●

●●

●

●

●

● ●

●

●

●
● ●

●

●

●

●

●

●

●
●

●

●●

●
●

●
●●

●

●

●

●

●

●

●

●

●

●
●
●

● ●

●
●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●
●

●

●

●●

●

● ●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●

●

●

●

●

●

●

●
●

●

● ●
●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●
● ●

●
●

●

●

●

●
● ●

●

●

●
●
●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●
● ●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●●

●

●

●
●

● ●

●
●

● ●●

●

●
●

●
●

●

●
●

●
●

●

●●
●● ●

●

●

●

●
●

●
●

● ● ●●
●

●
●

●

●

●

●
●

●
●

●

●
●● ●

●

●

●

●

●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

● ●

● ●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●●
●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●

●

●●

●

●

● ●

●

●

●

●

●
●

●

●
●

●

●
●

●●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

● ●●
●

●

●
●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●
●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

● ●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●
●

●
●

●

● ●
●

●

●

● ●

●●
●
●

●

●

●●

●

●

●
●●

●

●

●

●

●

●
●

●

●
●

●
●●

●

●●●●
●
●●●

●

●●

●

●

●

●

●

●

●

●●●
●●
●

●

●
●

●●●●●●
●

●●
●

●
●
●●●●●

●

●

●●

●

●

●

●

●

●
●

●
●
●
●●

●
●

●
●

●

●

●

●

●●
●

●

●

●
●
●
●
●●●●●●
●●
●

●

●●
●
●●

●

●●

●

●

●

●

●

●
●●

●

●●
●●
●
●

●

●

●

●

●
●

●●

●

●

●
●
●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●
●

●●

●

●

●

●

●

●

●

●

●
●
●

●

●

●
●

●

●

●●
●

●

●

●

●●
●
●

●

●●

●

●

●

●

●

●●

●●

●●
●●

●

●●
●
●● ●

●●
●

●

●

●
●

●

●

●

●

● ●

●

●

●

●●
●●●●
●

●●
●

●
●●●

●
●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●
●●

●

●●

●

●

●

●

●

●

●
●●●●

●

●

●
●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●
●● ●
●

●

●

●

●

●

●
●

●

●
●

● ●

●

●

●

●

●
●

●●

●

●
●●●

●

●
●

●

●●

●
●●
●
●
●

●●

●

●
●
●

●
●●●●●●●

●●●

●

●
●●●●●●●

●

●

●

●

●●●●●
●
●

●

●●
●
●

●●●
●●
●
●●●●

● ●
●

●

●

●

●
●
●●●
●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●
●●●
●●●●

●
●●

●

●
●

●

●

●
●

●

●

●●●
●●

●●
●

●
●

●
●
●

●

● ●

●

●●
●

●

●

●

●
●
●

●
●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●

●

●●

●

●●●●●

●

●
●

●
●

● ●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●
●●

●●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

● ●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●●●
●

●

●●

●

●

●

●
●

●●
●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●●●●

●

●
●●●●●

●

●●

● ●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●●●●●

●

●
●●

●

● ●

●

●

●

●

●●

●

●
●●
●●●●

●

●

●

● ●●

●

●●
●
●●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●

●

●

●●●
●
●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

● ●

●

● ●

●

●
●

●
●

●

●

●

●

●●●
●

●

●
●

●

●

●

●

●

●

●

●
●

●●

●

●●

●

●●

●

●

●

●

●

●●●

●

●

●

●●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

● ●

●
●

●

●

●

●

●
● ●●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●
●

●●

●
●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●

●●

●

●

●● ●
●

●

●
●

●

●

●

●●

●

●
●● ●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●●
●
●● ●
●
●

●

●
●
●
●
●

●●
●●

●

●
●

●

●

●
●

●●●●●●●●●●●●

●●
●
●
●●

●

●
●
●

●

●

●●

●
●●

●●
●

●●

●

●

●●●●●●●
●
●●●●●●●●
●
●

●●
●
●
●●●
●

●
●
●
●
●●●●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●●

●●
●●●

●

●

●

● ●

●

●

●
●
●●
●●●
●●

●

●
●

●

●

●
●

●
●

●●●

●
●●●●●●●●●●
●
●
●●
●●●●●●
●

●

●●
●

●●●●

●

●
●

●

●
●
●
●

●

●
●

●
●●
●
●
●●●●●
●

●

●

●

●●●
●●●●●●●●

●

●
●

●

●●●●●●●●
●

●

●

●

●

●●
●

●●●
●
●
●
●●

●●

●●●●
●
●

●●
●●

●
●
●

●
●●●
●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●●
●●●● ●
●

●
●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●
●

●

●
●●●
●

●
●
●

●

●

●
●
●●●●

●
●
●

●●
●

●

●●
●

●

●●●

●●
●

●

●●●●●●●
●●●
●●●●●●●●●●
●

●●●
●

●
●
●

●●●●

●
●●
● ●

●

●
●●●●●●

●

●●●●●●●●
●

●

●

●

●

●

●

●●

●

●
●●●

●

●

●

●

●

●

●

●
●

●
●●●

●
●
●●●

● ●
●

●●●●
●
●
●

●●
●

●

●

●

●●●
●
●●●●●●●●
●
●●
●
●
●
●●
●●
●
●●
●

●

●●
●●●●

●

●
●

●

●

●

●

●

●

●
●
●

●
●
●●●●●
●●
●●
●● ●

●

●
●●●

●

●

●

●

●●
●●
●●●●

●●
●

●

●

●
●

●
●

●
●
●●●●●●

●

●

●
●

●●●●●●
●

●●●●●
●●●●●●● ●

●

●

●

●

●
●

●

●

●

●●
●

●●●
●

●●●●

●

●
●●
●●
●●
●
●●
●●
●●●
●

●

●●●●

●

●
●

●

●

●

●

●

●●
●
●

●

●

●

●●

●

●

●

●

●

●

●●●

●

●

●●

●

●

●

●
●
●
●

●

●
●●●
●●●

●
●●●●●●●●●●●

●

●

●

●
●
●●

●

●

●
●
●

●

●●

●

●

●

●●
●

●●
●●●

●

●●
●●

●

●

●●

●

●

●
●

●

●

●
●

●
●
●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●●
●

●

●

●
●
●●
●●●●●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●●●

●

●

●

●

●●

● ●

●
●●

●●●●●●
●

●
●●●
●
●●●

●

●

●

●
●

●●
●

●

●

●
●●

●

●
●●
●●
●●●●●

●
●
●●●●●●
●
●●
●●

●

●
●
●

●

●●

●
●
●
●
●●●●●●
●●●●
●●

●

●●●●●●●●●

●

●

●

●

●

●
●●●
●
●
●
●

●●●●●●●●●●●●●●●●
●●●
●
●
●
●
●
●

●

●

●
●●●●●●

●

●●●●
●●●●●
●
●●●●

●

●
●●●
●●●
●●●●●●●●

●

●
●
●●●●
●
●

●
●●●●●●

●

●●●●●●
●
●

●
●
●●●●
●●

●

●●

●

●

●
●●
●●●●
●
●●●●

●
●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●
●

●

●

●
●

●

●

●

●

●
●

●●
●

●
●
●●
●
●●

●
●●
●

●●●●

●

●●
●●●●
●●
●
●
●
●
●
●
● ●
●

●
●

●●●
●
●●
●

●

●●●●
●

●●
●●
●●●●
●●
●
●●●●

●

●
●●
●

●●●●●●●
●

●

●

●●
●

●

●

●
●●
●●

●

●
●
●●

●

●●
●●●●

●

●

●
●

●● ●
●●●
●●●●
●

●
●
●

●
●
●●●●●●●

●●●●●●● ●●
●●●

●
●●●

●

●

●

● ●●●●
●
●

●

●

●
●●
●●●
●●●
●●
●●●●

●
●●●●
●●●●●●●

●
●●●●●
●●●●●
●

●

●
●
●●

●

●

●

●

●●
●●●●●●●●●
●●●●
●●
●●
●

●

●●

●

●

●
●●●

●

●●

●
●
●●
●
●
●●●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●
●

●

●

●
●

●●●

●
●

●
●

●●

●
●
●●

●●

●

●

●●●●●●
●

●●
●
●●

●

●

●

●●●
●
●●

●

●

●

●

●
●

●●●●●
●

●
●●
●
●●●●●

●

●
●●

●
●●●●●●
●

●

●●●

●

●

●●●

●

●
●

●

●

●●
●●● ●
●
●
●

●

●

●

●

●●
●

●

●

●

●
●

●

●
●
●●●

●

●

●

●
●●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●●

●

●

●

●
●

●●●●●●
●
●
●

●

●●
●
●●
●●
●●●

●

●

●

●

●

●

●
●

●
●●

●

●

●

● ●

●
●

●

●

●

●

●

●
●●

●●
●
●●●●●
●
●●●
●

●
●

●●●
●
●●●●●

●

●
●
●●
●●

●

●

●
●●

●

●

●
●
●●
●●●●●

●

●

●

●
●

●
● ●

●●
●
●●

●

●
●
●
●●●●
●

●

●
● ●
●

●

●

●●●●
●
●●
●
●●●●
●
●●

●
●●●●●●●●
●
●
●
●●

●●

●
●●●●

●
●●

● ●
●

●
●

●

●

●

●●●
●●●●●●
●
●

●●
●●

●

● ●●

●

● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●●
●●

●
●

●

●

●●●

●

●

●

●

●

●●
●

●

●

●

●

●
●●●

●

●● ●
●
●●●●●
●

●

●●

●

●

●

●

●

●
●●●●
●●●●●
●●●●●●●●●
●●●●●●●●●●●
●
●●●
●
●●●●●●●
●

●●

●

●●
●
●●

●

●
●

●
●●●
●
●

●
●●
●
●●●
●●●●●●
●●●
●●●●●●●

●●●●●

●

●●●●●●●●●●●●●
●●
●
●
●●
●

●
●●●
●●
●
●●●●●●

●
●

●

●

●

●

●

●

●

●

●

●

● ●●
●●

●

●

●
●●●●●
●
●●

●
●

●

● ●

●

● ●

●

●

● ●

●

●

●

●

●

●
●●

●

●

●●

●
●

●

●●●
●
● ●

●
●

●

●

●

●

●
●●
●
●

●

●●●

●

●
●●
●

●

●
●●●
●

●
●●●●●●●
●
●●●●●●●●●●●

●

●

●

●

●●

●

●

●

●
●

●
●

●●●●
●●●●●●
● ●

●●●
●
●
●●

●

●●
●●●●●
●●●
●
●●●
●
●●●
●
●●●●●●●
●
●●●●●●●●●
●●
●
●
●●
●●
●●●●●●●
●

●●
●
●

●

●

●

●
●

●

●

●
●
●●●

●

●

●
●●

●

●
●

●
●●
●
●●
●

●

●

●

●

●

●

●

●

●
●

●●●●●●●

●

●

●

●●●
●●●●●
●
●●●
●
●
●●●●●●●●●●●●●●●●●●●●●
●
●●●●●●●●
●●
●●
●●●
●
●●

●

●●●

●

●
●●●●●
●●●●●
●
●
●
●

●

●

●
●●

●

●

●

●

●
●
●●
●

●

●

●

●●
●●●●
●
●

●

● ●

●
●●●
●●●●●

●

●

●●●
●●

●

●
●●●
●
●●●
●●●●
●●●●●●●●●●●
●●●
●●●●●●●●●
●
●
●
●●
●
●●●●●●●●
●●●●●●
●●●●
●●●●
●

●
●●●●●●●●●●●●●●●
●

●●●

●
●
●●●

●
●
●●
●●

●

●●
●●●●●●●●●●●●
●●●●●●●●●
●●
●●●
●
●●●●●●●●
●●●●●
●
●
●●●
●●●●●●
●

●

●

●

●

●

●
●●

●

●

●
●
●●
●
●●● ●

●

●●

●

●

●
●
●

●
●
●
●●

●

●●●●●●
●●
●●●

●
●●●●

●●●●●●●●●●●●●
●●●●●●●●
●●●●●●●●●●

●

●

●
●
●
●●●●
●

●
●●
●
●●●
●●●●

●

●
●●●

●
●
●

●

●●
●
●

●

●
●

●

●
●●●

●●
●
●●●●

●

●

●

●
●●

●

●
●●

●

●●
●●●●●●●
●●
●
●●

●
●

●
●●

●

●

●

●

●

●●
●●●
●
●●

●
●
●

●●

●

●●●●●●●
●

●
●

●
●●
●●

●●●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●
●●●
●●
●●●
●

●

●●

●

●●
●
●

●

●
●

●●

●

●

●
●

●

●●●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ●●

●

●

●
●●

●
●
●

●● ●●
●

●
●●●
●
●●●●●●●
●●●
●
●●●●
●
●●●●
●●●●●●●●●●●●●●
●●●●●●●●●
●
●●
●●
●

●

●

●

●
●

●●

●●

●●●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●
●●●
●
●

●

●●●
●●●

●

●
●●●

●

●●
●●

●
●●
●●

●

●●●●●●●●●●●●
●●●●●●●●●

●

●

●●
●
●
●
●●●●●●●
●
●
●●●●●
●

●

●
●●
●
●●
●●●●●●

●

●

●

●

●

● ●

●

●

●
●
●

●
●●
●●●●●
●●●●●●

● ●●●
●
●
●

●
● ●●●

●
●

●

●

●●
●●

●●●●
●

●●
●
●
●

●●●●
●●●●●
●●●●●
●
●●
●
●●
●●●●
●●●●●●
●●
●●●●●
●
●●
●●●●●

●
●

●

●
●●

●

●

●●●●●●●
●●●
●
●
●●●●●●

●

●

●

●
●●●
●
●●
●
●●●●
●

●

●
●●
●
●
●●●●●●●
●●●●●●●
●
●●●●●●●●●●
●
●●●
●●●●
●
●●●

●●

●●
●
●●
●
●●●●●●●●

●
●

●

●

●

●
●●

● ●
●

●

●●●
●●

●
●
●●

●
●

●●
●
●●
●●
●●●●●

●

●
●●

●
●

●

●

●

●●●●●●

●
●
●●

●

●

●
●●
●●
●●●

●

●●●
●●●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●
●
●●

●

●

●

●
●

●

●

●●●

●

●

●

●

●●
●●
●●●●

●

●

●

●

●●
●
●
●●●●●

●

●●
●

●

●

●
●

●

●

●

●

●●●●
●

●

●
●

●
●

●

●

●

●

●

●
●

●●
●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●●
●

●●
●

●

●

●

●

●
●
●●●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●●
●

●

●
●

●

●

●

●
●●●●
●

●

●
●
●●●●●●●●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●●
●

●

●●

●

●

●●●
●

●

● ●

●

●
●
●
●
●

●●●●●

●
●
●●
●●●●●●●●

●

●

●

● ●

●

●

●

●●●

●●●

●

●

●●
●●●●●●●
●

● ●

●
●

●

●●
●●

●●●●
●●

●●●

●
●

●

●

●

● ●

●
●
●

●

●

●
●●●
●●●●●

●●
●

●

●
●

●

●●
●●

●

●●●●

●
●
●
●
●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●
●●

●

●

●

●
●

●●
●

●
●

●

●

●●●

●

●

●

●●●

●
●

●●●
●
●

●

●
●

●
●●
●●
●●
●●●●

●

●●

●●●
●

●
●●
●
●
●
●●●
●
●●
●●
●
●●
●
●
●

●

●

●
●
●
●●●

●●
●

●●
●
●●●●●

●

●
●

●●●●

●

●●
●●●

●
●●

●●

●
●●

●

●

●

●

●
●

●

●

●

●

●●
●●

●
●

●
●●●●●●
●●●●
●●

●

●
●

●
●●●●●●●
●●

●
●●●●●
●

●●

●

●

●

●●

●

●
●●
●
●●●
●

●

●●● ●

●

●
●

●
●●
●
●
●●
●
●●●●●●●
●
●●
●
●●●

●

●
●●

●

●●●

●

●

●

●

●

●

●●●●
●●
●

●●

●

●
●
●●

●
●
●
●

●

●●●
●

●●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●

●
●●

●

●
●●●
●
●●
●
●●
●
●●●●●●●●●●
●
●●

●
●● ●
●●●●●●●
●●●●●●●●●●●●

●

●
●●●●
●●●●●●
●
●●●
●●

●

●
●

●●

●

●

●

●

●●●

●

●

●

●
●

●

●●

●

●●●●●
●●●●●●●●●
●
●
●
●●●●●●●●●

●●●●●●●●●●
●
●
●●●
●

●

●

●

●

●●●
●●●●●●

●

●
●
●
●●●
●
●●●
●

●●●
●●

●
●●

●
●●●●
●●●●

●
●●
●
●●●●●
●
●
●

●
●●●●●

●●●●
●●●●
●
●
●
●●

●
●

●●●●●
●
●●●●●●●●●

●

●

●

●

●●
●●●●

●

●●
●●●
●
●
●
●
●●●●●

●

●

●●●●

●

●●

●
●●●
●●●●●●●●●●●●●●●
●●●
●

●

●

●●
●

●

●

●●
●●●●●
●
●
●●

●●
●●●●●

●

●

●

●

●●
●

●

●
●

●
●

●

●

●

●●

●

●
●

●
●

●
●

●●●●●●●

●

●●

●

●

●

●●

●
●●
●
●●●●●
●
●●

●

●

●●●●●
●

●

●

●●●●●●●●●
●
●●

●

●
●

●●●●

●

●

●

●●

●

●●
●
●

●●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●●
●●●

●

●● ●

●

●

●

●

●
●

●●

●

●

●●●
●●●●●

●

●●
●●●●●●●

●
●●●●●
●
●●●
●
●●●●●●
●● ●●
●
●●
●
●
●●
●●●●●●●●
●●●
●
●●●●●●●●
●
●
●●●●
● ●

●

●

●

●
●●●●
●

●

●

●

●

●

●

●

●

●
●

●

●●
●●

●●
●●●

●

●
●

●

●

●●
●
●●

●
●●●
●●
●
●●
●
●
●●
●

●

●●
●

●
●●●●●●●●●●●

●

●
●

●

●●
●●●●●
●
●●●●●●●●
●●●
●●●●●●●●●●
●●
●

●

●

●
●●
●

●

●●●
●

●

●●

●
●
●
●●
●
●●
●●

●

● ●

●

●
●

●

●●●●
●●●●●●●
●●●●●●●●
●●●
●●

●

●

●●
●●●●●●●

●

●
●
●

●
●●

●

●●
●
●

●●●●
●

●●
●●
●●●

●

●●●●
●

●●
●
●
●●●
●●●
●●●●●
●

●
●

●●●●●
●●●●●●
●●●●
●
●●●●●●●●●
●
●●●●●●●●
●●●●●●●●
●●●●●●●●
●
●
●●
●●

●

●
●

●

●
●

●●●
●●
●
●●●●●●
●

●

●●
●●●●●●●●
●
●●●
●●
●●●●●

●
●

●●
●

●●●●●●●●●●●●●●●
●●●●
●●●
●●●●●●
●
●
●
●
●●
●●●

●

●●●●

●

●●
●

●

●●

●

●
●●
●●
●●●●●●●
●●●

●

●●
●●●
●●

●
●
●
●●●●●

●●

●

●

●
●●
●

●

●

●

●
●

●
●
●

●

●

●●

●●
●
●●

●

●●●

●●
●●
●

●

●

●
●
●●

●

●●

●

●
●●

●

●

●

●

●

●

●●●

●

●

●
●
●●●
●●●●●●
●

●●
●●●●●●● ●

●

●

●
●

●

●●

●
●

●

●●
●●

●
●● ●●●
●

●

●
●●●
●●●●●●

●
●

●●●
●
●●
●

●
●●●●●●●●●●
●
●●●
●
●●

●●●●

●

●●
●●
●
●
●
●●●●●●●●
●
●

●●
●
●
●

●

●●●●●

●

●●●●●●●●
●●●
●

●

●
●

●
●

●

●
●

●

●

●
●

●
●

●●●●●●
●

●

●●
●

●●
●
●●●

●
●●
●●
●
●
●●●
●●●●●●
●●●●●●●●
●
●●●●
●●●
●
●●●●●●

●

●●●●

●

●

●
●●●
●●●●●●
●●●●●●
●
●●●●
●●●
●
●
●●●●●
●
●
●
●●●
●●●
●●
●●

●●●
●●
●
●
● ●

●
●

●●●●●●●●●●●●
●

●

●
●

●●
●

●
●●●●

●
●
●●●●●
●
●
●
●●●

●

●

●
●

●

●

●

●

●
●
●
●●
●●

●

●●●●
●
●●●

●
●●
●
●●●●●●●●●●●●●●
●
●●●

●

●

●

●

●

●
●

●

●

●

●●
●

●
●

●
●

●

●
●

●

●●●

●

●
●

●

●

●

●

●

●●
●●●
●

●

●

●

●●

●

●

●

●

●●●

●

●

●
●

●

●

●

●●
●●●●

●
●●● ●

●
●●

●

●

●●

●
●●●●●●●●●●
●
●●

●
●●●●
●
●●
●
●

●

●
●

●
●●

●
●●

●

●●
●
●
●●●●●●●●●

●●
●●●●

●

●
●
●
●

●●●●
●

●●

●●●

●

●

●

●●
●

●

●●

●●
●
●
●

●●●
●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●
●

● ●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

● ●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●●
●

●●

●
●

●
●
●

●

●

●
●

●

●

●

●
●

●

●
●

●

●

●

●
●

●

●●

●

●
●

●

●
●●

●

●

●●●

●
●

●

●

●●

●

●

●
●

● ●

●
●

●
● ●

●

●

●

●

●
●
●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●●●●
●

●

●●

●

●

●

●

●●
●

●

●●

●

●
●

●●
●
●

●

●

●

●
●

●

●
●

●●

●
●

●

●

●

●●●●●
●

●

●
●
●

●
●

●

●

●

●●●

●

●

●

●

●

●

●
●●

●

●
●

●

●●●
●
●

●

●

●
● ●

●

●
●
●●●

●
●
●●●

●

●

●
●

●

●

●
●●
●●●●●●●●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●●
●●

●
●

●
●
●
●●●
●●●
●
● ●●

●
●●●●

●

●

●

●●●
●●

●

●
●
●●●●

●

●
●

●

●●●

●

●

●

●

●●●●●
●

●
●●

●

●

●

●

●●

●●
●●

●
●

●●●

●

●●●●●●●
●
●●●

●
●●●●●●●

●

●●

●

●●
●●

●

●●

●●●
●

●●

●●

●
●●●●●●●●●●

●

●

●

●
●
●●●

●

●

●
●●

●

●

●
●●●
●●●●●

●

●

●

●
●
●●
●●●●
●●●
●●
●
●●●●●●●●●●●●●●●●

●

●●
●●●●●●●●
●

●
●
●
●
●●●●●●●●●
●
●●

●
●●●●

●

●

●●
●●●
●●

●
●●
●●

●

●●

●

●●
●●●
●
●●●
●●●●●

●
●

●

●

●
●
●

●
●

●● ●●●●
●

● ●
●

●●
●●●●
●●

●●
●
●●●●●●

●

●●
●
●●●●●●●●●●
●
●●●
●
●●
●

●

●●
●
●●●
●
●●

●●●●●●●●●
●●●●●●●
●●
●
●●●●●
●●●●●

●

●
●

●●●
●
●
●
●●●●●●
●

●
●●
●

●
●
●●

●

●●
●●●●●

●●●
●

●

●

●

●
●

●

●

●●

●

●●
●●●
●
●●●●●
●●●●●

●

●●
●
●
●
●●
●●

●

●

●
●

●
●●●
●
●
●●●●●●●●●

●
●●●●

●
●●

●
●
●●
●
●
●●
●

●

●

●
●
●

●

●
●

●

●
●
●

●●

●
●●

●

●
●●

●
●

●
● ●

●

●●●●●●●
●
●
●

●
●● ●

●●●
●
●
●●
●●

●
●

●

●

●
●

●●●
●
●
●●●

●

●●

●

●●
●
●
●
●●●●●●●●●●●

● ●●

●

●●●●
●
●●●●●●●●●●●●●
●●●●●
●
●
●●●

●

●●
●
●●●●
●●●●●●●●
●●
●
●●

●

●●

●●
●●●
●

●

●●
●
●●●
●●
●

●
●
●

●
●
●●●●●●

●
●

●●●●●●●●●●●
●
●
●●●● ●
●
●
●●●●

●
●●●
●

●● ●

●

●●
●

●
●
●●●●●

●●
●

●

●
●●

●●

●

●
●●●
●
●
●
●
●●●

●●
●
●

●●●
●

●
●●●●●●●●●●

●

●●●
●●●●●

●
●●●

●●●

●
●●●

●

Avg Epigene expression
1
3
5
7
9
11
14

−1.0 −0.5 0.0 0.5 1.0

−1
.0

−0
.5

0.
0

0.
5

1.
0

1

6

3

8

5

7

4

11

10

2

9

76 Factors

2D Map in Drosophila 3D Map in Drosophila

Gene clusters and gene expression levels




