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If these converge to $\pi$ as $t \to \infty$, $\pi$ is an example of a quasistationary distribution.
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Quasistationary Monte Carlo methods aim to sample from a target distribution $\pi$, where $\pi$ is a quasistationary distribution.

Quasistationary Monte Carlo methods aim to sample from a target distribution $\pi$, where $\pi$ is a quasistationary distribution.

The quasistationary framework enables the principled use of subsampling techniques to give exact Bayesian inference with a sub-linear cost in the number of observations\(^1\).

---

Foundational Results

\[
dX_t = \nabla A(X_t) \, dt + dW_t, \quad X_0 = x \in \mathbb{R}^d.
\]

Theorem (Convergence to Quasistationarity)

Under certain assumptions, the diffusion \( X \) killed at rate \( \kappa \) has quasilimiting distribution \( \pi \). That is, for each measurable \( E \subset \mathbb{R}^d \) we have as \( t \to \infty \),

\[
P_x(X_t \in E | \tau_\partial > t) \to \pi(E).
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**Theorem (Convergence to Quasistationarity)**

Under certain assumptions, the diffusion $X$ killed at rate $\kappa$ has quasilimiting distribution $\pi$. That is, for each measurable $E \subset \mathbb{R}^d$ we have as $t \to \infty$,

$$\mathbb{P}_x(X_t \in E | \tau_\partial > t) \to \pi(E).$$

**Theorem (Rates of convergence)**

Additionally, $X$ converges to quasistationarity $\pi$ at the same rate as the Langevin diffusion targeting $\pi^2 / 2A$ converges to stationarity.
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**Theorem (Convergence in compact setting)**

When the state space is compact, we have that (after time-changing) $(\mu_t)$ is an *asymptotic pseudo-trajectory* for a deterministic semiflow $\Phi$ almost surely.

It follows that $\mu_t$ converges to $\pi$ almost surely.
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**Conjecture (General setting)**

We should have that the Proposition holds much more generally: non-compact state space, unbounded killing rate.
Figure: Logistic regression example.
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