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Key message

3. End-to-end inference methods (e.g. SNPE-C) may be unreliable in some cases

1.  In LFI, summary statistics may be easier to learn than the posterior itself

2. To learn sufficient statistics, we can maximise mutual information in projected spaces
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Background

• Summary statistics for LFI

• Likelihood-free inference (LFI)

i.e. representation of data that preserves all information about parameters 

posterior prior likelihood
likelihood intractable, but we can still sample data from model

or equivalently[0, 1],

compressive representation S of data x such that



Methods for learning summary statistics

• Infomax statistics[1]

• Moment statistics[2]

*other methods: score-matching[9, 12]; Fisher information maximization[11]  auto-encoder[10]
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End-to-end inference in LFI

• Sequential neural posterior estimate (SNPE)[6, 7]

• Sequential neural ratio estimate (SNR)[8, 13]

neural ratio estimator, learned by contrasitive learning

neural density estimator, learned by MLE

 *x directly fed to an encoder jointly trained with the neural posterior/ratio estimators



Necessity of learning summary statistics

We already have end-to-end inference algorithms

Principles for learning summary statistics

- seems like we no more need to learn summary statistics separately

- (a) its learning is easier than inference itself; (b) it is approximately sufficient 
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Overview

Main idea: learn                                        without estimating I explicitly

divide-and-conquer strategy[3]

low-dimhigh-dim

(hard) (easy)

*These low-dimensional MI is as easy to learn as 2D classification/metric learning



Method

Sliced infomax learning



Method

Sliced infomax learning

1. generating sliced version of 



Method

Sliced infomax learning

2. compute 2nd-level summary statistics S’k



Method

Sliced infomax learning

3. maximise low-dimensional MI



Theory



How to estimate/quantify MI

Estimating MI is still not so easy

We are interested in                                        rather than knowing its exact value

Consider proxies to MI that have better properties



How to estimate/quantify MI 

• MI as distributional discrepancy between joint and marginal

replacing KL with JSD[4]

T: a neural network

*classifier problem to classify samples from joint vs marginals 



How to estimate/quantify MI 

• MI as statistical dependence metric

h: some distance function

replacing MI with distance correlation[5]

*metric learning problem where the pairwise distance of     correlates with that of



Recap

• Original inference problem
high-dimensional density/ratio estimation (hard)

• Summary statistics learning problem
low-dimensional classification/metric learning (easy)



Connection to other summary statistics

• Infomax statistics[4]

• Moment statistics[1,2,3]

degenerated case of our method with only K one-hot slices 

we recover the goal of this approach as #slices goes to infinity

• Slice statistics (ours)



Connection to other summary statistics
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*we take the best from the two worlds



Inference

learn s.s
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Inference tasks

*true posterior either known or can be approximated up to very high precision



Baselines

• VS. other summary statistics
- moment statistics
- infomax statistics

• VS. end-to-end inference algorithms
- SNPE-C
- SNR



Comparison to other summary statistics

x-axis: simulation budget                   y-axis: discrepancy(true, learned)

baselines

ours

All methods use SNL in inference



Comparison to other end-to-end inference method

*digits are discrepancy (true, learned posterior)

ours

end-to-end



Take-aways

- Summary statistics may be easier to learn than the posterior itself 

- End-to-end inference strategies can occationally be less accurate in high-dimensional cases

- Rethink what objects are easier to learn (likelihood, posterior, ratio, statistics, score) in LFI

- Infomax representation learning can be done in low-dimensional projected spaces.
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Appendix - Pitfall of end-to-end inference

• Sequential neural posterior estimate (SNPE)[6,7]

• Sequential neural ratio estimate (SNR)[8,13]

not so reliable if               and             too distinct[15, 16, 17]

less compatible to sequential learning[8]



Appendix -  Neural Copula Proxy



Appendix -  Determining the dimensionality d

like PCA, each dimension in the learned S is sorted

determine the optimal d by inspecting information loss


