
ST222 Week 4 - LECTURE 2 

• Example Oil drilling: model, tree, EMV solution 

• Value of Information 

• Value of information in oil drilling example 

• Various decision tasks in product development, 
agriculture and everyday live



Relates to lecture 
notes, Section 5.3

EXAMPLE: OIL DRILLING

Decision options and rewards



Subjective probabilities



Subjective probabilities

event: 

event: 

In short:



Introduction Probability Elicitation Conditions Decisions Preferences Games

Decision Trees — Example

We begin by
constructing the tree
without probabilities.
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Relates to lecture 
notes, Section 5.3

FULL TREE 
FOR OIL DRILLING



Relates to lecture 
notes, Section 5.3

FULL TREE 
FOR OIL DRILLING

Tree with 
probabilities

Now, calculate this 
step by step…
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Decisions options
w/o the trial drillings

Reward
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Decision options
w/o the trial drillings

Reward

0.4

0.6

0.2

0.8

= 46

= 164

-0.2

8
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Trial drilling in A Reward
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Trial drilling in A Reward

Need to calculate 
probabilities…



In short:

Bayes rule:

Total probability:

0.44



Trial drilling in A Expected 
reward

Reward

Choose 
maximal 
expected 

rewardExpected 
reward

Resolve tree working 
from left to right…
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Decision Trees — Example

We begin by
constructing the tree
without probabilities.
Then work out what
each probability
should be numerically.
Then starting at the
RHS calculate
expectations and
make optimal
decisions to determine
the solution.
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Reward

Trial drilling in B
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R(x)
0.32

0.68

5.3 Decision Trees — Example 49

P(a) =P(a|A)P(A) + P(a|Ac)P(Ac) P(b) =P(b|B)P(B) + P(b|Bc)P(Bc)

=0.8⇥ 0.4 + 0.2⇥ 0.6 =0.8⇥ 0.2 + 0.2⇥ 0.8

=0.32 + 0.12 = 0.44 =0.16 + 0.16 = 0.32

and the second by Bayes’ rule:

P(A|a) = P(a|A)P(A)

P(a|A)P(A) + P(a|Ac)P(Ac)
P(B|b) = P(b|B)P(B)

P(b|B)P(B) + P(b|Bc)P(Bc)

=
0.8⇥ 0.4

0.8⇥ 0.4 + 0.2⇥ 0.6
= 0.727 =

0.8⇥ 0.2

0.8⇥ 0.2 + 0.2⇥ 0.8
= 0.500

Once again, we must be careful: investigation actually provides weaker evidence than may at first appear to

be the case. The probability that experts recommend drilling in either field is greater than the probability

that oil will be found there; in the case of the second field, even if we are advised to drill by an expert the

probability of finding oil is still only 0.5.

This is a reasonably detailed decision problem and it probably isn’t immediately obvious what the most

sensible strategy would be. The process of constructing and then solving a decision tree breaks the problem

down into manageable steps which can be completed in a systematic way. We begin by constructing the

tree without probabilities:

Trial drilling in B:
Calculating expected rewards

5.3 Decision Trees — Example 49
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This is a reasonably detailed decision problem and it probably isn’t immediately obvious what the most
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similarly for bc
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Resulting EMV 
Strategy:

Look at B and 
if b: drill in B  
if not b: do nothing



EVPI and EVII

Expected Value of Perfect Information (EVPI): 
Difference in expected value of a decision problem in 
which decisions are made with full knowledge of the 
outcome of chance events and the corresponding decision 
problem in which no additional knowledge is available.

Expected Value of Imperfect Information (EVII): 
Difference in expected value of a decision problem in 
which decisions are made with an imperfect source of 
information about the outcome of chance events and the 
corresponding decision problem in which no additional 
knowledge is available.
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Expected Value of Imperfect Information (EVII): 
Difference in expected value of a decision problem in 
which decisions are made with an imperfect source of 
information about the outcome of chance events and the 
corresponding decision problem in which no additional 
knowledge is available.

With trial A info EVII(trail A) = 9.5 - 8 = 1.5 >  0

With trial B info EVII(trail B) = 15.3 - 8 = 7.3 >  0

Question: Is this additive? 
No, because you can only drill in one place. 
(In other situations, there may be other reason,                 
e.g. correlation.)



Expected Value of Perfect Information (EVPI)
How much would you pay for full knowledge of the outcome?

54 5. Making Decisions

Definition 5.3 (Expected Value of Imperfect Information (EVII)). The di↵erence in the expected

value of a decision problem in which decisions are made with access to an imperfect source of information

and one in which no additional knowledge is available.

The result of carrying out a preliminary trial is an example of imperfect information. Investigating B

is part of our EMV strategy, so the information we obtain is clearly valuable: it worth more than the £6M

cost of performing the trial.

For the sake of comparison, forget for the moment about the possibility of doing a preliminary trial.

The EMV strategy is then to drill at B with an expected reward of £8M.

Suppose that we can only do a trial at A, but that the trial does not cost us anything. Then our EMV

strategy is to look at A, and then drill at either A or B. The expected reward is £15.5 M (£9.5M +£6M

as we are ignoring the cost of the trial). The EVII associated with the trial at A is the increase in the

expected reward: £15.5M - £8M = £7.5M.

Alternatively, suppose that we do a trial at B and that the trial does not cost us anything. Then

our EMV strategy is to look at B, and then drill at either A or B. The expected reward is £21.3 M

(£15.3.5M + £6M). The EVII associated with the trial at B is the increase in the expected reward:

£21.3M - £8M = £13.3M.

Thus looking at either site is worth more than the £6M cost. In the example, we were limited to only

looking at one site so the EMV strategy found the better value-for-money source of imperfect information

for us. Note that the value of imperfect information is not generally additive. Suppose we could look (for

free) at both A and B, but that we are still limited to drill in at most one location. The increase in

expected reward would be less than £7.5M + £13.3M. This is because if we find evidence of oil at both

A and B, we cannot take advantage of both pieces of information.

A natural question to ask is how much more would we be willing to pay for perfect information, that

is to find out for certain which of the four cases {A \B,A \Bc, Ac \B,Ac \Bc} we are in. In the table

below our EMV strategy is shown in bold:

R(d, x) A \B A \B

c
A

c \B A

c \B

c

Drill A 46 46 -31 -31

Drill B 164 -31 164 -31

Do Nothing 0 0 0 0

P 0.08 0.32 0.12 0.48

The expected reward for the EMV strategy is (0.08+ 0.12)⇥£164M +0.32⇥£46M +0.48⇥£0M =

£47.52M . The EVPI is the increase in expected reward compared to having no extra information:

£47.52M-£8M=£39.52M. It might seem odd that there is still an expectation involved when we are

considering the problem with perfect information—the EVPI measure the value of the information before

we receive the information, so the situation is still uncertain.

The large di↵erence between the EVPI and the EVIIs suggests that it might be worth putting e↵ort

into improving the oil detection procedure.
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Then you could choose best strategy for each case (in bold):

For the sake of the drilling decision, full knowledge means you 
know which of the subsets of the following partition you are facing:

Select one from 
each column

Now multiply each of the scenarios with its likelihood to occur,  
i.e. calculate the expected reward given full knowledge:
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cost of performing the trial.

For the sake of comparison, forget for the moment about the possibility of doing a preliminary trial.

The EMV strategy is then to drill at B with an expected reward of £8M.

Suppose that we can only do a trial at A, but that the trial does not cost us anything. Then our EMV

strategy is to look at A, and then drill at either A or B. The expected reward is £15.5 M (£9.5M +£6M

as we are ignoring the cost of the trial). The EVII associated with the trial at A is the increase in the

expected reward: £15.5M - £8M = £7.5M.

Alternatively, suppose that we do a trial at B and that the trial does not cost us anything. Then

our EMV strategy is to look at B, and then drill at either A or B. The expected reward is £21.3 M

(£15.3.5M + £6M). The EVII associated with the trial at B is the increase in the expected reward:

£21.3M - £8M = £13.3M.

Thus looking at either site is worth more than the £6M cost. In the example, we were limited to only

looking at one site so the EMV strategy found the better value-for-money source of imperfect information

for us. Note that the value of imperfect information is not generally additive. Suppose we could look (for

free) at both A and B, but that we are still limited to drill in at most one location. The increase in

expected reward would be less than £7.5M + £13.3M. This is because if we find evidence of oil at both

A and B, we cannot take advantage of both pieces of information.

A natural question to ask is how much more would we be willing to pay for perfect information, that

is to find out for certain which of the four cases {A \B,A \Bc, Ac \B,Ac \Bc} we are in. In the table

below our EMV strategy is shown in bold:

R(d, x) A \B A \B

c
A

c \B A

c \B

c

Drill A 46 46 -31 -31

Drill B 164 -31 164 -31

Do Nothing 0 0 0 0

P 0.08 0.32 0.12 0.48

The expected reward for the EMV strategy is (0.08+ 0.12)⇥£164M +0.32⇥£46M +0.48⇥£0M =

£47.52M . The EVPI is the increase in expected reward compared to having no extra information:

£47.52M-£8M=£39.52M. It might seem odd that there is still an expectation involved when we are

considering the problem with perfect information—the EVPI measure the value of the information before

we receive the information, so the situation is still uncertain.

The large di↵erence between the EVPI and the EVIIs suggests that it might be worth putting e↵ort

into improving the oil detection procedure.

Hence, EVPI equals
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