ST222 Week 4 - LECTURE 2

e Example Oil drilling: model, tree, EMV solution
e \/alue of Information
e \alue of information in oil drilling example

e \arious decision tasks in product development,
agriculture and everyday live



EXAMPLE: OIL DRILLING Relates to lecture
notes, Section 5.3

Decision options and rewards

» You may drill (at a cost of £31M) in one of two sites: field

A and field B.

» If there is oil in site A it will be worth £77M.
» If there is o1l in site B it will be worth £195M.

» Or you may conduct preliminary trials in either field at a

cost of £6M.
» Or you can do nothing. This is free.

This gives a set of 5 decisions to make immediately. If you
investigate site A or B you must then, further, decide whether
to drill there, in the other site or not at all (we’ll make things

simpler by neglecting the possibility of investigating both).



Subjective probabilities

» 'T'he probability that there 1s o1l in field A 1s 0.4.

» The probability that there 1s o1l in field B 1s 0.2.

» If o1l 1s present in a field, investigation will advise drilling
with probability 0.8.

» If o1l 1s not present, investigation will advise drilling with
probability 0.2.



Subjective probabilities

» The probability that there 1s o1l in field A 1s 0.4.

» The probability that there i1s o1l in field B 1s 0.2.

» If o1l 1s present in a field, investigation will advise drilling

with probability 0.8. event: @
» If oil is not present, investigation will advise drilling with
probability 0.2. event: b
In short:
» P(A) =04

» P(B) =0.2
» P(a|A) =P(b|B) = 0.8
> P(a|A) =P(b|B€) = 0.2
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FULL TREE
FOR OIL DRILLING

Relates to lecture
notes, Section 5.3

Tree with
probabilities

Now, calculate this
step by step...




Decisions options Reward
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Decision options Reward
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Trial drilling in A

Reward
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Trial drilling in A Heward
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Total probability:

P(a) = P(a|A)P(A) + P(a|Ac)P(A°)
— 0.8 x044+0.2x0.6 = 044
P(a|A)P(A)
B le: ) =
ayes rule: P(A|a) P(alAP(A) + P(a|A9)P(A°)
o 08x04
In short: 0.8 x 0.4+ 0.2 x0.6
» P(A) =04

» P(B)=0.2
» P(a|A) =P(b|B) = 0.8
» P(a|A°) = P(b|B¢) = 0.2
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Look at B

Trial drilling In B
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Lookat B Trial drilling in B:
Calculating expected rewards

» P(A) =04
» P(B) =0.2
» P(a|A) =P(b|B) =0.8
» P(a|A°) =P(b|B°) = 0.2
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Lookat B Trial drilling in B:
Calculating expected rewards
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EVPI and EVII

Expected Value of Perfect Information (EVPI):

Difference in expected value of a decision problem in
which decisions are made with full knowledge of the
outcome of chance events and the corresponding decision
problem in which no additional knowledge is available.

Expected Value of Imperfect Information (EVII):
Difference in expected value of a decision problem in
which decisions are made with an impertect source of
information about the outcome of chance events and the
corresponding decision problem in which no additional
knowledge is available.
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Expected Value of Imperfect Information (EVII):
Difference in expected value of a decision problem in
which decisions are made with an impertect source of
information about the outcome of chance events and the
corresponding decision problem in which no additional
knowledge is available.

With trial A info EVll(traill A) =9.5-8=15> 0

With trial B info EVli(trail B) = 15.3-8 = 7.3 > 0

Question: Is this additive?

No, because you can only drill in one place.
(In other situations, there may be other reason,
e.qg. correlation.)



Expected Value of Perfect Information (EVPI)

How much wou

-or the sake of 1

d you pay for full know

he drilling decision, ful

<now which of t

(AN B,AN B¢ A°N B,

edge of the outcome”
knowledge means you

ne subsets of the following partition you are facing:

A B

Then you could choose best strategy for each case (in bold):

R(d, x) ANB ANB® A°NB A°NB°
Drill A 46 46 -31 -31
, Select one from
Do Nothing 0 0 0 0
P 0.08 0.32 0.12 0.48

Now multiply each of the scenarios with its likelihood to occur,
.e. calculate the expected reward given full knowledge:

(0.0840.12) X £164M 4 0.32 x £46M 4+ 0.48 x £0M = £47.52M

Hence, EVPI equals £47.52M-£8M=4£39.52M



EXAMPLES FOR DECISION TREE MODELS IN INDUSTRY

Product development

Initial R&D R&D Commercialisation Market

Investment Outcome Decision Outcome
Decision (t+1) (t+2)
(Timest)
0.8 4+ £60m
Yes
+£15m
Excellent
p=03 +£20m
+£10m
Yes 0.6 Good
-£6m
-£15m
0.1
- £60m
Poor

No




Agriculture
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Drug development (clinical trial)
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DECISIONS IN REAL LIFE

Did anyone see you?

Is it
Isita
raw steak?
Y
Isitan :
emausaurus? Was it Eat it.
expensive?
Are you
a puma?
0 YyOU & vd the cat ‘
megalosaurus? lick it? an yo 0
part that touched
Y the floor?

>
O

O

~

o

c

=

Don't
eat it,
Is it ba 7
Dont = Isyourcat
eatit. = healthy ? Eat it. v
Your
call.
|
Don't
eat it. Eat it.
e Your
Eat it. call.

Source: “Inconsequential dilemmas”, Knock Knock, Venice, California



4 juat

dau demesne

DO I SAY
HI?

DO YOU REMEMBER
THE PERSON’S NAME?

mml m IS THERE TIME TO FLEE?
mvou DRUNK? Aﬂlalm X E i
Run for it. COULD YOU PRETEND TO
GET A CALL ON YOUR CELL?
Don t muuy Q—é
say hi. All ENEMY OR mlnm
DO YOU WANT T0
REKINDLE AND/OR e z

GIVE 'EM WHAT FOR? ARE YOUIN A SUNGLASSES?
CONVERTIBLE
WITH BRAD PITT
AND/OR RIHANNA?

Don t §
say hi. Kaop walking.
Say hi. Don't

i hi. Address the person using

I ARE YOU mmumm an amusing nickname
such as “Sarge,” “Slugger.”
or “Master Blaster”

R e L] AA::II':?I;:? _@_‘ Say hi.

ENOCHEONDCRAT LAY DM & © 003 WS TRENE P

Source: “Inconsequential dilemmas”, Knock Knock, Venice, California



