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© A guiding example
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Galton Watson with immigration

Consider a discrete time Galton Watson process with immigration (Z,, n > 0).

Assume that in addition to the law of a random integer £ (offspring distribution)

with generating function f, we are also given the law of a random integer (

(immigration law) with generating function g.

The dynamics of the BGW model with immigration is given by the following rules:

@ generation n+ 1 is made up of the offspring of individuals from generation n

and of a random number (, 1 of immigrants, where the ({;,i > 1) are
independent and all distributed as (,

@ conditional on Z,, for any 1 < i < Z,, individual i from generation n begets a
number &; of offspring,

@ the ; are independent and all distributed as &.

It is important to remember that to each immigrant is given an independent GW
descendant population with the same offspring distribution.
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From the previous description we have that

E, (s%) = g(s)(f(s))’, zeN.

Iterating this expression, we get

E; (s%) = (fuls))* _Hg(fn—j(S))

(1)
n—1
= (f(s)* [ e(fls)),  s€[0,1,zeN,n>1;

k=0

where as usual f, denotes the n-composition of f with itself.

The population at time n is formed by the descendants of the original z individuals
after n generations, then the immigrants arriving at time 1 < k < n — 1, during

n — k generations, form families evolving as the original individuals.
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Asymptotic behavior of the BGI

The Galton Watson process with immigration has the following behavior
o [Heathcote]/f the mean 0 < m = E(&) < 1, then we have the dichotomy:

o E(log"(¢)) < oo, then Z, converges weakly as n — co.
o E(log™(¢)) = oo, then Z, tends to co as n — oo, in probability

o [Seneta] If the mean m = E(§) > 1, then we have the dichotomy:

Z g
o E(log™(¢)) < oo, then lim =2 exists and it is finite a.s.
n—oo m"

Z
o E(log"(¢)) = oo, then limsup =2 = oo for any positive constant ¢ >0 a.s.
n—o0 c
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Take a GWB process (Z,, n > 0) with no-immigration, and branching generating
function . We know that if m =E(&;) € (0, 00), then the process

Zn

mn’

W, = n>0,

is a positive martingale. So, it is convergent a.s.

We define a new probability measure P' as the Doob h-transform of P with density
W, ie.

El (F(Z,...,Z,)) =E, (F(Zo,...,Z,,) W") , n>0.

z
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The evolution under P!

Under PT, the process (Z, — 1,n > 0) is a Branching Galton Watson process with
immigration, BGWI, with branching mechanism determined by the generating
function f, and immigration mechanism given by
it KP(¢ = k)
Pt =k)= ——, k>1,

o =

g(s) = %f’(s), se[0,1]

Ej(s? *)—(f())“H[ (565

By induction, it is proved that

_ Z _ .1 (s
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Spine decomposition under P

o Start with a initial particle vp, give it a random number T of children with
size biased distribution

k>1;

@ Pick one of these children at random, vq;

@ Give to the other children independent populations with branching mechanism
f, and to the particle v; give a random number of children with distribution
¢

@ Again pick at random an individual, v, give to the other individuals
independent populations with branching mechanism f, and to v, give a size
biased number of children;

o Continue

This algorithm gives a population with a tagged particle, labeled
(Vo, iy - -4 Vny - . .), Which is inmortal. This tagged particle is the so-called spine.
The law of the total population is PT.
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Spine decomposition

R. LYONS, R. PEMANTLE AND Y. PERES

Fi6. 1. Sch ic repi ion of size-biased Galton—-Watson trees.

If m <1, the genealogy of the siblings of the spine gets extinct eventually a.s.
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Unified approach of Pemantle et al. (1995)

THEOREM A (Supercritical processes [Kesten and Stigum (1966)]). Sup-
pose that 1 < m < © and let W be the limit of the martingale Z,/m". The
following are equivalent:

@ P[W=0]=gq,
Gi) E[W] =1,
(iii) E[Llog" L] < .

THEOREM B (Subcritical processes [Heathcote, Seneta and Vere-Jones
(1967))). The sequence {P[Z, > 0]/m"} is decreasing. If m <1, then the
following are equivalent:

@) lim,_,P[Z, > 0]/m" > 0,
(ii) supE[Z,|Z, > 0] < o,
(iii) E[Llog"* L] < o,
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Unified approach of Pemantle et al. (1995)

THEOREM C (Critical processes [Kesten, Ney and Spitzer (1966)]). Sup-
pose that m = 1 and let 0% = Var(L) = E[L?] — 1 < ». Then we have:

(i) Kolmogorouv’s estimate:

2
lim nP[Z, > 0] = —.
n—o o
(ii) Yaglom’s limit law: If o < «, then the conditional distribution of Z,/n
given Z, > 0 converges as n — ® to an exponential law with mean o?/2. If
o = », then this conditional distribution converges to infinity.
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Let PT as the Doob h-transform of P with density W, i.e.

El (F(Z,...,Z,)) =E, <F(Zo,...,Zn) W") , n>0.

2 >
Assume m < 1. We have, for any F continuous and bounded

EL (F(Zo,.- -, Zn)) = lim EL(F(Z,...,Zs)|Znss #0).-

o If m < 1, the process (Z}', n > 0), is positive recurrent if and only if
E(¢log™ (¢)) < oo, with ¢ the size of a typical family. In this case, the process
has as invariant distribution the size biased version of the limit law of
Zy|Z, #0 as n — co.

o Ifm=1, (Z!,n>0), is transient. If the variance, o2, of C is finite, then

/im,,_>oo]P’I (2Z,/0 > x) = / ze “dz, x > 0.
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The basic facts from Galton Watson processes were taken from the survey by
Amaury Lambert

o POPULATION DYNAMICS AND RANDOM GENEALOGIES
Stochastic Models, 24:45-163, 2008
DOI: 10.1080/15326340802437728
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© Recap
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@ Particles move in E according to a Markov process (£,Py). The associated
semigroup is
Pe[f](x) = Ex[f(&e)L(e<)]

e When at x € E, at rate (x), the particle is killed and sent to the cemetery
state | ¢ E.

@ At this point, new particles are created according to the point process
(Z,Py), where

N
For convenience, we define m[f](x) = & {Z f(x,-)} .

i=1
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@ The branching process is defined as

N
Xt = Z(Sxi(t)'
i=1
@ The law of (X¢)¢>0 is characterised via the non-linear semigroup

ve[g](x) = Es, [e*le],
where

X.[g] = / g)X(dy) = 3 g(xi(1)).

i=1
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Recap

We are also interested in the mean (linear) semigroup

elg](x) = Es, [Xe[g]] -

Many-to-one lemma

There exists a Markov process (£, P) taking values in E U {{} such that

belgl(x) = B [ef €M (E) L eery } |

where B(x) = v(x)(m[1](x) — 1).
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o Recall that m[f](x) = &E[Z][f]].

o Recall also that (£;);0 evolves according to & and at rate y(x)m[1](x) jumps
to a new location in A C E with probability m[14](x)/m[1](x).

@ The quantity B(x) = v(x)(m[1](x) — 1) “keeps track” of the mass in the
branching process, i.e.

E(Sx[Nt] = éx {eﬁ) B(és)d51t<r] .

o If sup B(x) < 0, then we can interpret |B| as a killing rate:
x€E

Pt < Tlo(ls,s < 1)) = e Jo BENs,
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© Recap: Stability
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Last week aim: to provide sufficient conditions for
o M\, €R,
e a positive function ¢ € BT (E),

@ a probability measure 7 on E
such that

Velp] = Mo, nlvelg]] = eMnlgl,

and

Velg](x) ~ eMtp(x)nlg], ast — oco.
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Velg](x) ~ eMtp(x)ng], ast — oco.

@ Subcritical: if A\, < 0, the average mass decays at rate —\,.
o Critical: if A, = 0, the average mass remains constant.

@ Supercritical: if A\, > 0, the average mass in the system grows at rate \,.
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Example: branching Markov chains

@ Consider the case where (&;,t > 0) is a continuous time Markov chain on
E ={1,..., n} with transition matrix (P;;(t)); jce
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Example: branching Markov chains

@ Consider the case where (&;,t > 0) is a continuous time Markov chain on
E ={1,..., n} with transition matrix (P;;(t)); jce

@ At rate v, particles produce two offspring locally.
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Example: branching Markov chains

o Consider the case where (&;,t > 0) is a continuous time Markov chain on
E ={1,..., n} with transition matrix (P;;(t)); jce

@ At rate v, particles produce two offspring locally.

@ What is the long-term average behaviour of the branching process?
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Example: branching Markov chains

o Consider the case where (&;,t > 0) is a continuous time Markov chain on
E ={1,..., n} with transition matrix (P;;(t)); jce

@ At rate v, particles produce two offspring locally.
@ What is the long-term average behaviour of the branching process?

@ The key to answering this is the many-to-one:

Velg](i) = € Eilg ()] = Y Pij(t)g (i)

j=1
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Example: branching Markov chains

Perron Frobenius theorem
Let A be a non-negative, irreducible square matrix. Then the following hold.

@ There is a simple positive real eigenvalue A and such that all other eigenvalues
have absolute value less than or equal to A.

@ The (unique up to scaling) left- and right-eigenvectors, ¢ and 7 resp.,
corresponding to A are positive.

o lim A"/A" = on' where the left and right eigenvectors for A are normalized
n— o0

so that T =1.
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Example: branching Markov chains

Assuming the chain is irreducible, Perron Frobenius theory tells us that there exist
Ac < 0 and vectors ¢, 7 such that

P(t)p = e o, nTP(t) =e*inT,

and
P, j(t) ~ e o (i)n(j) + o(e™?), t— oc.
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Example: branching Markov chains

Using the fact that v, = €"*P(t), we have

o P(t)p=ep = yplp] =Py,
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Example: branching Markov chains

Using the fact that v, = €"*P(t), we have
o P(t)p=ep = yplp] =Py,

° nTP(t) _ e)\ct,r]T — Uth — e(’Y+)\c)tT]T;
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Example: branching Markov chains

Using the fact that v, = €"*P(t), we have
o P(tp=erto = fp] = Ay,
o ) P(t)=eMtyT = Ty, = (AL, T

o Pij(t) ~ e tp(im() = elg](i) ~ e (i g.
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Stability in the general case

@ Again, the key will be the many-to-one formula:

de[Fl(x) = Ex [ef (s (5t)1t<T]
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Stability in the general case

@ Again, the key will be the many-to-one formula:

de[Fl(x) = Ex [ef (s (5t)1t<T]

e Since v, m[1] € BT(E), it follows that B := sup B(x) < cc.
x€E
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Stability in the general case

@ Again, the key will be the many-to-one formula:

de[Fl(x) = Ex [ef (s (5t)1t<T]

e Since v, m[1] € B*(E), it follows that B := sup B(x) < ooc.
x€E

@ Hence, we may define
HHIAG) = e Pl = b OO P g1 |
= Ex [g(ét)1t<rci|

k is the random time

B > 1) = o0 [ (B - BE))ds
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@ Let (Yi)e>o be a time-homogeneous Markov process on E U {{} with
probabilities (P], x € E) and semigroup (1] )¢>o.

o Assume that s :=inf{t > 0: Y; = 1} < oo, Pl-almost surely for all x € E.

o Assume further that for all x € E, PI(t < k) > 0.
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Definition
A limit quasi-stationary distribution (QSD) is a probability measure 1 on E such
that

— lim P .
n—tll)rgoPM(Yte |t < k)

for some initial probability measure p on E.
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Definition
A limit quasi-stationary distribution (QSD) is a probability measure 1 on E such

that
— 1 T .
n= tllm PM(Yt €t < k)

for some initial probability measure p on E.

Proposition
A probability measure 7 is a QSD if and only if, for any t > 0,

n= PL(Yt € |t < k).
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Assumption A

There exists a probability measure v on E such that
(A1) there exists ty, ¢; > 0 such that for all x € E,

PL(Y, € -to < K) > av();

(A2) there exists ¢ > 0 such that for all x € E and t > 0,

Pl (t < x) > oPlL(t < k).
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QSDs

Theorem (Champagnat, Villemonais)

Under Assumption A, there exists a constant A\, < 0, a function p € B"(E) and a
probability measure i on E such that

Yilel = tp,  nlyilgl] = e nlgl.

Moreover, there exist constants C,e > 0 such that

sup  le 7 p(x) T yf[g] — nlg]l < Cem .
x€E geB] (E)
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QSDs

Theorem (Champagnat, Villemonais)

Under Assumption A, there exists a constant A\, < 0, a function p € B"(E) and a
probability measure i on E such that

Yilel = tp,  nlyilgl] = e nlgl.

Moreover, there exist constants C,e > 0 such that

sup  [e™ <t p(x) " f[g] — nlg]l < Cem<t.
x€E geB] (E)

Since zgétqlzz, the same conclusion then holds for ¥; with A replaced by
A = Ac + B.
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@ Spine decomposition
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Spine decomposition

@ The branching property and the fact that

Es [Xl¢l] = e*f(x),

imply that

th = efA*tXt[(p], t>0,
¢(x)

is a unit mean Ps5_-martingale.

@ Thus, we can define the change of measure

@

A

™. -:Wt7 tZO7XEE7
Ps, |7

ie. PY (A) = Eg [LaW}].
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Spine decomposition

Under P?, the branching process X can be constructed as follows.
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Spine decomposition

Under P?, the branching process X can be constructed as follows.

1. From the initial configuration p = Z‘Sxﬂ the i*-th individual is selected with
i=1
probability ¢(x;+)/u[e] and marked the spine.
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Spine decomposition

2. The individuals j # i* in the initial configuration each issue independent copies
of (X,]P’(;Xj) respectively.

t e ¢ e *

\ l'l ll' III|

\ \ \ \

|l| |l| llII ’ |ll

,"‘I | f | ."’ |
| ) | / { )| /
_/ \__/ S
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Spine decomposition

3. The marked individual, “spine”, issues a single particle whose motion is
determined by the semigroup

[J’ s (ML 1) as ()

St[f](x) :=E 200)

(&)] x € E, f € BY(E).
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Spine decomposition

4. When at x € E, the spine undergoes branching at rate

() 1= B) A

e(x)
at which point, it produces particles according (Z, PY), -size biasing, where
dP¢ _ Z[y]

dP. mip](x)
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Spine decomposition

5. Given Z from the previous step, p is redefined as ;n = Z and Step 1 is repeated.
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Spine decomposition

@ From the many-to-one lemma,

Es. [X.[]] = E. [eﬁ”@ds@@t)} — M),

o It follows that

Wt2 = e_>‘*t+‘/; 'Y(és)ds (lp(gt)7 t Z 0.
p(x)

is a unit mean P,-martingale.

@ Thus, we can define a second change of measure

dP¢
dP, |g,

=W? t>0,xcE.
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Spine decomposition

Ergodicity of the spine

The spine process is equal in law to (£, P?). The semigroup (PY, t > 0) associated
to (&, P¥) is conservative, and satisfies

PEIF(x) = %wt[wﬂ, £> 0, f € B(E),

with stationary distribution

o(x)n(dx), x € E.
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Spine decomposition

(X, Ps,) : (X, P§)

Many—to—one
auo—o1—Auepy

3 (Y.P%)

—~
o
x
~
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The limit martingale

Assume (A) and that for some k > 2, sup £ [Z[1]¥] < oo. We have the following
x€E

e If\* >0, then W is Ly-convergent (and hence has a non-trivial limit);
o If\* <0, then W, = 0 almost surely;

@ If\* =0, and for all t large enough, x € E, P}:(t < k) <1, then Wy, =0
almost surely.

Let ¢ = inf{t > 0: X[1] = 0}. We have that { < co a.s. if and only if \* < 0.
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Thank you!
iMuchas gracias!
Merci beaucoup!

Martingales and the Spine decomposition



	A guiding example
	Recap
	Recap: Stability
	Spine decomposition

