Preface

The monograph is devoted mainly to the analytical study of the differential, pseudo-differential and stochastic evolution equations describing the transition probabilities of various Markov random processes. There include (i) diffusions (in particular, degenerate diffusions), (ii) more general jump-diffusions, especially stable jump-diffusions driven by stable noise or stable Lévy processes, which are becoming more and more popular in modelling various phenomena in science, engineering and economics, (iii) complex stochastic Schrödinger equations which correspond to models of quantum open systems which have been extensively studied recently. The main results of the book concern the existence, qualitative properties, two-sided estimates, path integral representation, and small time and semiclassical asymptotics for the Green function (or fundamental solution) of these equations, which represent the transition probability densities of the corresponding random processes. Applications to the theory of large deviations and to the sample path properties of random trajectories are presented. The proofs of the main theorem require some auxiliary results from other areas, which seem to be of independent interest. For example, a special chapter is devoted to the study of the boundary value problem for Hamiltonian systems which constitute the “classical part” of the semiclassical approximation. Some relevant topics in spectral asymptotics are also discussed. Most of the results of the book are new.

The background necessary for reading the book has been reduced to a minimum and consists of an elementary knowledge of
probability, complex and functional analysis, and calculus. The
parts dealing with stochastic equations can be omitted by those
not acquainted with stochastic analysis.

As a short guide to the content of the book let me indicate
that it can be conditionally divided into the following parts (which
are strongly related ideologically but are very weakly dependent
formally): (i) asymptotics for diffusion Sect. 1.1-1.3, 2.1-2.4, Ch.
3,4 (ii) asymptotics for stable jump-diffusions Sect. 2.1, 2.5, Ch.
5,6, Ap. B-F, (iii) asymptotics for complex stochastic Schrödinger
and diffusion equations Sect. 1.4,1.5,2.1, 2.6,2.7, Ch. 7, (iv) mis-
cellaneous topics including spectral asymptotics and path integral
representation for the Schrödinger and diffusion equation Ch. 8, 9,
Ap. G.H.

I am grateful to many people for fruitful discussions, espe-
cially to S. Albeverio, D.B. Applebaum, V.P. Belavkin, A.M. Cheb-
otarev, Z. Coelho, S. Dobrokhotov, K.D. Elworthy, V. Gavrilenko,
A. Hilbert, R.L. Hudson, N. Jacob, V.P. Maslov, R.L. Schilling,
O.G. Smolyanov, A. Truman and A. Tyukov. Let me mention
with special gratitude R.L. Hudson and R.L. Schilling for reading
the manuscript and making lots of useful comments. I am thankful
for support to all members of my big family.
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Introduction

We present first the context and motivation for the present study, and then discuss in more detail the content of the book and main results. Let us recall the main connections between the theory of stochastic processes, evolutionary pseudo-differential equations (ΨDE), and positivity preserving semigroups; for a fuller discussion see Appendix C, D and the references given there, for instance, [Ja]. By definition, a Feller semigroup is a strongly continuous semigroup $T_t$, $t \geq 0$, of linear contractions on the Banach space $C_0(\mathbb{R}^d)$ of continuous function on $\mathbb{R}^d$ vanishing at infinity such that, for $u \in C_0(\mathbb{R}^d)$, $0 \leq u \leq 1$ implies $0 \leq T_t u \leq 1$ for all $t$. It follows that $T_t$ can be extended by continuity and monotonicity to all bounded continuous functions and this extension does not increase constants. Conversely, one readily sees that if a strongly continuous semigroup of linear operators on the space of bounded continuous functions preserves positivity (i.e. $u \geq 0$ implies $T_t u \geq 0$), does not increase constants and takes $C_0(\mathbb{R}^d)$ to itself, then $T_t$ is a Feller semigroup. An important result of probability theory states that to each Feller semigroup there corresponds a Markov process $X(t, x)$ (here $t$ is the time and $x$ is the initial point), taking values in $\mathbb{R}^d$ and defined on some probability space, such that $(T_t u)(x)$ is the expectation of the random function $u(X(t, x))$ at any time $t$. Processes corresponding in this way to Feller semigroups are called Feller processes. It follows that if $L$ is
the generator of the semigroup $T_t$ (i.e. $L$ is a linear operator defined on a dense subspace of $C_0(\mathbb{R}^d)$ such that $Lu = \lim_{t \to 0} ((T_t u - u)/t)$ on this subspace), then the Green function, or, in an alternative terminology, the fundamental solution, $u_G(t, x, x_0)$, of the Cauchy problem for the evolutionary equation

$$\frac{\partial u}{\partial t} = Lu, \quad t \geq 0$$

(i.e. the solution to this equation with the Dirac initial data $u|_{t=0} = \delta(x - x_0)$), which can in general be defined only in the sense of distributions, gives the transition probability (from $x$ to $x_0$ in time $t$) of the process $X$. Thus, if the Green function exists as a continuous (or even only measurable) function, then it coincides with the transition probability density of the corresponding process, which implies in particular that the transition probabilities of this process are absolutely continuous with respect to Lebesgue measure.

A Feller process is called space-homogeneous if its transition probabilities from $x$ to $x_0$ in any time $t$ depend only on the difference $x - x_0$. Such processes are also called processes with independent identically distributed increments. Then the corresponding semigroup has the property that all $T_t$ commute with space translations, i.e. $T_t \theta_a = \theta_a T_t$ for all $t$ and $a$, where $\theta_a u(x) = u(x + a)$. The famous Lévy-Khintchine theorem states that the generator of a general space-homogeneous Feller semigroup is an integro-differential operator of the form

$$(Lu)(x) = \left( A, \frac{\partial u}{\partial x} \right) + \frac{1}{2} \text{tr} \left( G \frac{\partial^2 u}{\partial x^2} \right) + \int_{\mathbb{R}^d \setminus \{0\}} \left( u(x + \xi) - u(x) - \frac{(\frac{\partial u}{\partial x}, \xi) \nu(d\xi)}{1 + |\xi|^2} \right)$$

where $\nu(d\xi)$ is a Lévy measure on $\mathbb{R}^d \setminus \{0\}$, i.e. a sigma-finite Borel measure such that the integral $\int \min(1, |\xi|^2) \nu(d\xi)$ is finite, $A = \{A_j \}_{j=1}^d$ is a vector (called the drift) and $G = \{G_{ij}\}$ is a non-negative (non-negative definite) matrix (called the matrix of
diffusion coefficients). In less concise notations, we may write

\[ \left( A, \frac{\partial u}{\partial x} \right) = A^j \frac{\partial u}{\partial x^j}, \quad \text{tr} \left( G \frac{\partial^2 u}{\partial x^2} \right) = G_{ij} \frac{\partial^2 u}{\partial x^i \partial x^j} \]

in (0.2) and in all formulas that follow. Here (and everywhere in the book) the summation convention over repeated suffices is in force. Moreover, the general form of the (pseudo-differential) generators of positivity preserving space-homogeneous semigroups is very similar, namely, they have the form \( L - a \), where \( L \) is as above and \( a \) is a non-negative constant. The most important classes of space-homogeneous Feller process are Gaussian diffusions (when \( \nu = 0 \) in (0.2)), compound Poisson processes (when \( G = 0, A = 0 \), and the measure \( \nu \) is finite), and stable non-Gaussian Lévy motions of index \( \alpha \in (0, 2) \) (when \( G = 0 \) and \( \nu(d\xi) = |\xi|^{-(1+\alpha)}d|\xi|\mu(ds) \) where \( s = \xi/|\xi| \) and \( \mu \) is an arbitrary finite measure on the sphere \( S^{d-1} \).

The fundamental theorem of Courrège states that under the natural assumption that all infinitely differentiable functions with compact support belong to the domain of \( L \), and for any such function \( f \) the function \( Lf \) is continuous, the generator \( L \) of a general not necessarily space-homogeneous Feller semigroup has form (0.2) but with variable coefficients, i.e.

\[ (Lu)(x) = \left( A(x), \frac{\partial u}{\partial x} \right) \]

\[ + \frac{1}{2} \text{tr} \left( G(x) \frac{\partial^2 u}{\partial x^2} \right) + \int_{\mathbb{R}^d \setminus \{0\}} \left( u(x + \xi) - u(x) - \frac{\langle \frac{\partial u}{\partial x}, \xi \rangle}{1 + |\xi|^2} \right) \nu(x, d\xi), \]

where \( A, G \) and \( \nu \) depend measurably on \( x \). However that this is only a necessary condition, and the problem of when operators of form (0.3) do in fact define a Feller semigroup is in general quite non-trivial.

The connection with the theory of \( \Psi DO \) comes from a simple observation that operator (0.3) is a pseudo-differential operator that can be written in the pseudo-differential form as follows:

\[ (Lu)(x) = \Psi(x, -i\Delta)u, \quad (0.3') \]
where
\[
\Psi(x,p) = i(A(x),p) - \frac{1}{2} (G(x)p,p) + \int_{\mathbb{R}^d \setminus \{0\}} \left( e^{i(p,\xi)} - 1 - \frac{i(p,\xi)}{1 + \xi^2} \right) \nu(x,d\xi).
\]

We shall call processes (and the corresponding semigroups) with generators of form (0.3) Feller-Courrège processes (resp. semigroups) or jump-diffusions, because the trajectories of such processes need not be continuous, as in the case of a diffusion, but generally have jumps. The theory of processes with generators of form (0.3) is currently rapidly developing, and different authors use different names for them. Sometimes, these processes are called Feller processes with pseudo-differential generators, sometimes they are called the Lévy-type processes, or diffusions with jumps, see e.g. [Ja], [Ho], [Schi], [JS], [RY], and references therein. The generator of the general positivity preserving semigroup has the form \( L - a(x) \)

As was noted above, the solution to the Cauchy problem for equation (0.1), (0.3) with the initial function \( u(x) \) is given by the formula \( E(u(X(t,x))) \), where \( E \) denotes the expectation with respect to the measure of the corresponding Feller process \( X \). The solution to the Cauchy problem for the corresponding more general positivity preserving equation
\[
\frac{\partial u}{\partial t} = (L - a(x))u, \quad t \geq 0,
\]

can be then expressed by the Feynmann-Kac formula
\[
E \left( \exp \left\{ - \int_0^t a(X(s,x)) \, ds \right\} u(X(t,x)) \right)
\]
(see Appendix G, where a more general complex version of this formula is discussed). The exploitation of such probabilistic formulae for the solution to the Cauchy problem of equation (0.1), (0.3) constitute the probabilistic approach to the study of positivity preserving pseudo-differential equations. However, in this book we shall study such equations analytically assuming some smoothness assumptions on \( G, A, \nu \). We will mainly consider the following classes of such equations:
(i) diffusions (when \( \nu = 0 \)) including the case of degenerate diffusions, \( \text{i.e.} \ G \) is degenerate; (ii) stable jump-diffusions (i.e. \( G = 0 \) and \( \nu(x, d\xi) = |\xi|^{-(1+\alpha)}d|\xi|\mu(x, ds) \)) and their natural generalisations, stable-like diffusions that differ in that the index \( \alpha \) is not a constant but also depends on \( x \), and (iii) the combinations of these processes and their perturbations by compound Poisson processes, especially the truncated (or localised) stable jump-diffusions with the Lévy measure \( \nu(d\xi) = \Theta_\alpha(|\xi|)|\xi|^{-(1+\alpha)}d|\xi|\mu(x, ds) \).

The study of stable processes and their generalisations is motivated by the ever-increasing use of these processes in modelling many processes in engineering, natural sciences and economics (see e.g. [ST], [Zo], [KSZ]). In particular, they are widely used in plasma physics and astronomy (see e.g. [Lis] or [Cha]).

The discussion above concerned the concept of pointwise positivity. In quantum physics and non-commutative analysis, a more general notion of positivity is developed (see e.g. [ApB], [Da3], [Li], [LP], [AH3], [AHO], [Be5] for the description and discussion of quantum positivity preserving mappings). The simplest examples of the corresponding equations give the second order partial differential equations with complex coefficients, which we shall call complex diffusion equations or complex Schrödinger equations, because they include standard diffusion and Schrödinger equations as particular cases and behave in many ways like these particular cases. Generally, the corresponding positivity preserving semigroups can be described by means of quantum stochastic equations. We shall also study an important class of these more general models, which we call complex stochastic diffusions. In physics, the corresponding stochastic equations are often called stochastic Schrödinger equations (SSE) and appear now to be the central objects in the study of quantum open systems (see e.g. [BHH], [QO], and Appendix A).

The simplest example of a SSE has the form

\[
    d\psi = \left( \frac{1}{2} G \Delta \psi - V(x) \psi - \frac{1}{2} |c(x)|^2 \psi \right) dt + c(x) \psi dB, \quad (0.5)
\]

where \( dB \) denotes the Ito differential of the Brownian motion \( B \), \( G \) is a non-degenerate complex matrix with non-negative real part,
and \( c(x), V(x) \) are complex functions, the real part of \( V \) being non-negative. This equation can be formally written in form (0.4), (0.3) with \( \nu = 0, A = 0, G \) complex, and a time dependent complex random \( a(x) \) (which makes sense in terms of distributions). Even without a stochastic term complex diffusions or complex Schrödinger equations of type (0.5) (with complex \( G \) and/or \( V \)) have many applications, see e.g. [Berr] or [BD].

We shall be mainly concerned with the properties of the Green functions (or transition probability densities) for the equations described above, in particular with their small time asymptotics and two-sided estimates. Our main purpose is to develop the method of semiclassical approximation (WKB method) for these Green functions. Semiclassical approximation, which in quantum mechanics means asymptotics with respect to small Planck constant, in probability means the asymptotics with respect to small amplitude of jumps, called also small diffusion asymptotics. Formally, it means (see also Appendix D) that instead of equation (0.1), (0.3)-(0.3') one considers the equation

\[
h \frac{\partial u}{\partial t} = \Psi(x, -ih\Delta)u,
\]

or, in integrao-differential form,

\[
\frac{\partial u}{\partial t} = \left( A(x), \frac{\partial u}{\partial x} \right) + \frac{h}{2} \text{tr} \left( G(x) \frac{\partial^2 u}{\partial x^2} \right) + \int_{R^d \setminus \{0\}} \left( \frac{u(x + h\xi) - u(x)}{h} - \frac{\left( \frac{\partial u}{\partial x}, \xi \right)}{1 + |\xi|^2} \right) \nu(x, d\xi),
\]

(0.6)

and looks for the asymptotics of its solutions as \( h \to 0 \). Since the solutions of (0.6) can be expressed in terms of an infinite dimensional integral (by the Feynman-Kac formula), a search for the small time or small \( h \) asymptotics for these solutions can be considered as the study of an infinite dimensional Laplace method, in other words, as the study of the asymptotic expansions of certain infinite dimensional integrals (over a suitable path space) of Laplace type.
The construction and investigation of the Green functions (or fundamental solutions) for equation (0.1) with a pseudo-differential operator \( \Psi DO \) \( L \) constitutes one of the central problems in the theory of linear evolutionary differential or pseudo-differential equations (\( \Psi DE \)). This is because, by linearity, the solution of the Cauchy problem for equation (0.1) with arbitrary initial function can be expressed by the convolution of this initial function with the Green function. In particular, the Green function of the \( \Psi DE \) (0.1) defines completely the corresponding semigroup \( T_t = e^{tL} \). Moreover, in the case of a positivity preserving semigroup, the Green function defines the finite dimensional distributions for the corresponding Markov process, which, by the celebrated Kolmogorov reconstruction theorem, define this Markov process uniquely up to a natural equivalence. The study of the Green functions of evolutionary, and particularly parabolic, \( \Psi DE \) utilises different techniques. It has a long history and remains a field of intensive mathematical investigations. Let us now review the principle relevant results on the Green function for equations (0.5), (0.6) and its asymptotics.

The simplest, and the most studied equation of type (0.6) is the second-order parabolic differential equation

\[
\frac{\partial u}{\partial t} = \frac{1}{2} htr \left( G(x) \frac{\partial^2 u}{\partial x^2} \right) + \left( A(x), \frac{\partial u}{\partial x} \right),
\]

called also the diffusion equation, or the heat conduction equation. In the latter terminology, its fundamental solution is often referred to as to the heat kernel. Equation (0.7) is called uniformly parabolic if

\[
\Lambda^{-1} |\xi|^2 \leq G_{ij}(x) \xi^i \xi^j \leq \Lambda |\xi|^2 \iff \Lambda^{-1} \leq G(x) \leq \Lambda
\]

uniformly for all \( \xi \) and \( x \). The existence of the Green function for a uniformly parabolic equation (0.7) with bounded and uniformly Hölder continuous coefficients \( G(x), A(x) \) is extensively presented in the literature, see e.g., [IKO], [LSU]. This result is obtained by the classical Lévy method, which reduces (using Duhamel’s principle) the construction of the Green function to the solution of a certain integral equation, which in turn can be solved by the regular perturbation theory. This method also provides the estimate

\[
0 \leq u_G(t, x, x_0, h) \leq C u_2(t, x, x_0, h; a)
\]
for the Green function in the domain \( \{ t \in (0, T], x, x_0 \in \mathcal{R}^d \} \), where \( C \) and \( a \) are constants depending on \( T, d, h, \Lambda \) and the maximum of the amplitudes and Hölder constants of all coefficients, and where

\[
u_2(t, x, x_0, h; a) = (2\pi aht)^{-d/2} \exp\left\{-\frac{|x - x_0|^2}{2aht}\right\}
\]

(0.10)

is the solution of equation (0.7) with the matrix \( G = a1_d \) constant multiple of the identity, and with vanishing \( A \) (notice that the index 2 in our notation \( u_2 \) stands for the second order). This result implies, in particular, the well-posedness of the Cauchy problem for the uniformly parabolic equation (0.7). For the equations of divergence form

\[
\frac{\partial u}{\partial t} = \frac{1}{2} h \frac{\partial}{\partial x^i} \left( G_{ij}(x) \frac{\partial u}{\partial x^j} \right)
\]

(0.11)

more powerful estimates were obtained by D. Aronson. Namely, it was proved in [Aro1], [Aro2] that under condition (0.8),

\[
C^{-1}u_2(t, x, x_0, h; a_1) \leq u_G(t, x, x_0, h) \leq Cu_2(t, x, x_0, h; a_2)
\]

(0.12)

uniformly for all \( t > 0, x, x_0 \) with \( C, a_1, \) and \( a_2 \) depending only on \( d, \Lambda \) and \( h \) but not on the Hölder constants, and are valid for all times. Various proofs of this result are available now, see e.g. [PE],[Da1] or [NS] and references therein. The estimate (0.12) is closely connected with (in a sense, it is equivalent to) the famous Harnack inequality for the positive solutions of (0.11) obtained first by Moser in [Mos1], [Mos2], and it generalises the previously obtained Nash inequalities [Nas]. Estimates of the form (0.12) can only partially be extended to general uniformly parabolic equations (0.7), namely under some additional assumptions on the coefficients, and only for finite times.

If the non-negative matrix \( G \) is degenerate at some (or all) points, equations of the form (0.7) are called degenerate parabolic equations. To analyse these equations, it is sometimes convenient to rewrite them in a slightly different form. Recall that vector fields in \( \mathcal{R}^d \) are just first-order differential operators of the form \( f(x) \frac{\partial}{\partial x} \)
with some function $f$. Clearly, for given $G$ and $A$ one can find vector fields $X_0, X_1, \ldots, X_k$ with some $k$ such that equation (0.7) can be written in the form

$$\frac{\partial u}{\partial t} = h \cdot (X_1^2 + X_2^2 + \ldots + X_k^2)u + X_0u,$$

(0.13)

which is called the Hörmander form (or sum of squares of vector fields form) of a second-order parabolic equation. For example, one can take $k = d$ and $X_j = a_{jk}(x)\frac{\partial}{\partial x_k}$ for $j = 1, \ldots, d$, where the matrix \{a_{ij}\} is the non-negative symmetric square root of the matrix $G$. In this book, we shall not use this form of the degenerate equation (0.7), but it is important to mention it, because of the large number of investigations carried out for equation (0.13). The convenience of this form for the use of probabilistic methods lies in the fact that the evolution of the diffusion process defined by equation (0.13) can be described directly by the stochastic differential equation

$$dx = X_0(x)\, dt + \sqrt{h} \sum_{i=1}^{k} X_i(x) \, d_\text{Str}W_i(t),$$

where $d_\text{Str}W_i$ denote the Stratonovich differential of the standard Wiener process. To formulate the main results on the existence of the Green function for degenerate equations (0.13), one needs some notions from differential geometry. For a point $x \in \mathbb{R}^d$, denote by $T_x\mathbb{R}^d$ the tangent space to $\mathbb{R}^d$ at the point $x$, and for any linear space $V$ of vector fields in $\mathbb{R}^d$, denote by $V_x$ the subspace of $T_x\mathbb{R}^d$ consisting of the evaluations at $x$ of the vector fields in $V$. Clearly, if the condition of uniform parabolicity (0.8) is fulfilled, the vectors $X_1, \ldots, X_k$ in the representation (0.13) of equation (0.7) generate a linear space of maximal dimension $d$ at each point. The simplest generalisation of this condition is the following. Suppose that the vector fields $X_j, j = 0, \ldots, k$, are infinitely smooth. Let $LA(X_1, \ldots, X_k)$ be the Lie algebra of the vector fields generated by $X_1, \ldots, X_k$. One says that equation (0.13) satisfies the strong Hörmander condition, if at each point $x$, the vector space $LA(X_1, \ldots, X_k)_x$ has the maximal dimension $d$. It was shown in [Hor] that if equation (0.13) satisfies the strong Hörmander condition, then it has an infinitely smooth
Green functions. This result was generalised in [IK], where a complete description was given of infinitely smooth equations (0.13) having smooth Green function. Let $Id = Id(X_0; X_1, \ldots, X_k)$ be the ideal in the Lie algebra $LA(X_0, \ldots, X_k)$ generated by the vector fields $X_1, \ldots, X_k$. It was proved in [IK] that if the space $Id_x$ has maximal dimension $d$ at any point $x$, then equation (0.13) has an infinitely smooth Green function. The attempt to obtain a probabilistic proof of Hörmander’s result gave rise to a new powerful tool of probability theory: the Malliavin calculus [Mal] (for a full exposition see [Bel] or [Nu]).

Notice that form (0.13) of equation (0.7) is invariant, and therefore the results of [Hor] and [IK] can be formulated naturally for heat conduction equations of form (0.13) on manifolds. For a Riemannian manifold the most natural second-order operator is the Laplace-Beltrami operator. One can show that for any strongly parabolic equation (0.13) on a compact manifold $M$, there exists a Riemannian metric on $M$ such that the operator $X_1^2 + \ldots + X_k^2$ is the Laplace-Beltrami operator for the corresponding Riemannian structure. It turns out (see e.g. [Bis], [SC]) that equations of form (0.13) on a smooth manifold, which are not strongly parabolic, but satisfy the strong Hörmander condition, similarly define a certain generalisation of Riemannian geometry, which is called hypoelliptic geometry, with the corresponding distance on $M$ being called semi-Riemannian. Some estimates of Aronson type (0.12) for the diffusions on manifolds satisfying the strong Hörmander condition can be found in [JS1], [KS], [Le3], where powerful probabilistic techniques are used.

Turning to the discussion of the existence of the Green function for more general $DE$ (0.6) we note that, although the well-posedness of the Cauchy problem is now proved under rather general assumptions (see e.g. [Ja],[Ho] and references therein), very little is known concerning the existence and the properties of the Green functions for these $DE$. In [Koch], the existence of the Green function (and an upper bound for it in terms of some rational expression) is obtained for $DE$ (0.1) with $L$ being a finite sum of $DO$ with homogeneous symbols of orders $\alpha_1 > \ldots > \alpha_k$, $\alpha_1 > 1$, and with Hölder continuous coefficients. This includes, in particular, the case of stable jump-diffusions with index of stabil-
ity \( \alpha > 1 \). In [Neg], [KN], the existence of a Green function was obtained for the case of stable-like processes with varying index stability and with infinitely smooth coefficients.

It is surely the case that to study the properties of Feller semigroups and the corresponding random processes, not only the existence of the Green function is important, but also the description of its behaviour in the different domains of its arguments and parameters. That is why, in the mathematical literature, much attention was given to the study of its asymptotics for large or small times and distances, as well as its small diffusion (or small \( h \)) asymptotics. From the point of view of the theory of stochastic processes, the small time asymptotics of the Green functions are connected with the local properties of the trajectories of the corresponding Markov processes, and the large time asymptotics concern the ergodic properties of these processes. In this monograph, we give little attention (apart from Chapter 1, see discussion below) to the large time asymptotics, and therefore we will not discuss this topic. Notice only that the semiclassical approximation (i.e. \( h \to 0 \) asymptotics) considered when \( t \to \infty \), or more precisely, rather non-trivial and unusual asymptotics for \( t = h^{-\kappa} \), \( \kappa > 0 \), \( t \to \infty \), can be used (see [DKM1], [DKM2] and Chapter 8) for the study of the semiclassical approximations of stationary problems.

The study of small time and small \( h \) asymptotics of the Green functions of parabolic equations began with the famous papers [Var1], [Var2], [Var3]. In particular, it was proved in [Var2] that for the Green function (or heat kernel) \( u_G(t, x, x_0, h) \) of a uniformly parabolic equation \((0.7), (0.8)\) with vanishing drift, i.e. of the equation

\[
\frac{\partial u}{\partial t} = \frac{1}{2} h G_{ij}(x) \frac{\partial^2 u}{\partial x_i \partial x_j}
\]

one has

\[
\lim_{t \to 0} [-t \log u_G(t, x, x_0, h)] = d^2(x, x_0)/2h,
\]

where the function \( d(x, x_0) \) is the distance in \( \mathcal{R}^d \) corresponding to the Riemannian structure given by the quadratic form \((G(x))_{ij}^{-1} dx^i dx^j\) in \( \mathcal{R}^d \). This result is closely connected with a similar result from [Var2] on the boundary value problem, which states that if \( D \) is a
region with the boundary $\partial D$, and if $\phi(x, \lambda)$ is the solution to the stationary equation

$$\frac{1}{2} G_{ij}(x) \frac{\partial^2 \phi}{\partial x_i \partial x_j} = \lambda \phi$$

in $D$ with $\lambda > 0$ and the boundary condition $\phi = 1$ on $\partial D$, then

$$\lim_{\lambda \to \infty} \left[ -(2\lambda)^{-1/2} \log \phi(x, \lambda) \right] = d(x, \partial D).$$

We shall not in this book exploit this connection of the asymptotics of the Cauchy problem with boundary-value problems (see e.g. [DF1], [DF2] and references therein for some recent results in this direction). As was noted in [Var3], it easily follows from (0.15) that the Green function $u_G(t, x, x_0)$ of uniformly parabolic equation (0.14) also satisfies the following "large deviation principle" (locally, i.e. for small $t$):

$$\lim_{h \to 0} [-h \log u_G(t, x, x_0, h)] = d^2(x, x_0)/2t. \quad (0.16)$$

A technique for proving formulas of type (0.15), (0.16) was also developed in [Bo], [FW]. One can find in these papers, and in [Var1]-[Var3], some discussion on the significance of asymptotic formulas (0.15), (0.16) for large deviations and other problems of probability theory.

Formulas (0.15), (0.16) give only logarithmic asymptotics of the Green function for small $t$ and $h$ (and only in the case of vanishing drift). Later the complete small time asymptotic expansions for the heat kernel of general uniformly parabolic equations (0.7) were intensively studied, especially locally, i.e. for small $|x - x_0|$. Different expositions can be found in many papers, see e.g. [Mol], [Kana], [Az2], [Ue] (resp. [Ki], [MC1]) for small $t$ (resp. small $h$ ) asymptotics. The outcome of these investigations can be stated as follows. For $t \leq t_0$ with some $t_0 > 0$ and bounded positive $h$, the Green function $u_G(t, x, x_0, h)$ of equation (0.7), (0.8) (or even the more general equation (0.22) below) whose coefficients together with their derivatives are uniformly bounded (in fact, this condition can be weakened) can be written in the form

$$(2\pi h t)^{-d/2} \chi(|x - x_0|) \phi(t, x, x_0, h) \exp\{-S(t, x, x_0)/h\} + O(\exp\{-\frac{\Omega}{th}\}). \quad (0.17)$$
where $\chi(v)$ is a smooth mollifier (or cut-off function), which equals one for small $v$ and vanishes outside a neighbourhood of the origin, the remainder $O(\exp\{-\frac{\Omega}{h}\})$ is a uniformly bounded function decreasing exponentially in $x$ when $x \to \infty$. Here the phase $S$ is the solution to a certain problem in the calculus of variations, has the form

$$S(t, x, x_0) = \frac{d^2(x, x_0)}{2t} + O(|x - x_0|) + O(t),$$

and satisfies a certain first order partial differential equation (Hamilton-Jacobi equation). The amplitude $\phi$ has the form

$$\phi(t, x, x_0, h) = \phi(t, x)(1 + O(\hbar))$$

or more precisely

$$\phi(t, x, x_0, h) = \phi(t, x)(1 + \sum_{j=1}^{k} \phi_j(t, x, x_0) h^j + O(h^{k+1}t^{k+1})), \quad (0.18)$$

for any $k \in \mathbb{N}$, with $\phi$ and all $\phi_j$ having regular asymptotic expansions (in positive integer powers of $t$) for small times $t$. In fact, though all the ingredients of formula (0.17) are well known (see previously cited papers and [M1]-[M3], [DKM1]) its full proof (including the estimates for possibly focal large $x$) seems not to exist in the literature and will be given in Chapter 3 of this book.

Notice that asymptotics of type (0.17), (0.18) are called multiplicative, because the remainder enters this formulas multiplicatively, unlike the case of the WKB asymptotics (see e.g. [MF1]) for the Schrödinger equation

$$i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2} \Delta \psi + V(x) \psi.$$

Namely, the WKB asymptotics (or semiclassical approximations) of the solutions to this equation are usually written in the form

$$\psi(t, x) = \phi(t, x) \exp\{iS(t, x)/\hbar\} + O(\hbar)$$
with real $S$, $\phi$, i.e. they have the form of a rapidly oscillating function with a remainder $O(h)$ that enters this formula additively. Moreover, the estimates for this remainder are given in terms of its $L^2$-norm, they are not pointwise estimates, as in the case of asymptotics for parabolic equations discussed above.

As an important corollary of the small time asymptotics of the Green functions of parabolic equations, one obtains the small time asymptotic expansion of these Green functions on the diagonal $x = x_0$, which, for $h = 1$ say, has the form

$$u_G(t, x, x, 1) = (2\pi t)^{-d/2}(\sum_{j=0}^k a_j t^j + O(t^{k+1}))$$

(0.19)

for any $k \in \mathbb{N}$. If one considers a diffusion equation on a compact manifold one can integrate this expansion over $x$ to obtain the asymptotic expansion of the trace of the Green function. The coefficients of this expansion have important geometrical interpretations. These results can be partially generalised to parabolic partial differential equations of higher order, in particular the expansion of the Green function on the diagonal $x = x_0$ (see e.g. [Gr]). The literature on the asymptotics of the trace of the Green function is very extensive (see e.g. [AJPS] and its bibliography for a discussion of the applications of these expansions in theoretical physics). In Chapter 4, we shall consider the expansions of the trace for the case of degenerate invariant diffusions on manifolds.

The asymptotic formula (0.15) was first generalised to the case of degenerate diffusions of form (0.13) with the strong Hörmander condition in [Le1], [Le2]. In that case $d(x, x_0)$ becomes the semi-Riemannian distance, mentioned above, see [Bi]. These arguments of papers [Le1], [Le2] are based on various probabilistic techniques such as stochastic differential equations, Malliavin calculus, and the theory of large deviations, for the latter in this context see e.g. [Az1]. For different results on the full small time expansions of the heat kernel of equation (0.13) with the strong Hörmander condition we refer the reader to papers [BA1], [BA2], [BAG], [BAL], [Le4] and to the references therein, see also [CMG] for the applications of these results to the study of the fine properties of hypoelliptic diffusions. In view of the large literature on the degenerate diffusion
with the strong Hörmander condition, we shall not consider this type of degeneracy in this book, but will confine our attention to a different class of degenerate diffusion, which are, in a sense, uniformly degenerate.

Notice that formula (0.16) for equation (0.14) follows from (0.15) by means of a simple change of the time variable \( t \). Moreover, one can encode formulas (0.15), (0.16) in the one formula

\[
\lim_{h \to 0, t \to 0} h t \log u_G(t, x, x_0, h) = -d^2(x, x_0)/2. \quad (0.20)
\]

As follows from (0.17), similar result holds for general uniformly parabolic equations (0.7). Moreover, for these equations, the full asymptotic expansions in small \( h \) and small time coincide: expanding \( \phi_j \) from (0.18) as a power series in \( t \) one obtains small time asymptotics, because the small in \( h \) remainder is also small in \( t \). It turns out that this property of semiclassical asymptotics of uniformly parabolic equations is shared by a large class of degenerate diffusions which are considered in detail in this book. But this is not the case for either general degenerate diffusion or for equation (0.6) with non-vanishing Lévy measure \( \nu \). For these more general equations, the small \( h \) and small time asymptotics are different, which makes the study of the small \( h \) asymptotics essentially more difficult, even locally.

One of the main goals of this book is to generalise small time and small \( h \) asymptotics given in (0.17) for uniformly parabolic diffusion equations to more general equations of form (0.6) or (0.5).

Problems of different kind arise when one looks for global semiclassical approximations, i.e. for the asymptotics as \( h \to 0 \) for all (not necessarily small) \( t \) and \( x, x_0 \). In the case of Schrödinger equation, this globalisation of local semiclassical asymptotics was first carried out rigorously by V.P. Maslov (see [M1], [M4]), by means of his canonical operator method. To globalise the asymptotics of diffusion equations, and more general equations of tunnel type (see Chapter 6), Maslov proposed in [M2], [M3] a modification of his canonical operator, namely the tunnel canonical operator. However, a complete rigorous justification of the global asymptotics constructed by this method was carried out only in the particular
case of the equation
\[
\hbar \frac{\partial u}{\partial t} = \frac{\hbar^2}{2} \Delta u - V(x)u,
\]
where $\Delta$ is the standard Laplacian in $\mathbb{R}^d$ (see [DKM1], [DKM2], [KM2]). In fact, the problem with this justification lies not in globalisation, but in the justification of local (as discussed above) multiplicative small $\hbar$ asymptotics. Maslov’s procedure [M2] leads automatically (and rigorously) to global asymptotics of tunnel equations, whenever the local asymptotics are justified. In this book, after obtaining rigorous local asymptotics of some classes of equations (0.6), we are going to develop a simplified version of Maslov’s approach to obtain global semiclassical asymptotics by a simple integral formula, thus avoiding a beautiful and rather general but very sophisticated construction of the tunnel canonical operator; the latter can be found in [M3] or [DKM1].

Let us now describe in more detail the contents of the book.

The preliminary Chapter 1 deals with Gaussian diffusions, i.e. with equations of form (0.1), (0.2) with vanishing $\nu$, and its generalisations of type (0.5). We start with a (slightly different) exposition of the results of [CME] classifying the small time asymptotics of the Green functions of the Gaussian diffusions in terms of the matrix $G$. Then we present some results on the large time behaviour of Gaussian processes, in particular, estimating the escape rate of some classical Gaussian processes such as the integral of the Brownian motion or Ornstein-Uhlenbeck process, and then developing scattering theory for small perturbations of these processes on the classical (Newton systems driven by white noise) and quantum (unitary stochastic Schrödinger equation) levels. In section 1.4 we derive the exact Green function for equation (0.5) with quadratic $V(x)$ and $c(x) = x$, and then describe a remarkable property of this equation, namely the effect of Gaussianisation and localisation of its solutions, which has an important physical interpretation: it describes the spontaneous collapse of the wave-state of a quantum particle under continuous observation of its position (called also the watch-dog effect). The Gaussian case allows a direct and explicit description because the Green function in that
case can be written explicitly. It can then be used to check the results of any asymptotic method developed to deal with the general case.

Since the logarithmic asymptotics $\lim_{\hbar \to 0} (\hbar \log u_G)$ of the Green function is expected to be expressed in terms of the solutions of of a certain Hamilton-Jacobi equation, which in its turn is expressed by means of the solutions to a boundary value problem of a corresponding Hamiltonian system, we devote Chapter 2 to the study of the boundary value problem (existence, uniqueness, and asymptotics of the solutions) for the relevant Hamiltonian systems. First, for completeness, the connection between Hamiltonian formalism and the calculus of variations is described in a compact and self-contained form in the introductory Sect. 2.1, with emphasis on the facts that are most relevant to asymptotic methods, and on the approaches that can be used for the study of degenerate Hamiltonians and singular Lagrangians. Sections 2.2-2.4 are devoted to a class of Hamiltonians depending quadratically on momenta, which are called regular, and which include degenerate as well as non-degenerate Hamiltonians. The main definition of general regular Hamiltonians is given in Sect. 2.4 and in previous sections the most important examples are investigated in detail. The classification of regular degenerate Hamiltonians corresponds (in a sense, explained in Chapter 3) to the classification of the small time asymptotics of Gaussian diffusions, and is described using Young schemes well known in the theory of representations, because they classify the irreducible representations of the semi-simple Lie groups. Regular degenerate Hamiltonians appear naturally when considering the problems of the minimisation of functionals with Lagrangians depending on higher derivatives. Section 2.5 is devoted to more general Hamiltonians having exponential growth in momenta and relating to the equations of type (0.6) with non-vanishing $\nu$. The methods developed in this section can be applied also to some other classes of Hamiltonians. In Sections 2.6, 2.7 the cases of stochastic and complex Hamiltonians are studied, and the corresponding problems of the complex and stochastic calculus of variations are discussed. The results of this chapter give the main ingredient in the construction of the asymptotic solutions of equation (0.5), (0.6) developed further, they give “the classical part” of the semiclassi-
cal approximation. However, this chapter is also of independent interest and can be read independently of the rest of the book.

Chapter 3 is devoted to the construction of the small time \((t \to 0)\) and/or small diffusion \((h \to 0)\) asymptotics of the solution of a large class of second order parabolic equations

\[
h \frac{\partial u}{\partial t} = \frac{1}{2} h^2 tr \left( G(x) \frac{\partial^2 u}{\partial x^2} \right) + h \left( A(x), \frac{\partial u}{\partial x} \right) - V(x),
\]

which we call regular and which include the cases of non-degenerate and also some classes of degenerate matrices \(G(x)\). To describe this class notice that equation (0.22) can be written in the “pseudo-differential form” as

\[
h \frac{\partial u}{\partial t} = H \left( x, -h \frac{\partial}{\partial x} \right) u
\]

with the Hamiltonian function

\[
H(x, p) = \frac{1}{2} (G(x)p, p) - (A(x), p) - V(x).
\]

The class of regular diffusions corresponds to Hamiltonians (0.24) belonging to the class of regular Hamiltonians as defined in Sections 2.2-2.4. Therefore, these regular diffusions are also classified in terms of the Young schemes. It turns out that this class of diffusions is characterised by the property that the main term of the small time asymptotics of their Green functions, i.e. of the solutions of (0.23), (0.24) with initial data \(\delta(x - x_0)\), in a neighbourhood of \(x_0\) is the same as this main term for their Gaussian diffusion approximations

\[
\frac{\partial u}{\partial t} = \frac{1}{2} h tr \left( G(x_0) \frac{\partial^2 u}{\partial x^2} \right) + \left( A(x_0) + \frac{\partial A}{\partial x}(x_0)(x - x_0), \frac{\partial u}{\partial x} \right),
\]

around \(x_0\). Equivalently, these diffusions are characterised by the fact that the asymptotics of their Green functions for small \(t\) and/or small \(h\) in a neighbourhood of \(x_0\) can be expressed in the form

\[
C(h)(1 + O(h)) \phi(t, x) \exp\{-\frac{1}{h} S(t, x)\},
\]
where $C(h)$ is some normalising constant, and both the “amplitude” $\phi$ and the phase $S$ has the form of a regular (i.e. in series of non-negative powers) asymptotic expansion in $(t, x-x_0)$, multiplied by $t^{-M}$ with some positive $M$ (different for $\phi$ and $S$). Small time asymptotics for this class of diffusions are effectively constructed in Sections 3.1-3.3, and the justifications are given in Section 3.4. In Section 3.5, the global (i.e. for any finite $t$ or $x$, including focal points) small diffusion asymptotics ($h \to 0$) are given for regular diffusions, presenting in particular the solution of the large deviation problem. In Section 3.6, the problem of constructing the small diffusion asymptotics for more general, non-regular, diffusions is discussed. For such diffusions, in the representation (0.26) for its small time (and/or small diffusion) asymptotics, if it exists, the amplitude and the phase have more complicated singularities at $(0, x_0)$.

Chapter 4 is devoted to the invariant regular degenerate diffusions on cotangent bundles associated with compact Riemannian manifolds. These invariant diffusions turn out to be the curvilinear analogues of the Ornstein-Uhlenbeck process, and in the simplest case of the absence of “friction”, they can naturally be called stochastic geodesic flows. In the latter case these processes are completely defined by the geometry, i.e. by the Riemannian structure. One can generalise the expansion (0.19) of the Green function on the diagonal to this case of degenerate diffusion. Integrating this expansion yields (as in the well known case of non-degenerate invariant diffusions on manifolds) the asymptotic expansion of the trace of the Green function for small times $t$ with geometric invariants as coefficients in this series.

Chapter 5 is devoted to the study of the Green function (transition probability density) for stable jump-diffusions, i.e. for the Feller semigroups defined by equation (0.6) with $G = 0$ and the Lévy measure $\nu$ of the form $|\xi|^{-(1+\alpha)}d|\xi|\mu(x, ds)$, $s = |\xi|/|\xi|$, and also for some natural generalisations of these processes, for instance, for the stable-like jump-diffusions and for the corresponding truncated processes. Two-sided estimates and small time asymptotics are obtained for these Green functions generalising the well known results for the case of standard non-degenerate diffusions. Some preliminary work on the asymptotic properties of finite-dimensional.
stable laws is also carried out, and the application of the results obtained to sample path properties (lim sup behaviour and the distribution of the maximum) of the corresponding stochastic processes are given. This chapter presents, on the one hand, the necessary preliminary results for the asymptotic theory of the next chapter, and on the other hand, presents an introduction to the analytical study of stable jump-diffusions, which is of independent interest, and which can be read essentially independently of other parts of the book.

The technically most difficult result of the book is given in Chapter 6, which is devoted to the generalisation of Varadhan’s large deviation principle (0.16) to the case of localised stable jump-diffusions, and to the corresponding more precise local and global small h asymptotics for equations of type (0.6). The proof uses various techniques from Chapters 2, 3, 5 and Appendices B-F, and is based on the construction of a rather complicated uniform small time and small h asymptotics of the Green function, which differ from the form (0.26), and which is obtained by glueing together (in a nontrivial way) the asymptotics of form (0.26) with the small time asymptotics obtained in the previous chapter. The form of this uniform asymptotics was actually proposed as early as in [M2] for an even more general class of equations, called in [M1] tunnel equations, but without rigorous proof.

Chapter 7 is devoted to the asymptotics of the Cauchy problem for the equations of complex stochastic diffusion of type (0.5). A specific feature of the semi-classical asymptotics for these equations is the necessity to deal with complex and/or stochastic characteristics, which complicates essentially both the formal construction and the justification of these asymptotics. Together with the semi-classical asymptotics constructed and justified in Sections 7.1, 7.2, we obtain in Section 7.3 a complex analogue of the large deviation principle and two-sided estimates for the Green function (or the complex heat kernel) for these equations. In Section 7.4 we discuss shortly another approach to the construction of the solutions of these equations based on the theory of infinite dimensional Fresnel integrals. It is well known that the semi-classical asymptotics of the diffusion or Schrödinger equations can be recovered from the path integral representation by means of (sometimes only heuris-
tically defined) infinite dimensional stationary phase or Laplace methods. In the case of the complex stochastic diffusion considered here, this procedure requires the use of the general infinite dimensional saddle-point method. It is worth noting that the results on the semiclassical asymptotics of complex Schrödinger equation obtained in Chapter 7, are used in Chapter 9 for the purpose of regularisation in the construction of the path integral for the standard Schrödinger equation.

Some of the results of this chapter can be extended to more general equations, which are intensively studied now in the quantum theory of open systems and in non-commutative probability (see [BK] for the first steps in this direction), namely to quantum stochastic equations of the type

\[ d\psi + \left( \frac{i}{\hbar} H + K \right) \psi \, dt = (L^- dA^- + L^+ dA^+ + LdN)\psi, \quad (0.27) \]

where \( dA^-, dA^+, dN \) are quantum stochastic differentials (quantum noise) acting in the appropriate Fock space (see e.g. [HP], [ApB], [Be4], [Par]) and \( H, K, L^-, L^+, L \) are pseudo-differential operators in \( L^2(\mathbb{R}^d) \).

This book is mainly devoted to the semi-classical theory of the Green function (heat kernel) of second order parabolic equations and more general pseudo-differential equations describing the evolution of stochastic processes. Asymptotic spectral analysis of second order differential operators, though being linked in many senses with the theory of evolutionary equations, has its own methods and problems. Many books are devoted to this subject (see e.g. [He], [M5], [M9], [Rob], [SV]), and we shall not present here a systematic study of this field. Instead, in Chapter 8, we shall introduce briefly (referring to the original papers for the proofs and developments) three topics in asymptotic spectral analysis closely connected with probability and with the semi-classical methods developed for the corresponding evolutionary equations. Namely, in section 1 we discuss the problem of the asymptotic calculations of the low lying eigenvalues of the Schrödinger operator, describing some recently obtained asymptotic formula for the splitting of low lying eigenvalues corresponding to symmetric potential wells and demonstrating
how this formula works on a concrete physical example of the discrete $\phi^4$-model on tori. In section 2, we present some results on the low lying eigenvalues of a diffusion operator, giving in particular a theorem on the probabilistic interpretation of these eigenvalues (in terms of the life-times of the diffusions in fundamental domains). Finally, in Section 3, we present a construction of the quasi-modes of the diffusion operator around a closed stable trajectory of the corresponding classical system.

In Chapter 9 we develop an approach to the rigorous construction of path integrals. This approach incorporates several known approaches but is extended in a way to be applied to the heat, Schrödinger and complex stochastic diffusion equations in a unified way covering a rather large class of potentials. Moreover, this approach leads to the construction of a measure on the Cameron-Martin space of curves with $L^2$-integrable derivatives such that the solutions to the Schrödinger or heat equations can be written as the expectations of the exponentials of the classical actions on the paths of a certain stochastic process. This measure has a natural representation in Fock space, which gives rise to other stochastic representations of the solutions to the Schrödinger equation, for example, in terms of the Wiener or another general Lévy process. The Fock representation also puts our path integral in the framework of noncommutative stochastic calculus.

Appendices are devoted to various topics and results which are used in the main text. Appendix A introduces the main equation of the theory of continuous quantum measurement (called the stochastic Schrödinger equation, state diffusion model, or Belavkin filtering equation), which is the main motivation for the study of stochastic complex diffusions in Chapter 7. Appendix B is devoted to the proof of asymptotic formulas for Laplace integrals with complex phase, and to estimates for the remainder in these formulas (the latter are usually neglected in expositions of Laplace asymptotic formulas, but are of vital importance for our purposes). Appendices C and D present (for completeness) essentially well-known material on the characteristic functions of stable laws and the corresponding pseudo-differential operators, as well as some simple estimates which follow (more or less) directly from the definitions, and which are used in Chapter 6. In Appendix E, the global smooth
equivalence of smooth convex functions with non-degenerate minima is proved. This is a very natural result, which however the author did not find in the literature. Appendix F presents in a compact form the main results on the unimodality of finite dimensional symmetric distributions, which are used in Chapter 5. In Appendix G, a general scheme for the construction of the complex measures on path space and for the representation of the solutions of evolutionary equations in terms of the path integral is presented. An application of this scheme leads, in particular, to an important representation of the Schrödinger equation, with a potential which is the Fourier transform of a finite Borel measure, in terms of the expectation of a certain functional with respect to a compound Poisson process. This representation is one of the main sources for the theory developed in Chapter 9. In Appendix H we sketch the main approaches to the definitions of path integral, where this integral is defined as a certain generalised functional and not as a genuine integral (in a sense of Riemann or Lebesgue) with respect to a bona fide \( \sigma \)-additive measure. Some possible developments of the results displayed in the book are discussed in Appendix J together with related open problems.
CHAPTER 1. GAUSSIAN DIFFUSIONS

1. Gaussian diffusions. Probabilistic and analytic approaches

The simplest case of a parabolic second order equation is the Gaussian diffusion, whose Green function can be written explicitly as the exponential of a quadratic form. This chapter is devoted to this simplest kind of diffusion equation. In the first section we collect some well-known general facts about Gaussian diffusions pointing out the connection between probabilistic and analytic approaches to its investigation. In the next section the complete classification of its small time asymptotics is given, which is due essentially to Chaleyat-Maurel [CME]. We give a slightly different exposition stressing also the connection with the Young schemes. Sections 1.3-1.5 are devoted to the long time behaviour of Gaussian and complex stochastic Gaussian diffusions, and their (deterministic) perturbations.

A Gaussian diffusion operator is a second order differential operator of the form

\[ L = \left( Ax, \frac{\partial}{\partial x} \right) + \frac{1}{2} tr \left( G \frac{\partial^2}{\partial x^2} \right), \]  

where \( x \in \mathbb{R}^m \), \( A \) and \( G \) are \( m \times m \)-matrices, the matrix \( G \) being symmetric and non-negative-definite. The corresponding parabolic equation \( \frac{\partial u}{\partial t} = Lu \) can be written more explicitly as

\[ \frac{\partial u}{\partial t} = A_{ij} x_i \frac{\partial u}{\partial x_j} + \frac{1}{2} G_{ij} \frac{\partial^2 u}{\partial x_i \partial x_j}. \]  

The Green function of the corresponding Cauchy problem is by definition the solution \( u_G(t, x, x_0) \) of (1.2) with initial condition

\[ u_G(0, x, x_0) = \delta(x - x_0), \]

where \( \delta \) is Dirac’s \( \delta \)-function.

We shall say that a square matrix is degenerate or singular, if its determinant vanishes.

The following fact is well-known.
Proposition 1.1 If the matrix

\[ E = E(t) = \int_0^t e^{A \tau} G e^{A' \tau} d\tau \] (1.3)

is non-singular (at least for small \( t > 0 \)), then

\[ u_G(t, x, x_0) = (2\pi)^{-m/2} (\det E(t))^{-1/2} \exp\left\{ -\frac{1}{2} \left( E^{-1}(x_0 - e^{At} x), x_0 - e^{At} x \right) \right\}. \] (1.4)

Non-singularity of \( E \) is a necessary and sufficient condition for the Green function of (1.2) to be smooth in \( x, t \) for \( t > 0 \).

We shall sketch several proofs of this simple but important result.

First proof. Let \( f(t, p) \) be the Fourier transform of \( u_G(t, x, x_0) \) with respect to the variable \( x \). Then \( f(t, p) \) satisfies the equation

\[ \frac{\partial f}{\partial t} = - \left( A' p, \frac{\partial f}{\partial p} \right) - \left( \frac{1}{2} (Gp, p) + \text{tr} A \right) f \]

and the initial condition \( f(0, p) = (2\pi)^{-m/2} \exp\{ -ipx_0 \} \). Solving this linear first order partial differential equation by means of the standard method of characteristics, yields

\[ f = (2\pi)^{-m/2} \exp\{ -i(x_0, e^{-A' t} p) - \frac{1}{2} (E(t)e^{-A' t} p, e^{-A' t} p) - t \text{tr} A \}. \]

Taking the inverse Fourier transform of \( f \) and changing the variable of integration \( p \mapsto q = e^{-A' t} p \) one gets

\[ u_G = (2\pi)^{-m} \int \exp\{ i(e^{At} x - x_0, q) - \frac{1}{2} (E(t)q, q) \} dq, \]

which is equal to (1.4).

Second proof. This proof uses the theory of Gaussian stochastic processes. Namely, we associate with the operator (1.2) the stochastic process defined by the stochastic differential equation

\[ dX = AX \, dt + \sqrt{G} \, dW; \] (1.5)
where $\sqrt{G}$ is the symmetric non-negative-definite square root of $G$ and $W$ is the standard $m$-dimensional Brownian motion (or Wiener process). Its solution with initial data $X(0) = X_0$ is given by

$$X(t) = e^{At}X_0 + \int_0^t e^{A(t-\tau)} \sqrt{G} dW(\tau).$$

Direct calculations show that the correlation matrix of the process $X(t)$ is given by formula (1.4). Therefore, the probability density of the transition $x \to x_0$ in time $t$ is given by (1.3) and by the general theory of diffusion processes (see, e.g. [Kal]), this transition probability is just the Green function for the Cauchy problem of equation (1.2).

Other proofs. Firstly, one can check by direct calculations that the function given by (1.4) satisfies equation (1.2) and the required initial condition. Secondly, one can deduce (1.4) using the WKB method, as shown at the end of Section 3.1. Lastly, one can also get (1.4) by the method of ”Gaussian substitution”, which will be described in Section 1.4, where the Green function for stochastic complex Gaussian diffusions will be constructed in this way.

We discuss now the connection between the non-singularity property of $E$ and a general analytic criterion for the existence of a smooth Green function for second order parabolic equations. It is convenient to work in coordinates, where the matrix $G$ is diagonal. It is clear that the change of the variables $x \to Cx$, for some non-singular matrix $C$, changes the coefficients of the operator $L$ by the law

$$A \to CAC^{-1}, \quad G \to CGC'.$$

Therefore, one can always choose coordinates such that

$$L = (Ax, \frac{\partial}{\partial x}) + \frac{1}{2} \sum_{j=n+1}^m \frac{\partial^2}{\partial x_j^2}, \quad (1.6)$$

where $m - n = \text{rank } G$. It is convenient to introduce a special notation for the coordinates involving the second derivatives. From now we shall denote by $x = (x_1, ..., x_n)$ the first $n$ coordinates and by $y = (y_1, ..., y_k)$, where $k = m - n$, the remaining ones. In other
words, the coordinate space is considered to be decomposed into the direct sum
\[ \mathbb{R}^m = \mathbb{R}^{n+k} = \mathbb{R}^n \oplus \mathbb{R}^k = X \oplus Y, \] (1.7)
and \( L \) can be written in the form
\[ L = L_0 + \frac{1}{2} \Delta_y, \] (1.6')
where \( \Delta_y \) is the Laplace operator in the variables \( y \), and
\[ L_0 = (A^{xx} x, \frac{\partial}{\partial x}) + (A^{xy} y, \frac{\partial}{\partial x}) + (A^{yx} x, \frac{\partial}{\partial y}) + (A^{yy} y, \frac{\partial}{\partial y}) \]
with
\[ A = \begin{pmatrix} A^{xx} & A^{xy} \\ A^{yx} & A^{yy} \end{pmatrix} \] (1.8)
according to the decomposition (1.7). The operator (1.6’) has the so called Hörmander form. Application of the general theory of such operators (see, e.g. [IK]) to the case of the operator (1.6’) gives the following result.

**Proposition 1.2.** Let \( \text{Id} \) be the ideal generated by \( \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_k} \) in the Lie algebra of linear vector fields in \( \mathbb{R}^{n+k} \) generated by \( L_0 \) and \( \frac{\partial}{\partial y_1}, \ldots, \frac{\partial}{\partial y_k} \). The equation
\[ \frac{\partial u}{\partial t} = (L_0 + \frac{1}{2} \Delta_y)u \]
in \( \mathbb{R}^{n+k} \) has a smooth Green function for \( t > 0 \) if and only if the dimension of the ideal \( \text{Id} \) is maximal, i.e. it is equal to \( n + k \).

Due to Proposition 1.1, the condition of Proposition 1.2 is equivalent to the non-singularity of the matrix \( E \). We shall prove this fact directly in the next section by giving as well the classification of the main terms of the small time asymptotics of the matrix \( E^{-1} \) for the processes satisfying the conditions of Proposition 1.2. We conclude this section by a simple description of the ideal \( \text{Id} \).
Lemma 1.1 The ideal $I_d$ is generated as a linear space by the vector fields

$$\frac{\partial}{\partial y_j}, [\frac{\partial}{\partial y_j}, L_0], [[\frac{\partial}{\partial y_j}, L_0], L_0], ..., j = 1, ..., k,$$

or, more explicitly, by $\frac{\partial}{\partial y_j}, j = 1, ... k$, and the vector fields, whose coordinates in the basis $\{\frac{\partial}{\partial x_i}\}, i = 1, ..., n$, are given by the columns of the matrices $(A^{xy})^l A^{xy}, l = 0, 1, ...$

Proof.

$$\left[\frac{\partial}{\partial y_j}, L_0\right] = (A^{yy})_{ij} \frac{\partial}{\partial y_i} + (A^{xy})_{ij} \frac{\partial}{\partial x_i}.$$ 

Therefore, taking the first order commutators we obtain the vector fields $v^1_j = (A^{xy})_{ij} \frac{\partial}{\partial x_i}$, whose coordinates in the basis $\{\frac{\partial}{\partial x_i}\}$ are given by the columns of the matrix $A^{xy}$. The commutators $[v^1_j, \frac{\partial}{\partial y_j}]$ do not produce new independent vectors. Therefore, new vector fields can be obtained only by the second order commutators

$$[v^1_j, L_0] = (A^{xy})_{ij} (A^{xx})_{li} \frac{\partial}{\partial x_l} + (A^{xy})_{ij} (A^{yx})_{li} \frac{\partial}{\partial y_l},$$

which produce a new set of vector fields $v^2_j = (A^{xx} A^{xy})_{ij} \frac{\partial}{\partial x_i}$ whose coordinates in the basis $\{\frac{\partial}{\partial x_i}\}$ are the columns of the matrix $A^{xx} A^{xy}$. The proof is completed by induction.

2. Classification of Gaussian diffusions by Young schemes

Let $H_0 = A^{xy} Y$ and let $H_m, m = 1, 2, ...$, be defined recurrently by the equation

$$H_m = A^{xx} H_{m-1} + H_{m-1}.$$

In coordinate description, $H_m$ is the subspace of $X = \mathbb{R}^n$ generated by the columns of the matrices $A^{xy}, A^{xx} A^{xy}, ..., (A^{xx})^m A^{xy}$. Let $M$ be the minimal natural number such that $H_M = H_{M+1}$. Clearly $M$
is well defined and \( 0 \leq M \leq n - \dim H_0 \). Moreover, \( \dim Id = n + k \), iff \( H_M = X \), or equivalently iff \( \dim H_m = n \).

**Lemma 2.1.** If the correlation matrix \( E \) given by (1.3) corresponding to the operator (1.6') is non-singular, then \( \dim Id = n + k \).

**Proof.** Suppose \( \dim Id < n + k \) and consequently \( \dim H_M < n \). Then one can choose a basis in \( X \) whose first \( n - \dim H_M \) vectors belong to the orthogonal complement \( H_M^\perp \) of \( H_M \). In this basis, the first \( n - \dim H_M \) rows of the matrix \( A \) given by (1.8) vanish and therefore the matrix \( e^{AT}Ge^{AT} \) has the same property for all \( t \), and therefore so does the matrix \( E \). Thus \( E \) is singular.

These arguments show in fact that if \( \dim Id < n + k \), one can reduce the Gaussian process defined by the operator \( L \) to a process living in a Euclidean space of lower dimension. From now on we suppose that \( \dim Id = n + k \) and thus \( H_M = X \). The natural number \( M + 1 \) will be called further the degree of singularity of the Gaussian diffusion. A finite non-increasing sequence of natural numbers is called a Young scheme. Young schemes play an important role in the representation theory of classical groups. The (clearly non-increasing) sequence \( M \) of \( M + 2 \) numbers \( m_M+1 = \dim Y = k \), \( m_M = \dim H_0 \), \( m_{M-1} = \dim H_1 - \dim H_0 \), ..., \( m_0 = \dim H_M - \dim H_{M-1} \) will be called the Young scheme of the operator (1.6'). As we shall show these schemes completely define the main term of the small time asymptotics of the inverse matrix \( E^{-1} \) and therefore of the transition probability or the Green function of the corresponding Gaussian diffusion. To this end, let us decompose \( X = H_M \) in the orthogonal sum:

\[
X = X_0 \oplus \cdots \oplus X_{M-1} \oplus X_M, \tag{2.1}
\]

where \( X_J, J = 0, ..., M \) are defined by the equation \( X_{M-J} \oplus H_{J-1} = H_J \), i.e. each \( X_{M-J} \) is the orthogonal complement of \( H_{J-1} \) in \( H_J \). To simplify the notation we shall sometimes denote \( Y \) by \( X_{M+1} \). The coordinates are therefore decomposed in series \( (x, y) = (x^0, ..., x^{M+1}) \) with the dimension of each series \( x^J = (x^J_1, ..., x^J_{m_J}), J = 0, ..., M + 1 \), being defined by the entry \( m_J \) of the Young scheme \( M \). Evidently in these coordinates the blocks \( A_{J,J+1} \) of the matrix \( A \) vanish whenever \( I > 1 \) for all \( J = 0, ..., M \). Let \( A_J, J = 0, ..., M \), denote the blocks \( A_{J,J+1} \) of \( A \), which are
(m_J \times m_{J+1})\text{-matrices (with } m_J \text{ rows and } m_{J+1} \text{ columns) of rank } m_J, \text{ and let}
\alpha_J = A_J A_{J+1} \cdots A_M, \quad J = 0, \ldots, M.

Let us find the main term $E^0_{IJ}(t)$ of the expansion in small $t$ of the blocks $E_{IJ}(t)$ of the correlation matrix (1.3).

**Lemma 2.2.** In the chosen coordinates, the blocks $E_{IJ}(t)$ of the matrix (1.3) are given by

$$E_{IJ}(t) = E^0_{IJ}(t)(1+O(t)) = \frac{t^{2M+3-(I+J)} \alpha_I \alpha'_J (1+O(t))}{(2M+3-(I+J))(M+1-I)!(M+1-J)!}, \quad (2.2)$$

**Proof.** Let us calculate first the main term of the expansion of the blocks of the matrix $\Omega(t) = e^{At} Ge^{A't}$ in the integral in (1.3), taking into account that according to our assumptions the block $G_{M+1,M+1}$ of $G$ is the unit matrix and all other blocks of $G$ vanish. Writing

$$\Omega(t) = \sum_{p=0}^{\infty} t^p \Omega(p),$$

one has

$$\Omega(p) = \sum_{q=0}^{p} \frac{1}{q!(p-q)!} A^q G(A^{p-q})'.$$ \quad (2.3)

It is easy to see that for $p < (2M + 2) - (I + J)$ the blocks $\Omega(p)_{IJ}$ vanish and for $p = 2M + 2 - (I + J)$ only one term in sum (2.3) survives, namely that with $q = M + 1 - I$, $p - q = M + 1 - J$. Consequently, for this value of $p$

$$\Omega(p)_{IJ} = \frac{1}{(M-I+1)!} \frac{1}{(M-J+1)!} \alpha_I \alpha'_J,$$

which implies (2.2).

It turns out that the matrix $E^0(t) = \{E^0_{IJ}(t)\}$ is invertible and its inverse in appropriate coordinates depends only on the Young scheme $\mathcal{M}$. The following result is crucial.
Lemma 2.3. There exist orthonormal coordinates in $Y$ and (not necessarily orthonormal) coordinates in $X_J$, $J = 0, ..., M$, such that in these coordinates, each matrix $A_J$ has the form

$$A_J = (0, 1_{m_J}), \quad J = 0, ..., M,$$

where $1_{m_J}$ denote the $(m_J \times m_J)$ unit matrix.

Remark. We need the coordinates in $Y$ to be orthonormal in order not to destroy the simple second order part of the operator (1.6').

Proof. Consider the chain

$$X_{M+1} \to X_M = H_0 \to H_1 = X_{M-1} \oplus H_0$$

$$\to H_2 = X_{M-2} \oplus H_1 \to ... \to H_M = X_0 \oplus H_{M-1},$$

where the first arrow stands for the linear map $A^{xy}$ and all other stand for $A^{xx}$. Taking the projection on the first term in each $X_{M-J} \oplus H_{J-1}$ yields the chain

$$X_{M+1} \to X_M \to X_{M-1} \to X_{M-2} \to ... \to X_0,$$  \hspace{1cm} (2.4)

where each arrow stands for the composition $\tilde{A} = Pr \circ A$ of the map $A$ and the corresponding projection. Since

$$X_{M+1} \supset Ker\tilde{A}^{M+1} \supset ... \supset Ker\tilde{A}^2 \supset Ker\tilde{A},$$

one can expand $Y = X_{M+1}$ as the orthogonal sum

$$X_{M+1} = Ker\tilde{A}^1 \oplus (Ker\tilde{A}^2 \oplus Ker\tilde{A}^1) \oplus ...$$

$$\oplus (Ker\tilde{A}^{M+1} \oplus Ker\tilde{A}^M) \oplus (X_{M+1} \ominus Ker\tilde{A}^{M+1}),$$

where $Ker\tilde{A}^j \ominus Ker\tilde{A}^{j-1}$ means the orthogonal complement of $Ker\tilde{A}^{j-1}$ in $Ker\tilde{A}^j$. Now choose an orthonormal basis in $X_{M+1}$ which respects this decomposition, i.e. the first $(m_{M+1} - m_M)$ elements of this basis belong to the first term of this decomposition, the next $(m_M - m_{M-1})$ elements belong to the second term and so on. The images of the basis vectors under the action of $\tilde{A}^j$ in the
chain (2.4) define the basis in $X_{M-j+1}$ (not necessarily orthonormal). The coordinates in $X \oplus Y$ defined in such a way satisfy the requirements of the Lemma.

**Corollary.** In the coordinates of Lemma 2.3, if $J \geq I$, then

$$\alpha_I = (0,1_{m_I}), \quad \alpha_I \alpha_J' = (0,1_{m_J}), \quad \text{(2.5)}$$

where the matrix $0$ in the first and second formulas are vanishing matrices with $m_I$ rows and $m_M - m_I$ (resp. $m_I - m_I$) columns.

**Lemma 2.4.** If $E^0_{IJ}(t)$ is defined by (2.2) and (2.5), then by changing the order of the basis vectors one can transform the matrix $E^0(t)$ to the block-diagonal matrix with $m_0$ square blocks $\Lambda_{M+2}$, $(m_0 - m_1)$ square blocks $\Lambda_{M+1}$,..., $(m_M - m_{M-1})$ blocks $\Lambda_2$, and $m_M + 1 - m_M$ one-dimensional blocks $\Lambda_1 = t$, where $\Lambda_p(t)$ denotes the $(p \times p)$-matrix with entries

$$\Lambda_p(t)_{ij} = \frac{t^{2p+1-(i+j)}}{(2p+1-(i+j))(p-i)!(p-j)!}, \quad i, j = 1, \ldots, p. \quad \text{(2.6)}$$

**Proof.** It is straightforward. Let us only point out that the block representation of $E^0$ in the blocks $E^0_{IJ}$ corresponds to the partition of the coordinates in the parts corresponding to the rows of the Young scheme $M$, and the representation of $E^0$ in the block-diagonal form with blocks (2.6) stands for the partition of coordinates in parts corresponding to the columns of the Young scheme $M$.

**Example.** If the Young scheme $M = (3, 2, 1)$, i.e. if $M = 1$, \(\dim Y = \dim X = 3\) and $X = X_0 \oplus X_1$ with $\dim X_0 = 1$, $\dim X_1 = 2$, the matrices $A$ and $E^0(t)$ in the coordinates of Lemma 2.3 have the forms respectively

$$
\begin{pmatrix}
\star & 0 & 1 & 0 & 0 & 0 \\
\star & \star & \star & 0 & 1 & 0 \\
\star & \star & \star & 0 & 0 & 1 \\
\star & \star & \star & \star & \star & \star \\
\star & \star & \star & \star & \star & \star
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
t^5 \\
\frac{t^4}{4} \frac{t^4}{2} \\
0 \\
\frac{t^3}{3} \\
\frac{t^2}{2} \\
0
\end{pmatrix}
\begin{pmatrix}
0 & t^4 & 0 & t^3 & 0 & t^2 & 0 \\
0 & t^3 & 0 & t^2 & 0 & t & 0 \\
0 & t^2 & 0 & t & 0 & t & 0 \\
0 & t & 0 & t & 0 & t & 0 \\
0 & 0 & 0 & t & 0 & t & 0 \\
0 & 0 & 0 & 0 & 0 & t & 0
\end{pmatrix}.
$$
where the entries denoted by $\ast$ are irrelevant. Clearly by change of order of the basis, $E^0$ can be transformed to
\[
\begin{pmatrix}
\frac{t^5}{5} & \frac{t^4}{4} & \frac{t^3}{3} & 0 & 0 & 0 \\
\frac{t^4}{4} & \frac{t^3}{3} & \frac{t^2}{2} & 0 & 0 & 0 \\
\frac{t^3}{3} & \frac{t^2}{2} & t & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{t^3}{3} & \frac{t^2}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{t^3}{3} & t \\
0 & 0 & 0 & 0 & 0 & t
\end{pmatrix} = \begin{pmatrix}
\Lambda_3(t) & 0 & 0 \\
0 & \Lambda_2(t) & 0 \\
0 & 0 & \Lambda_1(t)
\end{pmatrix}.
\]

**Lemma 2.5.**

(i) \[\det \Lambda_p(t) = t^{p^2} \frac{2! \cdot \ldots \cdot (p-1)!}{p!(p+1)! \ldots (2p-1)!},\]

(ii) the matrix $E^0(t)$ is non-singular and in the coordinates of Lemma 2.3 its determinant is equal to

\[\det E^0(t) = (\det \Lambda_1(t))^{m_{M+1} - m_M} (\det \Lambda_2(t))^{m_M - m_{M-1}} \ldots (\det \Lambda_{M+2}(t))^{m_0 - m_1};\]

(iii) the maximal negative power of $t$ in the small time asymptotics of the entries of $(E^0(t))^{-1}$ is $-(2M+3)$ and there are exactly $m_0$ entries that have this maximal power.

**Proof.** (ii) and (iii) follow directly from Lemma 2.4. To prove (i) notice that

\[\det \Lambda_p(t) = [2! \ldots (p-1)!]^{-2} \det \lambda_p(t),\]

where $\lambda_p(t)$ is the matrix with entries

\[\lambda_p(t)_{ij} = \frac{t^{2p+1-(i+j)}}{2p + 1 - (i+j)}.
\]

In order to see clearly the structure of these matrices, let us write down explicitly the first three representatives:

\[\lambda_1(t) = t, \quad \lambda_2(t) = \begin{pmatrix}
\frac{t^3}{3} \\
\frac{t^2}{2} \\
t
\end{pmatrix}, \quad \lambda_3(t) = \begin{pmatrix}
\frac{t^5}{5} & \frac{t^4}{4} & \frac{t^3}{3} \\
\frac{t^4}{4} & \frac{t^3}{3} & \frac{t^2}{2} \\
\frac{t^3}{3} & \frac{t^2}{2} & t
\end{pmatrix}.
\]
The determinant of these matrices is well known (see, e.g. [Ak]) and can be easily found to be:

\[ \det \lambda_p(t) = \frac{[2! \cdot 3! \cdot \ldots \cdot (p - 1)!]^3}{p!(p + 1)! \ldots (2p - 1)!} t^{p^2}, \quad (2.9) \]

which implies (i).

The entries of the matrices \( \Lambda_p(t) \) and therefore of \( (E^0(t))^{-1} \) can be calculated by rather long recurrent formulas. It turns out that these entries are always integer multipliers of negative powers of \( t \), for example, 
\[
(\Lambda_1(t))^{-1} = \frac{1}{t},
\]

\[
(\Lambda_2(t))^{-1} = \begin{pmatrix} \frac{12}{t^2} & -\frac{6}{t} \\ -\frac{6}{t} & \frac{4}{t} \end{pmatrix}, \quad
(\Lambda_3(t))^{-1} = \begin{pmatrix} \frac{6!}{t^7} & \frac{-6!}{2t^5} & \frac{-60}{t^4} \\ \frac{6!}{2t^4} & \frac{192}{t^3} & -\frac{36t}{t^2} \\ \frac{6!}{6t^3} & \frac{-36t}{t^2} & -\frac{6}{t} \end{pmatrix}.
\]

Therefore, we have proved the following result.

**Theorem 2.1.** For an arbitrary Gaussian diffusion in the Euclidean space \( \mathbb{R}^m \) whose correlation matrix is non-singular (or equivalently, whose transition probability has smooth density), there exists a scheme \( M = (m_{M+1}, m_M, \ldots, m_0) \) such that \( \sum_{j=0}^{M+1} m_j = m \), and a coordinate system \( z \) in \( \mathbb{R}^m \) such that in these coordinates the inverse \( E(t)^{-1} \) of the correlation matrix (1.3) has the entries

\[
E_{ij}^{-1}(t) = (E^0)^{-1}_{ij}(t)(1 + t),
\]

where \( E^0(t) \) is an invertible matrix that depends only on \( Y_L \), and which is described in Lemmas 2.4, 2.5. The Green function for small \( t \) has the form

\[
u_G(t, z; z_0) = (2\pi)^{-n/2}(1 + O(t)) \exp\left\{-\frac{1}{2}(E^{-1}(t)(z_0 - e^{At}z), z_0 - e^{At}z)\right\} \times [(\det \Lambda_1(t))^{k-m_M}(\det \Lambda_2(t))^{m_M-m_{M-1}} \ldots (\det \Lambda_{M+2}(t))^{m_0-m_1}]^{-1/2}.
\]

(2.10)

In particular, the coefficient of the exponential in (2.8) has the form of a constant multiple of \( t^{-\alpha} \) with

\[
\alpha = \frac{1}{2}[(m_{M+1} - m_M) + 2(m_M - m_{M-1} + \ldots + (M+2)^2 m_0)].
\]

(2.11)
Conversely we have

**Theorem 2.2.** For any Young scheme $\mathcal{M}$ satisfying the conditions of Theorem 2.1, there exists a Gaussian diffusion, for which the small time asymptotics of its Green function is (2.8). Moreover, there exists a Gaussian diffusion for which the matrix $E^0(t)$ of the principle term of the asymptotic expansion of $E$ is the exact correlation matrix.

For example, if in the example with $\mathcal{M} = (3, 2, 1)$ considered above, one places zero instead of all the entries denoted by "stars" in the expression for $A$, one gets a diffusion for which $E^0(t)$ is the exact correlation matrix.

Notice that the case of a Young scheme consisting of only one element (i.e. the case $M + 1 = 0$) corresponds to the case of non-singular diffusion.

### 3. Long time behaviour of the Green function for Gaussian diffusions

This section lies somewhat apart from the main line of the exposition. Here the large time asymptotics is discussed for some classes of Gaussian diffusions including the most commonly used Ornstein-Uhlenbeck and oscillator processes. One aim of this section is to demonstrate that the small time asymptotics classification given in the previous section has little to do with the large time behaviour. Even the property of non-singularity of the matrix $G$ of second derivatives in the expression for the corresponding operator $L$ has little relevance. The crucial role in the long time behaviour description belongs to the eigenvectors of the matrix $A$ together with a "general position" property of these eigenvectors with respect to the matrix $G$. We consider two particular cases of the operator (1.1) with the matrix $A$ being antisymmetric and with $A$ having only real eigenvalues.

First let $A$ be antisymmetric so that the evolution $e^{At}$ is orthogonal and there exists a unitary matrix $U$ such that $U^{-1}AU$ is diagonal. Let the rank of $A$ be $2n \leq m$. Then one can write down the spectrum of $A$ as

$$i\lambda_1, ..., i\lambda_k, -i\lambda_1, ..., -i\lambda_k, 0, ..., 0$$
with \( \lambda_1 > \lambda_2 > ... > \lambda_k > 0 \), and to order the unit eigenvectors as follows

\[
\begin{align*}
v_1^1, & \ldots, v_1^j_1, v_1^2, \ldots, v_1^k, ... , v_1^{j_k}, \\
v_1^{k+1}, & \ldots, v_1^{j_1+1}, v_1^{k+2}, \ldots, v_1^{2k}, ... , v_1^{j_1+k}, v_1^{2k+1}, ... , v_m^{2n}.
\end{align*}
\] (3.1)

where \( j_1 + \ldots + j_k = n \), the vectors \( v_1^1, \ldots, v_1^j_1, l = 1, \ldots, k \), and their complex conjugates \( v_1^{k+l} = \bar{v}_1^l, \ldots, v_1^{j_1+k} = \bar{v}_1^j \), correspond to the eigenvalues \( i\lambda_l \) and \(-i\lambda_l \) respectively, and the vectors \( v_1^{2k+1}, \ldots, v_m^{2n} \) belong to the kernel of \( A \). With these notation, the columns of \( U \) are the components of the vectors (3.1) and an arbitrary operator \( B : \mathcal{R}^m \to \mathcal{R}^m \) is represented in the basis (3.1) by a matrix \( \beta = U^*BU \) given by rectangular blocks \( \beta_{IJ} \), \( I, J = 1, \ldots, 2k + 1 \). The correlation matrix (1.3) becomes \( \tilde{E}(t)U^* \) with

\[
\tilde{E}(t) = \int_0^t D(s)U^*GD^*(s)\, ds = \int_0^t D(s)\Gamma D^*(s)\, ds,
\]

where \( D(s) \) is diagonal with diagonal elements \( e^{\pm i\lambda_j} \) and 1, and the matrix \( \Gamma = U^*GU \) consists of the blocks

\[
(\Gamma_{IJ})_{lp} = (\bar{v}_l^I, GV_p^J), \quad l = 1, \ldots, I, \quad p = 1, \ldots, J.
\]

For \( I = J \) these blocks are clearly nonnegative-definite selfadjoint \((j_I \times j_I)\)-matrices.

**Proposition 3.1.** If for all \( I = 1, \ldots, 2k + 1 \) the square blocks \( \Gamma_{II} \) are non-singular, then

\[
\det E(t) = t^m \prod_{I=1}^{2k+1} \det \Gamma_{II}(1 + O(t)),
\]

as \( t \to \infty \), moreover

\[
(\tilde{E}^{-1})_{IJ} = \begin{cases}
(t\Gamma_{II})^{-1}(1 + O(1/t)), & J = I, \\
O(t^{-2}), & J \neq I.
\end{cases}
\]

**Proof.** There are algebraic manipulations, which we omit.
Notice that the non-singularity assumption in Proposition 3.1 is quite different from the non-singularity assumption of the matrix $G$ that defines the second order part of the diffusion operator. In order to meet the hypothesis of Proposition 3.1 it is enough that the rank of $G$ be equal to the maximal multiplicity of the eigenvalues of $A$. For example, if the eigenvalues of $A$ are different, then the hypothesis of Proposition 3.1 means just that $(v_j, Gv_j) \neq 0$ for all eigenvalues $v_j$ of $A$, and it can be satisfied by the one-dimensional projection. From Proposition 3.1 it follows that the large time asymptotics of the Green function (1.4) in this situation is similar to the standard diffusion with the unit matrix $G$ and vanishing drift.

**Corollary.** Let the hypothesis of Proposition 3.1 hold and let all (necessarily positive) eigenvalues of all blocks $(\Gamma^{II})^{-1}$, $I = 1, ..., 2k+1$, lie inside the interval $[\beta_1, \beta_2]$. Then for arbitrary $\epsilon > 0$ and sufficiently large $t$, the Green function (1.4) satisfies the two-sided estimates

$$
(2\pi t)^{-m/2} \left( \prod_{I=1}^{2k+1} \det \Gamma^{II} \right)^{-1/2} (1-\epsilon) \exp\left\{ -\frac{1}{2} \beta_2 \|x_0 - e^{At} x\|^2 \right\} \leq u_G(t, x; x_0)
$$

$$
\leq (2\pi t)^{-m/2} \left( \prod_{I=1}^{2k+1} \det \Gamma^{II} \right)^{-1/2} (1+\epsilon) \exp\left\{ -\frac{1}{2} \beta_1 \|x_0 - e^{At} x\|^2 \right\}.
$$

An example of this situation is given by the stochastic process defined by the motion of the classical oscillator perturbed by a force given by white noise.

Now let us assume that $A$ has only real eigenvalues $\lambda_j$. For simplicity assume $A$ is diagonalisable with $k$ positive eigenvalues $\mu_1 \geq \ldots \geq \mu_k > 0$, $l$ vanishing eigenvalues, and $m - k - l$ negative eigenvalues $0 > -\nu_{k+l+1} \geq \ldots \geq -\nu_m$. The matrix (1.3) has the entries $E_{ij} = (e^{(\lambda_i + \lambda_j)t} - 1)(\lambda_i + \lambda_j)^{-1}G_{ij}$ if $\lambda_i + \lambda_j \neq 0$, and $E_{ij} = tG_{ij}$, if $\lambda_i + \lambda_j = 0$. One easily derives the following:

**Proposition 3.2.** Let the quadratic matrices $B_1, B_2, B_3$ be non-degenerate, where $(B_1)_{ij} = (\mu_i + \mu_j)^{-1}G_{ij}$ with $i, j = 1, \ldots, k$, $(B_2)_{ij} = tG_{ij}$ with $i, j = k+1, \ldots, k+l$, and $(B_3)_{ij} = (\nu_i + \nu_j)^{-1}G_{ij}$.
with \(i, j = k + l + 1, \ldots, n\). Then, as \(t \to \infty\),

\[
\det E(t) = \exp \left\{ 2 \sum_{j=1}^{k} \mu_j t \right\} \det B_1 \det B_2 \det B_3 (1 + O(t)),
\]

moreover, \((E(t)^{-1})_{ij}\) is exponentially small whenever \(i\) or \(j\) does not exceed \(k\), and \((E(t)^{-1})_{ij}\) have a finite limit whenever both \(i, j > k + l\).

This result implies the corresponding asymptotics for the Green function (1.4). An example of this situation is given by the diffusion operator of the Orstein-Uhlenbeck process. The cases where \(A\) has nontrivial Jordan blocks can be considered similarly. Let us point out finally that two-dimensional diffusions described by

\[
A = \begin{pmatrix} 0 & 1 \\ -\beta & 0 \end{pmatrix}, \quad G = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \text{and} \quad A = \begin{pmatrix} 0 & 1 \\ 0 & -\beta \end{pmatrix}, \quad G = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix},
\]

(the oscillator process and Orstein-Uhlenbeck process respectively) belong to the two different classes described in Propositions 3.1 and 3.2 respectively but from the point of view of the small time asymptotics classification of the previous section they belong to the same class given by the Young scheme (1,1).

The results of this section can be used to estimate the escape rate of transient Gaussian processes defined by equation (1.5) and also of perturbations of them; see [AHK1],[AK],[K2], and section 1.5.
4. Complex stochastic Gaussian diffusion

It is well-known that the Green function of the Cauchy problem for partial differential equations depending quadratically on position and derivatives, i.e. on $x$ and $\partial/\partial x$, has Gaussian form, see e.g. Proposition 1.1 for the case of diffusion. It was realised recently that stochastic generalisations of such equations are of importance for many applications. We present here a simple method for effective calculation of the corresponding Green functions. However, in order not to get lost in complexities we shall not consider the most general case but reduce the exposition to a class of such equations which contains the most important examples for the theory of stochastic filtering, quantum stochastic analysis and continuous quantum measurements. Namely, let us consider the equation

$$d\psi = \frac{1}{2}(G\Delta \psi - \beta x^2 \psi) \, dt + \alpha x \psi \, dB; \quad \psi = \psi(t, x, [B]),$$

where $x \in \mathcal{R}^m$, $dB = (dB^1, ..., dB^m)$ is the stochastic differential of the standard Brownian motion in $\mathcal{R}^m$, and $G, \beta, \alpha$ are complex constants such that $|G| > 0$, $ReG \geq 0$, $Re\beta \geq |\alpha|^2$. The last two conditions ensure the conservativity of the system, namely that the expectation of $||\psi||^2$ is not increasing in time, which one checks by the formal application of the Ito formula. To justify these calculations one needs actually the well-posedness of the Cauchy problem for equation (4.1) that follows for instance from the explicit expression for the Green function given below. We suppose also for simplicity that $ImG$ and $Im\beta$ are nonnegative.

Let us discuss the main examples. If $G, \alpha, \beta$ are real, (4.1) is the so called stochastic heat equation, which is also the simplest example of Zakai’s equation [Za] of stochastic filtering theory. Its exact Green function was apparently first given in [TZ1] for $\alpha = G = \beta = 1$ and in [TZ2] for $\alpha = G = 1$, $\beta > 1$. In the latter case it was called in [TZ2] the stochastic Mehler formula, because in the deterministic case $\alpha = 0$, $G, \beta$ positive this formula describes the evolution of the quantum oscillator in imaginary time and is sometimes called Mehler’s formula. If $\alpha, G$ are purely imaginary and $Re\beta = |\alpha|^2$, (4.1) represents a unitary stochastic Schrödinger equation, which appeared recently in stochastic models of unitary
evolution, see [HP], [TZ1], [K2]. It can be obtained by the formal quantisation of a classical system describing a Newtonian free particle or an oscillator perturbed by a white noise force (see next Section). The explicit Green function for that equation was given in [TZ1]. If $G$ is imaginary, $\alpha$ real (more generally, $\alpha$ complex) and $Re\beta = |\alpha|^2$, equation (4.1) represents the simplest example of the Belavkin quantum filtering equation describing the evolution of the state of a free quantum particle or a quantum oscillator (when $Im\beta = 0$ or $Im\beta > 0$ respectively) under continuous (indirect but non-demolition) observation of its position, see [Be1],[Be2] and Appendix A. When $\alpha = \beta = 1$, $G = i$, the Green function was constructed in [BK], [K4] and a generalisation was given in [K1]. It is worth mentioning that in this case, it is physically more relevant (see Appendix A) to consider the Brownian motion $B$ (which is interpreted as the output process) to have nonzero mean, and to be connected with the standard (zero-mean) Wiener process $W$ (called in the filtering theory the innovation process) by the equation $dB = dW + 2<x>_\psi dt$, where $<x>_\psi = \int x|\psi|^2(x) dx\|\psi\|^{-1}$ is the mean position of the normalised state $\psi$. Since in quantum mechanics one is interested in normalised solutions, it is convenient to rewrite equation (4.1) (using Ito’s formula) in terms of the normalised state $\phi = \psi\|\psi\|^{-1}$ and the ”free” Wiener process $W$ to obtain, in the simplest case $\alpha = \beta = 1$, $G = i$, the following norm preserving but nonlinear equation

$$d\phi = \frac{1}{2} \left( i\Delta \phi - (x - <x>\phi)^2 \phi \right) dt + (x - <x>\phi)\phi dW.$$ (4.2)

This equation and its generalisations are extensively discussed in current physical literature on open systems, see e.g. [BHH], [QO], and also Appendix A. It is worth while noting that the equation

$$d\phi = \frac{1}{2} (\beta \Delta \phi - Gx^2 \phi) dt + \alpha i \frac{\partial}{\partial p} \phi dB, \quad \phi = \phi(t, p, [B]), \quad (4.1')$$

which can be obtained from (4.1) by Fourier transformation, describes (under the appropriate choice of the parameters) the evolution of a quantum particle or an oscillator under the continuous observation of its momentum (see [Be1]).
In view of so many examples it seems reasonable to give a unified deduction of a formula describing all these situations, which is done below in Theorem 4.1.

To obtain the Green function for equation (4.1) we calculate first the dynamics of the Gaussian functions

$$\psi(x) = \exp\left\{ -\frac{\omega}{2} x^2 + z x - \gamma \right\}, \quad (4.3)$$

where $\omega, \gamma$ and the coordinates of the vector $z$ are complex constants and $\Re \omega > 0$. It turns out that the Gaussian form of a function is preserved by the dynamics defined by (4.1).

**Proposition 4.1.** For an initial function of Gaussian form (4.3) with arbitrary initial $\omega_0, z_0, \beta_0$, solution to the Cauchy problem for (4.1) exists and has Gaussian form (4.3) for all $t > 0$. Moreover, the dynamics of the coefficients $\omega, z, \gamma$ is given by the differential equations

$$\begin{cases}
\dot{\omega} = -G\omega^2 + (\beta + \alpha^2) \\
\dot{z} = -\omega Gz \, dt + \alpha \, dB \\
\dot{\gamma} = \frac{1}{2}G(\omega - z^2)
\end{cases} \quad (4.4)$$

**Proof.** Let us write down the dynamics of $z$ with undetermined coefficients $dz = z_t \, dt + z_B \, dB$ and let us assume the dynamics of $\omega$ to be non-stochastic: $d\omega = \dot{\omega} \, dt$, $d\gamma = \dot{\gamma} \, dt$. (This is justified because inserting the differentials of $\omega$ or $\gamma$ in (4.1) with non-vanishing stochastic terms, yields a contradiction.) Inserting $\psi$ of form (4.3) in (4.1) and using Ito’s formula, yields

$$-\frac{1}{2} \dot{\omega} x^2 \, dt + x \, dz - \dot{\gamma} \, dt + \frac{1}{2} \dot{z}^2 \, z_B^2 \, dt$$

$$= \frac{1}{2} \left[ G((-\omega x + z)^2 - \omega) - \beta x^2 \right] \, dt + \alpha x \, dB.$$  

Comparing coefficients of $dB$, $x^2 dt$, $x dt$, $dt$ yields (4.4).

**Remark.** For the purposes of quantum mechanics it is often convenient to express the Gaussian function (4.2) in the equivalent form

$$g_{\omega, \beta}^\alpha(x) = c \exp\left\{ -\frac{\omega}{2} (x - q)^2 + ipx \right\}, \quad (4.5)$$
where real $q$ and $p$ are respectively the mean position and the mean momentum of the Gaussian function. One deduces from (4.4) that the dynamics of these means under the evolution (4.1) is given by the equations

\[
\begin{aligned}
dq &= \frac{1}{\text{Re} \omega} [\text{Im}(G\omega)p - \text{Re}(\beta + \alpha^2)q] \, dt + \frac{\text{Re} \alpha}{\text{Re} \omega} \, dB \\
dp &= -\frac{1}{\text{Re} \omega} [\text{Im}(\bar{\omega}(\beta + \alpha^2))q + |\alpha|^2 p \text{Re} G] \, dt + \frac{\text{Im}(\bar{\omega} \alpha)}{\text{Re} \omega} \, dB.
\end{aligned}
\]

The solution of equation (4.4) can be found explicitly. Namely, let

\[
\sigma = \sqrt{\frac{\beta + \alpha^2}{G}} \equiv \sqrt{\left| \frac{\beta + \alpha^2}{G} \right|} \exp \left\{ \frac{i}{2} \arg \frac{\beta + \alpha^2}{G} \right\}. \tag{4.6}
\]

Since $\text{Im} G \geq 0$ and $\text{Re} \beta \geq |\alpha|^2$ one sees that $-\frac{\pi}{2} \leq \arg \sigma \leq \frac{\pi}{2}$. The solution to the first equation in (4.4) is

\[
\omega(t) = \begin{cases} 
\frac{\omega_0 \coth(\sigma G t) + \sigma}{\omega_0 + \sigma \coth(\sigma G t)}, & \sigma \neq 0 \\
\omega_0 (1 + t \text{G} \omega_0)^{-1}, & \sigma = 0.
\end{cases} \tag{4.7}
\]

In the case $\omega_0 \neq \sigma$ the first formula in (4.7) can be also written in the form

\[
\omega = \sigma \coth(\sigma G t + \Omega(\omega_0)), \quad \Omega(\omega_0) = \frac{1}{2} \log \frac{\omega_0 + \sigma}{\omega_0 - \sigma}. \tag{4.8}
\]

This implies the following result.

**Proposition 4.2.** For an arbitrary solution of form (4.3) of equation (4.1)

\[
\lim_{t \to \infty} \omega(t) = \sigma.
\]

From the second equation of (4.4) one gets

\[
\begin{aligned}
\z(t) &= \exp \{ -G \int_0^t \omega(s) \, ds \} (z_0 + \int_0^t \exp \{ G \int_0^\tau \omega(s) \, ds \} \, dB(\tau)).
\end{aligned} \tag{4.9}
\]

Furthermore, since

\[
\int_0^t \coth(\sigma G \tau + \Omega(\omega_0)) \, d\tau = \frac{1}{G \sigma} \left[ \log \sinh(\sigma G t + \Omega(\omega_0)) - \log \frac{\sigma}{\sqrt{\omega_0^2 - \sigma^2}} \right],
\]

\[
\int_0^t \coth(\sigma G \tau + \Omega(\omega_0)) \, d\tau = \frac{1}{G \sigma} \left[ \log \sinh(\sigma G t + \Omega(\omega_0)) - \log \right.
\]

\[
\left. \frac{\sigma}{\sqrt{\omega_0^2 - \sigma^2}} \right].
\]

inserting (4.7) in (4.9) yields
\[
z(t) = (\sinh(\sigma G t + \Omega(\omega_0)))^{-1} \left[ \frac{\sigma}{\sqrt{\omega_0^2 - \sigma^2}} z_0 + \alpha \int_0^t \sinh(\sigma G \tau + \Omega(\omega_0)) dB(\tau) \right]
\]  
(4.10)
for \(\sigma \neq 0\), and similarly for \(\sigma = 0\)
\[
z(t) = (1 + t G \omega_0)^{-1} (z_0 + \alpha \int_0^t (1 + \tau G \omega_0) dB(\tau)).
\]  
(4.11)
From the last equation of (4.4) one gets
\[
\gamma(t) = \gamma_0 + \frac{G}{2} \int_0^t (\omega(\tau) - z^2(\tau)) d\tau,
\]  
(4.12)
and thus the following result is proved.

**Proposition 4.3.** The coefficients of the Gaussian solution (4.3) of equation (4.1) are given by (4.7), (4.8), (4.10)-(4.12).

We can prove now the main result of the Section.

**Theorem 4.1.** The Green function \(u_G(t, x; x_0)\) of equation (4.1) exists and has the Gaussian form
\[
u_G(t, x; x_0) = C_G^m \exp\{ -\frac{\omega_G}{2} (x^2 + x_0^2) + \beta_G x x_0 - a_G x - b_G x_0 - \gamma_G\},
\]  
(4.13)
where the coefficients \(C_G, \omega_G, \beta_G\) are deterministic (they do not depend on the Brownian trajectory \(B(t)\)) and are given by
\[
\omega_G = \sigma \coth(\sigma G t), \quad \beta_G = \frac{\sigma}{\sinh(\sigma G t)}^{-1}, \quad C_G = \left( \frac{2\pi}{\sigma} \sinh(\sigma G t) \right)^{-1/2}
\]  
(4.14)
and
\[
\omega_G = \beta_G = \frac{1}{t G}, \quad C_G = (2\pi t G)^{-1/2}
\]  
(4.15)
for the cases \(\sigma \neq 0\) and \(\sigma = 0\) respectively; the other coefficients are given by
\[
a_G = \alpha (\sinh(\sigma G t))^{-1} \int_0^t \sinh(\sigma G \tau) dB(\tau),
\]  
(4.16)
\[ b_G = \sigma G \int_0^t \frac{a(\tau)}{\sinh(\sigma G \tau)} \, d\tau, \quad \gamma_G = \frac{G}{2} \int_0^t a^2(\tau) \, d\tau \quad (4.17) \]

for \( \sigma \neq 0 \) and

\[ a_G = \frac{\alpha}{t} \int_0^t \tau \, dB(\tau), \quad b_G = \int_0^t \frac{a(\tau)}{\tau} \, d\tau, \quad \gamma_G = \frac{1}{2} \int_0^t a^2(\tau) \, d\tau \quad (4.18) \]

for \( \sigma = 0 \).

Remark. It follows in particular that the Green function (4.13) is continuous everywhere except for the case when \( \sigma G \) is purely imaginary, in which case (4.14) has periodical singularities.

Proof. Since the Dirac \( \delta \)-function is the weak limit of Gaussian functions

\[ \psi_0^\epsilon = (2\pi \epsilon)^{-1/2} \exp\{- (x - \xi)/2\epsilon\}, \]

as \( \epsilon \to 0 \), we can calculate \( u_G(t, x, x_0) \) as a limit of solutions \( \psi^\epsilon \) of form (4.3) with initial data

\[ \omega_0^\epsilon = \frac{1}{\epsilon}, \quad z_0^\epsilon = \frac{\xi}{\epsilon}, \quad \gamma_0^\epsilon = \frac{\xi^2}{2\epsilon} + \frac{1}{2} \log 2\pi \epsilon. \quad (4.19) \]

Since clearly

\[ \Omega(\omega_0^\epsilon) = \epsilon \sigma + O(\epsilon^2), \quad (\omega_0^\epsilon - \sigma^2)^{-1/2} \to x_0, \]

as \( \epsilon \to 0 \), substituting (4.19) in (4.7), (4.10), (4.11) yields

\[ \lim_{\epsilon \to 0} \omega^\epsilon = \sigma \coth(\sigma G t), \]

\[ \lim_{\epsilon \to 0} z^\epsilon = (\sinh(\sigma G t))^{-1} \left( \sigma x_0 + \alpha \int_0^t \sinh(\sigma G t) \, dB(\tau) \right) \]

for \( \sigma \neq 0 \) and

\[ \lim_{\epsilon \to 0} \omega^\epsilon = \frac{1}{t G}, \quad \lim_{\epsilon \to 0} z^\epsilon = \frac{1}{t G} \left( x_0 + \alpha \int_0^t t G \, dB(\tau) \right) \]

for \( \sigma = 0 \), which implies (4.16),(4.18) and the first two formulas in (4.14), (4.15). Let us calculate \( \gamma \). If \( \sigma \neq 0 \),

\[ \int_0^t \omega^\epsilon(\tau) \, d\tau = \sigma \int_0^t \coth(\sigma G \tau + \Omega(\omega_0^\epsilon)) \, d\tau \]
\[
\log \sinh(\sigma Gt + \Omega(\omega_0^2) - \log \frac{\sigma}{\sqrt{\omega_0^2 - \sigma^2}} = \log \sinh(\sigma Gt) - \log(\epsilon \sigma) + o(1)
\]

and
\[
\int_0^t \xi^2(\tau) d\tau = -\frac{\sigma}{G} \xi^2 \coth(\sigma Gt) + \frac{\xi^2}{G\epsilon} + o(1)
+ \int_0^t 2x_G\alpha \int_0^\tau \sinh(\sigma Gs) dB(s) + (\alpha \int_0^\tau \sinh(\sigma Gs) dB(s))^2 \sinh^2(\sigma Gt) d\tau.
\]

Substituting these formulas in (4.12) and taking the limit as \( \epsilon \to 0 \) yields the remaining formulas. The simpler case \( \sigma = 0 \) is dealt with similarly.

It is easy now to write down the Green function \( \tilde{u}_G(t,p,p_0) \) of equation (4.1'). Since (4.1') is obtained from (4.1) by the Fourier

\[
\tilde{u}_G(t,p,p_0) = \frac{1}{(2\pi)^m} \int \int u_G(t,x,\xi) \exp\{i\xi p_0 - ixp\} d\xi dx. \quad (4.20)
\]

To evaluate this integral it is convenient to change the variables \((x,\xi)\) to \(y = x + \xi, \eta = x - \xi\). Then (4.20) takes the form
\[
\tilde{u}_G = \left(\frac{C_G}{(4\pi)}\right)^m e^{-\gamma_G} \int \exp\{-\omega_G - \beta_G y^2 - \frac{1}{2} (a_G + b_G - ip_0 + ip)y\} dy
\times \int \exp\{-\omega_G + \beta_G \eta^2 - \frac{1}{2} (a_G - b_G + ip_0 + ip)\eta\} d\eta.
\]

It is easy to evaluate these Gaussian integrals using the fact that \( \omega_G^2 - \beta_G^2 = \sigma^2 \). This yields the following result.

**Proposition 4.4.** The Green function of equation (4.1') has the form
\[
\tilde{u}_G(t,p,p_0) = \left(\frac{C_G}{\sigma}\right)^m \exp\{-\frac{\omega_G}{2\sigma^2} (p^2 + p_0^2) + \frac{\beta_G}{\sigma^2} p_{p0} - \tilde{a}_G p - \tilde{b}_G p_0 - \tilde{\gamma}_G\},
\]

where
\[
\tilde{a}_G = \frac{i}{\sigma^2} (\omega_G a_G + \beta_G b_G), \quad \tilde{b}_G = \frac{i}{\sigma^2} (\omega_G b_G + \beta_G a_G),
\]

(4.21)
The explicit formulas for the Green functions of equations (4.1), (4.1') can be used in estimating the norms of the corresponding integral operators (giving the solution to the Cauchy problem of these equations) in different $L_p$ spaces, as well as in some spaces of analytic functions, see [K7].

The Gaussian solutions constructed here can serve as convenient examples to test various asymptotic methods. Moreover, they often present the principle term of an asymptotic expansion with respect to a small time or a small diffusion coefficient for more complicated models. This will be explained in detail in the following chapters. Furthermore, since the Gaussian solutions are globally defined for all times, they can be used to study the behaviour of the solutions as time goes to infinity and to provide a basis for scattering theory. In the next section we give some results in this direction. To conclude this section let us mention another interesting property of equation 4.1 and the corresponding nonlinear equation 4.2. It was shown that the Gaussian form is preserved by the evolution defined by these equations. However, they certainly have non-Gaussian solutions as well. An interesting fact concerning these solutions is the effect of Gaussianisation, which means that every solution is asymptotically Gaussian as $t \to \infty$. Moreover, unlike the case of the unitary Schrödinger equation of a free quantum particle, where all solutions are asymptotically free waves $e^{ipx}$ (that is, Gaussian packets with the infinite dispersion), the solutions of (4.1), (4.2) tend to a Gaussian function (4.3) with a fixed finite non-vanishing $\omega$. This fact has an important physical interpretation (it is called the watchdog effect for continuous measurement, or the continuous collapse of the quantum state). For Gaussian solutions it is obvious (see Proposition 4.2) and was observed first in [Di2], [Be2]. For general initial data it was proved by the author in [K4] (with improvements in [K7]). We shall now state (without proof) the precise result.

**Theorem 4.2** [K4],[K7]. Let $\phi$ be the solution of the Cauchy problem for equation (4.2) with an arbitrary initial function $\phi_0 \in L_2$, $\|\phi_0\| = 1$. Then for a.a. trajectories of the innovating Wiener
process $W$,
\[
\|\phi - \pi^{1/4} q_{q(t),p(t)}^{1-i}\| = O(e^{-\gamma t})
\]
as $t \to \infty$, for arbitrary $\gamma \in (0, 1)$, where
\[
\begin{align*}
q(t) &= q_W + p_W t + W(t) + \int_0^t W(s) \, ds + O(e^{-\gamma t}) \\
p(t) &= p_W + W + O(e^{-\gamma t})
\end{align*}
\]
for some random constants $q_W, p_W$.

It follows in particular that the mean position of the solution behaves like the integral of the Brownian motion, which provides one of the motivations for the study of this process in the next section.

We note also that finite dimensional analogues of the localisation under continuous measurement and its applications are discussed in [K8], [Ju], [K14], where the notion of the coefficient of the quality of measurement was introduced to estimate this localisation quantitatively.

5. The escape rate for Gaussian diffusions
and scattering theory for its perturbations

In this Section we show how the results of the two previous Sections can be used to estimate the escape rate for Gaussian diffusions and to develop the scattering theory for small perturbations. The results of this section will not be used in other parts of the book. We shall show first how one estimates the escape rate in the simplest nontrivial example, namely for the integral of the Brownian motion. Then more general models will be discussed including the stochastic Schrödinger equation.

Let $W(t)$ be the standard Wiener process in $\mathbb{R}^n$. Consider the system
\[
\dot{x} = p, \quad dp = -\epsilon V'(x) \, dt + dW
\]
with some positive smooth function $V(x)$ and some $\epsilon > 0$. This system describes a Newtonian particle in a potential field $V$ disturbed by a white noise force. The global existence theorem for this system was proved in [AIH]. Firstly, if $V$ vanishes, the solution $x(t)$ of (3.1) is simply the integral of the Brownian motion $Y(t) = \int_0^t W(s) \, ds$. 

Theorem 5.1 [K6],[K2]. If $n > 1$, then, almost surely, $Y(t) \to \infty$, as $t \to \infty$, moreover,

$$\lim_{t \to \infty} \inf(|Y(t)|/g(t)) = \infty \quad (5.2)$$

for any positive increasing function $g(t)$ on $\mathbb{R}_+$ such that $\int_0^\infty (g(t)t^{-3/2})^n \, dt$ is a convergent integral.

Remark. For example, for any $\delta > 0$ the function

$$g(t) = t^{\frac{3}{2} - \frac{1}{n} - \delta}$$

satisfies the conditions of the Theorem.

Proof. For an event $B$ in the Wiener space we shall denote by $P(B)$ the probability of $B$ with respect to the standard Wiener measure. The theorem is a consequence of the following assertion. Let $A$ be a fixed positive constant and let $B_{A,g}^t$ be the event in Wiener space which consists of all trajectories $W$ such that the set $\{Y(s) : s \in [t, t+1]\}$ has nonempty intersection with the cube $[-Ag(t), Ag(t)]^n$. Then

$$P(B_{A,g}^t) = (O(g(t)t^{-3/2}) + O(t^{-1}))^n. \quad (5.3)$$

In fact, (5.3) implies that $\sum_{m=1}^\infty P(B_{A,g}^m) < \infty$, if the conditions of the Theorem hold. Then by the first Borell-Cantelli lemma, only a finite number of the events $B_{A,g}^m$ can hold. Hence there exists a constant $T$ such that $Y(t) \notin [-Ag([t]), Ag([t])]^n$ for $t > T$, where $[t]$ denotes the integer part of $t$. This implies the result.

Let us now prove (5.3). Clearly, it is enough to consider the case $n = 1$. The density $p_t(x,y)$ of the joint distribution of $W(t)$ and $Y(t)$ is well known to be

$$p_t(x,y) = \frac{\sqrt{3}}{\pi t^2} \exp \left\{ -\frac{2}{t} x'^2 + \frac{6}{t^2} xy - \frac{6}{t^3} y^2 \right\}. \quad (5.4)$$

In particular,

$$p_t(x,y) \leq \frac{\sqrt{3}}{\pi t^2} \exp \left\{ -\frac{x^2}{2t} \right\}. \quad (5.4)$$
It is clear that

\[ P(B^t_{Ag}) = P(Y(t) \in [-Ag(t), Ag(t)]) \]

\[ + 2 \int_{-\infty}^{\infty} dy \int_{-\infty}^{\infty} p_t(x, y) \left( \min_{0 \leq \tau \leq 1} (y + \tau x + \int_0^\tau W(s) \, ds) < Ag(t) \right) \, dx \]

The first term of (5.5) is given by

\[ \frac{1}{\sqrt{2\pi t^3}} \int_{-Ag(t)}^{Ag(t)} \exp \left\{ -\frac{y^2}{2t^3} \right\} \, dy \]

and is of order \( O(g(t)t^{-3/2}) \). The second term can be estimated from above by the integral

\[ 2 \int_{Ag(t)}^{\infty} dy \int_{-\infty}^{\infty} p_t(x, y) \left( \min_{0 \leq \tau \leq 1} \tau x + \min_{0 \leq \tau \leq 1} W(\tau) < Ag(t) - y \right) \, dx. \]

We decompose this integral in the sum \( I_1 + I_2 + I_3 \) of three integrals, whose domain of integration in the variable \( x \) are \( \{ x \geq 0 \} \), \( \{ Ag(t) - y \leq x \leq 0 \} \), and \( \{ x < Ag(t) - y \} \) respectively. We shall show that the integrals \( I_1 \) and \( I_2 \) are of order \( O(t^{-3/2}) \) and the integral \( I_3 \) is of order \( O(t^{-1}) \), which will complete the proof of (5.3).

It is clear that

\[ I_1 = 2 \int_{Ag(t)}^{\infty} dy \int_{0}^{\infty} p_t(x, y) \left( \min_{0 \leq \tau \leq 1} W(\tau) < Ag(t) - y \right) \, dx. \]

Enlarging the domain of integration in \( x \) to the whole line, integrating over \( x \), and using the well known distribution for the minimum of the Brownian motion we obtain

\[ I_1 \leq \frac{2}{\pi \sqrt{t^3}} \int_{-Ag(t)}^{Ag(t)} \exp \left\{ -\frac{y^2}{2t^3} \right\} \, dy \int_{-Ag(t)}^{\infty} \exp \left\{ -\frac{z^2}{2} \right\} \, dz. \]

Changing the order of integration we can rewrite the last expression in the form

\[ \frac{2}{\pi \sqrt{t^3}} \int_{0}^{\infty} \exp \left\{ -\frac{z^2}{2} \right\} \, dz \int_{Ag(t)}^{Ag(t)+z} \exp \left\{ -\frac{y^2}{2t^3} \right\} \, dy. \]
Consequently,

\[ I_1 \leq \frac{2}{\pi \sqrt{t^3}} \int_0^\infty z \exp \left\{ -\frac{z^2}{2} \right\} \, dz = O(t^{-3/2}). \]

We continue with \( I_2 \). Making the change of variable \( x \mapsto -x \) we obtain

\[ I_2 = 2 \int_{Ag(t)}^\infty dy \int_0^{y-Ag(t)} p_t(-x, y) P \left( \min_{0 \leq \tau \leq 1} < Ag(t) - y + x \right) \, dx. \]

Making the change of the variable \( s = y - Ag(t) \) and using the distribution of the minimum of the Brownian motion we obtain that

\[ I_2 = 2 \int_0^\infty ds \int_0^s p_t(-x, s + Ag(t)) \, dx \sqrt{\frac{2}{\pi}} \int_{s-x}^\infty \exp \left\{ -\frac{z^2}{2} \right\} \, dz. \]

Estimating \( p_t(x, y) \) by (5.4) and changing the order of integration we get

\[ I_2 \leq \frac{4}{\sqrt{2\pi \pi t^2}} \int_0^\infty dz \exp \left\{ -\frac{z^2}{2} \right\} \int_0^\infty dx \exp \left\{ -\frac{x^2}{2t} \right\} \int_x^{x+z} ds. \]

The last integral is clearly of order \( O(t^{-3/2}) \). It remains to estimate the integral \( I_3 \). We have

\[ I_3 = 2 \int_{Ag(t)}^\infty dy \int_0^{y-Ag(t)} p_t(-x, y) \, dx = 2 \int_0^\infty p_t(-x, y) \, dx \int_{Ag(t)}^{Ag(t)+x} dy \]

\[ \leq \frac{2\sqrt{3}}{\pi t^2} \int_0^\infty x \exp \left\{ -\frac{x^2}{2t} \right\} \, dx = O(t^{-1}). \]

The proof is complete.

It is evident that the method of the proof is rather general and can be applied to other processes whenever a reasonable estimate for the transition probability at large times is available. For example, one easily obtains the following generalisation of the previous result.
Theorem 5.2. Let $Y_k$ be the family of processes defined recursively by the formulas $Y_k = \int_0^t Y_{k-1}(s) \, ds$, $k = 1, 2, \ldots$, with $Y_0 = W$ being the standard $n$-dimensional Brownian motion. If $n > 1$ and $f(t)$ is an increasing positive function for which the integral $\int_1^\infty (f(t) t^{-(k+1/2)})^n \, dt$ is convergent, then

$$\liminf_{t \to \infty} \left( \frac{|Y_k(t)|}{f(t)} \right) = +\infty$$

with probability one.

The same method can be used to estimate the rate of escape for the processes discussed in Section 3. For example, for the Ornstein-Uhlenbeck process defined by the stochastic differential system

$$\begin{cases}
    dX = v \, dt, \\
    dv = -\beta v \, dt + dW
\end{cases}$$

with constant $\beta > 0$, the application of this method together with the estimate of Proposition 3.2 leads to the following result.

Theorem 5.3 [AK]. Let $n \geq 3$ and let $f(t)$ be an increasing positive function such that $\int_1^\infty (f(t) / \sqrt{t})^n \, dt < \infty$. Let $X(t, [W], v(t, [W]))$ denote a solution of (5.6). Then almost surely

$$\liminf_{t \to \infty} \left( \frac{|X(t, [W])|}{f(t)} \right) = 1.$$  \hspace{1cm} (5.7)

Similar results were obtained in [AK] for the processes described in Proposition 3.1. Infinite-dimensional generalisations of these results are also given in [AK]. Theorems 5.1-5.3 allow to develop the scattering theory for small perturbations of the corresponding Gaussian diffusions. For example, the following result is a simple corollary of Theorem 5.1 and standard arguments of deterministic scattering theory.

Theorem 5.4 [AHK1]. Let $n > 2$ and let the vector valued function $F(x) = V'(x)$ is uniformly bounded, locally Lipschitz continuous and suppose furthermore that there exist constants $C > 0$ and $\alpha > 4n/(3n - 2)$ such that

$$|K(x)| \leq C|x|^{-\alpha} \quad \forall \ x \in \mathbb{R}^n,$$

\hspace{1cm} (5.8)
\[ |K(x) - K(y)| \leq Cr^{-\alpha}|x - y| \quad \forall x, y : |x|, |y| > r. \quad (5.9) \]

Then for any pair \((x_\infty, p_\infty) \in \mathcal{R}^{2n}\) and for almost all \(W\) there exists a unique pair \((x_0, p_0)\) (depending on \(W\)) such that the solution \((\tilde{x}, \tilde{p})\) to the Cauchy problem for system (5.1) with initial data \((x_0, p_0)\) has the following limit behaviour:

\[
\lim_{t \to \infty} (\tilde{p}(t) - W(t) - p_\infty) = 0, \quad (5.10)
\]

\[
\lim_{t \to \infty} (\tilde{x}(t) - \int_0^t W(s) \, ds - x_\infty - tp_\infty) = 0. \quad (5.11)
\]

Moreover, the mapping \(\Omega_+([W]) : (x_\infty, p_\infty) \mapsto (x_0, p_0)\), which can naturally be called the random wave operator, is an injective measure preserving mapping \(\mathcal{R}^{2n} \mapsto \mathcal{R}^{2n}\).

It is worth mentioning that the assumptions on the force \(F\) in the theorem are weaker than those usually adopted to prove the existence of wave operators for deterministic Newtonian systems. In particular, the long range Coulomb potential satisfies the assumption of Theorem 5.4. The reason for this lies in Theorem 5.1 which states that a particle driven by white noise force tends to infinity faster than linearly in time. The question whether \(\Omega_+\) is surjective or not can be considered as the question of asymptotic completeness of the wave operator \(\Omega_+\). The following weak result was obtained by means of Theorem 5.1 and certain estimates for the probability density for the processes defined by the system (5.1).

**Theorem 5.5 [AHK2].** Let \(F(x) = V'(x)\) be bounded locally Lipschitz continuous function from \(L_2(\mathcal{R}^n)\) and \(n > 2\). Then there exists \(\epsilon_0 > 0\) such that for arbitrary \(\epsilon \in (0, \epsilon_0]\) and any \((x_0, p_0)\) there exists with probability one a pair \((x_\infty, p_\infty)\) such that (5.10), (5.11) hold for the solution of the Cauchy problem for (5.1) with initial data \((x_0, p_0)\).

Hence, if the conditions of Theorems 5.4 and 5.5 are satisfied, then for small \(\epsilon > 0\) the random wave operator for the scattering defined by system (5.1) exists and is a measure preserving bijection (i.e. it is complete).

Similarly one can obtain the existence of the random wave operator for small perturbations of the Ornstein-Uhlenbeck process (5.6) (see details in [AK]).
The stochastic Newtonian system (5.1) formally describes the dynamics of particle in the (formal) potential field $V(x) - x\dot{W}$. The formal Schrödinger equation for the corresponding quantised system would have the form

$$ih\dot{\psi} = \left(-\frac{\hbar^2}{2}\Delta + V(x)\right)\psi - x\psi\dot{W}. \quad (5.12)$$

To write this equation in a rigorous way, one should use stochastic differentials and thus one obtains

$$ih\,d\psi = \left(-\frac{\hbar^2}{2}\Delta + V(x)\right)\psi\,dt - x\psi\,dS\dot{W}. \quad (5.13)$$

Using the transformation rule for going from the Stratonovich differential to the Ito one $dS\dot{W} = dW + \frac{1}{2}d\psi\,dW$ one gets the Ito form of stochastic Schrödinger equation

$$ih\,d\psi = \left(-\frac{\hbar^2}{2}\Delta + V(x)\right)\psi\,dt - \frac{i}{\hbar}x^2\psi\,dt - x\psi\,dW. \quad (5.14)$$

This equation is one of the simplest (and also most important) examples of a Hudson-Parthasarathy quantum stochastic evolution (with unbounded coefficients) [HP] describing in general the coupling of a given quantum system with boson reservoir (the latter being, in particular, the simplest model of a measuring apparatus). Formally, one can easily verify (using Ito calculus) that the evolution defined by (5.14) is almost surely unitary. To make these calculations rigorous one should use the well-posedness theorem for the Cauchy problem of equation (5.14) obtained in [K1] for measurable bounded potentials $V$. The idea of the proof is to develop a perturbation theory, starting from equation (5.14) with vanishing potential, i.e. from the equation

$$ih\,d\phi = \frac{\hbar^2}{2}\Delta\phi\,dt - \frac{i}{\hbar}x^2\phi\,dt - x\phi\,dW. \quad (5.15)$$

This equation has the form (4.1) with purely imaginary $\alpha, G$ and real $\beta$ and was considered in detail in the previous Section. The properties of equation (5.15) obtained there can be used also for the
development of the scattering theory for equation (5.14). Namely, using Theorem 5.1 and the Gaussian solutions (4.2) of equation (5.15) as the test solutions for the Cook method [Coo] one obtains (see details of the proof in [K2]) the existence of the wave operator for the scattering defined by the stochastic Schrödinger equation (5.14), namely, the following result.

**Theorem 5.6 [K2].** Let the potential $V$ in (5.14) belong to the class $L_r(\mathbb{R}^n)$ for some $r \in [2, n)$ and let the dimension $n$ be greater than 2. Then for each solution of (4.3) (defined by an initial function $\psi_0 \in L^2(\mathbb{R}^n)$) there exists with probability one a solution $\phi$ of (5.15) such that, in $L^2(\mathbb{R}^n)$,

$$\lim_{t \to \infty} (\psi(t) - \phi(t)) = 0.$$ 

This result is a more or less straightforward generalisation of the corresponding deterministic result. Apparently a deeper theory is required for the consideration of the perturbations of the general equation (4.1), because already the "free" dynamics for this case is much more complicated, as Theorem 4.2 states.
CHAPTER 2. BOUNDARY VALUE PROBLEM
FOR HAMILTONIAN SYSTEMS

1. Rapid course in calculus of variations

In this preliminary section we present in a compact form the basic facts of the calculus of variations which are relevant to the asymptotical methods developed further. Unlike most standard courses in calculus of variations, see e.g. [Ak], [ATF], [GH], we develop primarily the Hamiltonian formalism in order to include in the theory the case of degenerate Hamiltonians, whose Lagrangians are singular (everywhere discontinuous) and for which in consequence the usual method of obtaining the formulas for the first and second variations (which lead to the basic Euler-Lagrange equations) makes no sense. Moreover, we draw more attention to the absolute minimum, (and not only to local minima), which is usually discussed in the framework of the so called direct methods of the calculus of variations.

A) Hamiltonian formalism and the Weierstrass condition. Let $H = H(x,p)$ be a smooth real-valued function on $\mathbb{R}^{2n}$. By "smooth" we shall always mean existence of as many continuous derivatives as appears in formulas and conditions of theorems. For the main results of this section it is enough to consider $H$ to be twice continuously differentiable. Let $X(t,x_0,p_0), P(t,x_0,p_0)$ denote the solution of the Hamiltonian system

$$\begin{cases} \dot{x} = \frac{\partial H}{\partial p}(x,p) \\ \dot{p} = -\frac{\partial H}{\partial x}(x,p) \end{cases}$$

with initial conditions $(x_0,p_0)$ at time zero. The projections on the $x$-space of the solutions of (1.1) are called characteristics of the Hamiltonian $H$, or extremals. Suppose for some $x_0$ and $t_0 > 0$, and all $t \in (0,t_0]$, there exists a neighbourhood of the origin in the $p$-space $\Omega_t(x_0) \subset \mathbb{R}^n$ such that the mapping $p_0 \mapsto X(t,x_0,p_0)$ is a diffeomorphism from $\Omega_t(x_0)$ onto its image and, moreover, this image contains a fixed neighbourhood $D(x_0)$ of $x_0$ (not depending on $t$). Then the family $\Gamma(x_0)$ of solutions of (1.1) with initial data $(x_0,p_0), p_0 \in \Omega_t(x_0)$, will be called the family (or field) of characteristics starting from $x_0$ and covering $D(x_0)$ in times $t \leq t_0$. The
discussion of the existence of this family $\Gamma(x_0)$ for different Hamiltonians is one of the main topics of this chapter and will be given in the following sections. Here, we shall suppose that the family exists, and therefore there exists a smooth function

$$p_0(t, x, x_0) : (0, t_0] \times D(x_0) \mapsto \Omega_t(x_0)$$

such that

$$X(t, x_0, p_0(t, x, x_0)) = x. \quad (1.2)$$

The family $\Gamma(x_0)$ defines two natural vector fields in $(0, t_0] \times D(x_0)$, namely, with each point of this set are associated the momentum and velocity vectors

$$p(t, x) = P(t, x_0, p_0(t, x, x_0)), \quad v(t, x) = \frac{\partial H}{\partial p}(x, p(t, x)) \quad (1.3)$$

of the solution of (1.1) joining $x_0$ and $x$ in time $t$.

Furthermore, to each solution $X(t, x_0, p_0), P(t, x_0, p_0)$ of (1.1) corresponds the action function defined by the formula

$$\sigma(t, x_0, p_0) = \int_0^t (P(\tau, x_0, p_0)X(\tau, x_0, p_0) - H(X(\tau, x_0, p_0), P(\tau, x_0, p_0))) d\tau. \quad (1.4)$$

Due to the properties of the field of characteristics $\Gamma(x_0)$, one can define locally the two-point function $S(t, x, x_0)$ as the action along the trajectory from $\Gamma(x_0)$ joining $x_0$ and $x$ in time $t$, i.e.

$$S(t, x, x_0) = \sigma(t, x_0, p_0(t, x, x_0)). \quad (1.5)$$

Using the vector field $p(t, x)$ one can rewrite it in the equivalent form

$$S(t, x, x_0) = \int_0^t (p(\tau, x) dx - H(x, p(\tau, x)) d\tau), \quad (1.6)$$

the curvilinear integral being taken along the characteristic $X(\tau, x_0, p_0(t, x, x_0))$.

The following statement is a central result of the classical calculus of variations.

**Proposition 1.1.** As a function of $(t, x)$ the function $S(t, x, x_0)$ satisfies the Hamilton-Jacobi equation

$$\frac{\partial S}{\partial t} + H(x, \frac{\partial S}{\partial x}) = 0 \quad (1.7)$$
in the domain \((0,t_0] \times D(x_0)\), and moreover

\[
\frac{\partial S}{\partial x}(t, x) = p(t, x). \tag{1.8}
\]

**Proof.** First we prove (1.8). This equation can be rewritten as

\[
P(t, x_0, p_0) = \frac{\partial S}{\partial x}(t, X(t, x_0, p_0))
\]

or equivalently as

\[
P(t, x_0, p_0) = \frac{\partial \sigma}{\partial p_0}(t, x_0, p_0(t, x_0)) \frac{\partial p_0}{\partial x}(t, x, x_0).
\]

Due to (1.2) the inverse matrix to \(\frac{\partial p_0}{\partial x}(t, x, x_0)\) is \(\frac{\partial X}{\partial p_0}(t, x_0, p_0(t, x, x_0))\). It follows that equation (1.8) written in terms of the variables \((t, p_0)\) has the form

\[
P(t, x_0, p_0) \frac{\partial X}{\partial p_0}(t, x_0, p_0) = \frac{\partial \sigma}{\partial p_0}(t, x_0, p_0). \tag{1.9}
\]

This equality clearly holds at \(t = 0\) (both parts vanish). Moreover, differentiating (1.9) with respect to \(t\) one gets using (1.1) (and omitting some arguments for brevity) that

\[
- \frac{\partial H}{\partial x} \frac{\partial X}{\partial p_0} + P \frac{\partial^2 X}{\partial t \partial p_0} = \frac{\partial P}{\partial p_0} \frac{\partial H}{\partial p} + P \frac{\partial^2 X}{\partial t \partial p_0} - \frac{\partial H}{\partial p} \frac{\partial P}{\partial p} - \frac{\partial H}{\partial x} \frac{\partial p}{\partial p_0},
\]

which clearly holds. Therefore, (1.9) holds for all \(t\), which proves (1.8). To prove (1.7), let us first rewrite it as

\[
\frac{\partial \sigma}{\partial t} + \frac{\partial \sigma}{\partial p_0} \frac{\partial p_0}{\partial t}(t, x) + H(x, p(t, p_0(t, x))) = 0.
\]

Substituting for \(\frac{\partial \sigma}{\partial t}\) from (1.4) and for \(\frac{\partial \sigma}{\partial p_0}\) from (1.9) yields

\[
P(t, x_0, p_0) \dot{X}(t, x_0, p_0) + P(t, x_0, p_0) \frac{\partial X}{\partial p_0}(t, x_0, p_0) \frac{\partial p_0}{\partial t} = 0. \tag{1.10}
\]
On the other hand, differentiating (1.2) with respect to \( t \) yields

\[
\frac{\partial X}{\partial p_0}(t, x_0, p_0) \frac{\partial p_0}{\partial t} + \dot{X}(t, x_0, p_0) = 0,
\]

which proves (1.10).

We now derive some consequences of Proposition 1.1 showing in particular what it yields for the theory of optimisation.

**Corollary 1.** The integral in the r.h.s. of (1.6) does not depend on the path of integration, i.e. it has the same value for all smooth curves \( x(\tau) \) joining \( x_0 \) and \( x \) in time \( t \) and lying completely in the domain \( D(x_0) \).

**Proof.** This is clear, because, by (1.7) and (1.8), this is the integral of a complete differential.

In the calculus of variations, the integral on the r.h.s. of (1.6) is called the invariant Hilbert integral and it plays the crucial role in this theory.

Let the Lagrange function \( L(x, v) \) be defined as the Legendre transform of \( H(x, p) \) in the variable \( p \), i.e.

\[
L(x, v) = \max_p (pv - H(x, p)), \tag{1.11}
\]

and let us define the functional

\[
I_t(y(\cdot)) = \int_0^t L(y(\tau), \dot{y}(\tau)) \, d\tau \tag{1.12}
\]

on all piecewise-smooth curves (i.e. these curves are continuous and have continuous derivatives everywhere except for a finite number of points, where the left and right derivatives exist) joining \( x_0 \) and \( x \) in time \( t \), i.e. such that \( y(0) = x_0 \) and \( y(t) = x \). Together with the invariant Hilbert integral, an important role in the calculus of variations belongs to the so called Weierstrass function \( W(x, q, p) \) defined (in the Hamiltonian picture) as

\[
W(x, q, p) = H(x, q) - H(x, p) - (q - p, \frac{\partial H}{\partial p}(x, p)). \tag{1.13}
\]
One says that the Weierstrass condition holds for a solution \((x(\tau), p(\tau))\) of system (1.1), if \(W(x(\tau), q, p(\tau)) \geq 0\) for all \(\tau\) and all \(q \in \mathbb{R}^n\). Note that if the Hamiltonian \(H\) is convex (even non-strictly) in the variable \(p\), then the Weierstrass function is non-negative for any choice of its arguments, thus in this case the Weierstrass condition holds trivially for all curves.

**Corollary 2.** (Weierstrass sufficient condition for a relative minimum). If the Weierstrass condition holds on a trajectory \(X(\tau, x_0, p_0)\), \(P(\tau, x_0, p_0)\) of the field \(\Gamma(x_0)\) joining \(x_0\) and \(x\) in time \(t\) (i.e. such that \(X(t, x_0, p_0) = x\)), then the characteristic \(X(\tau, x_0, p_0)\) provides a minimum for the functional (1.12) over all curves lying completely in \(D(x_0)\). Furthermore \(S(t, x, x_0)\) is the corresponding minimal value.

**Proof.** For any curve \(y(\tau)\) joining \(x_0\) and \(x\) in time \(t\) and lying in \(D(x_0)\) one has (from (1.11):

\[
I_t(y(.)) = \int_0^t L(y(\tau), \dot{y}(\tau)) \, d\tau \geq \int_0^t (p(t, y(\tau)) \dot{y}(\tau) - H(y(\tau), p(\tau, y(\tau))) \, d\tau.
\]

By Corollary 1, the r.h.s. here is just \(S(t, x, x_0)\). It remains to prove that \(S(t, x, x_0)\) gives the value of \(I_t\) on the characteristic \(X(\tau, x_0, p_0(t, x, x_0))\). It is enough to show that

\[
P(\tau, x_0, p_0) \dot{X}(\tau, x_0, p_0) - H(X(\tau, x_0, p_0), P(\tau, x_0, p_0))
\]

equals \(L(X(\tau, x_0, p_0), \dot{X}(\tau, x_0, p_0))\), where \(p_0 = p_0(t, x, x_0)\), i.e. that

\[
P(\tau, x_0, p_0) \frac{\partial H}{\partial p}(X(\tau, x_0, p_0), P(\tau, x_0, p_0)) - H(X(\tau, x_0, p_0), P(\tau, x_0, p_0))
\]

\[
\geq q \frac{\partial H}{\partial p}(X(\tau, x_0, p_0), P(\tau, x_0, p_0)) - H(X(\tau, x_0, p_0), q)
\]

for all \(q\). But this inequality is just the Weierstrass condition, which completes the proof.

**Remark.** In the more usual Lagrangian picture, i.e. in terms of the variables \(x, v\) connected with the canonical variables \(x, p\) by the
formula \( v(x, p) = \frac{\partial H}{\partial p}(x, p) \), the Weierstrass function \((1.13)\) takes
its original form

\[
W(x, v_0, v) = L(x, v) - L(x, v_0) - (v - v_0, \frac{\partial L}{\partial v}(x, v_0))
\]

and the invariant Hilbert integral \((1.6)\) in terms of the field of velocities (or slopes) \(v(t, x)\) (see \((1.3)\)) takes the form

\[
\int \frac{\partial L}{\partial v}(x, v) dx - \left( (v, \frac{\partial L}{\partial v}(x, v)) - L(x, v) \right) dt.
\]

Before formulating the next result let us recall a fact from convex analysis: if \(H\) is convex (but not necessarily strictly) and smooth, and \(L\) is its Legendre transform \((1.11)\), then \(H\) is in its
turn the Legendre transform of \(L\), i.e.

\[
H(x, p) = \max_{v} (vp - L(x, v)), \tag{1.15}
\]

moreover, the value of \(v\) furnishing maximum in this expression is unique and is given by \(v = \frac{\partial H}{\partial p}\). The proof of this fact can be found e.g. in [Roc]. In fact, we use it either for strictly convex \(H\) (with \(\frac{\partial^2 H}{\partial p^2} > 0\) everywhere), or for quadratic Hamiltonians, and for both these cases the proof is quite straightforward.

**Corollary 3.** If \(H\) is (possibly non-strictly) convex, then the characteristic of the family \(\Gamma\) joining \(x_0\) and \(x\) in time \(t\) is the unique curve minimising the functional \(I_t\) (again in the class of curves lying in \(D(x_0)\)).

**Proof.** From the fact of the convex analysis mentioned above, the inequality in \((1.14)\) will be strict whenever \(\gamma(\tau) \neq v(\tau, y)\) (the field of velocities \(v\) was defined in \((1.3)\)), which proves the uniqueness of the minimum.

**B) Conjugate points and Jacobi’s theory.** The system in variations corresponding to a solution \(x(\tau), p(\tau)\) of \((1.1)\) is by definition the linear (non-homogeneous) system

\[
\begin{aligned}
\dot{v} &= \frac{\partial^2 H}{\partial p \partial x}(x(\tau), p(\tau))v + \frac{\partial^2 H}{\partial p^2}(x(\tau), p(\tau))w, \\
\dot{w} &= -\frac{\partial^2 H}{\partial x \partial p}(x(\tau), p(\tau))v - \frac{\partial^2 H}{\partial x \partial p}(x(\tau), p(\tau))w. 
\end{aligned} \tag{1.16}
\]
This equation holds clearly for the derivatives of the solution with respect to any parameter, for instance, for the characteristics from the family $\Gamma(x_0)$ it is satisfied by the matrices

$$v = \frac{\partial X}{\partial p_0}(\tau, x_0, p_0), \quad w = \frac{\partial P}{\partial p_0}(\tau, x_0, p_0).$$

The system (1.16) is called the Jacobi equation (in Hamiltonian form). One sees directly that (1.16) is itself a Hamiltonian system corresponding to the quadratic inhomogeneous Hamiltonian

$$\frac{1}{2} \left( \frac{\partial^2 H}{\partial x^2}(x(\tau), p(\tau))v, v \right) + \left( \frac{\partial^2 H}{\partial p \partial x}(x(\tau), p(\tau))v, w \right) + \frac{1}{2} \left( \frac{\partial^2 H}{\partial p^2}(x(\tau), p(\tau))w, w \right)$$

(1.17)

Two points $x(t_1), x(t_2)$ on a characteristic are called conjugate, if there exists a solution of (1.16) on the interval $[t_1, t_2]$ such that $v(t_1) = v(t_2) = 0$ and $v$ does not vanish identically on $[t_1, t_2]$.

**Proposition 1.2** (Jacobi condition in Hamiltonian form). Suppose the Hamiltonian $H$ is strictly convex and smooth. If a characteristic $x(\tau)$ contains two conjugate points $x(t_1), x(t_2)$, then for any $\delta > 0$, its interval $[x(t_1), x(t_2 + \delta)]$ does not yield even a local minimum for the functional (1.12) among the curves joining $x(t_1)$ and $x(t_2 + \delta)$ in time $t_2 - t_1 + \delta$.

The standard proof of this statement (see any textbook in the calculus of variations, for example [Ak]) uses the Lagrangian formalism and will be sketched at the end of subsection D) in a more general situation. In Sect. 3, we shall present a Hamiltonian version of this proof, which can be used for various classes of degenerate Hamiltonians.

**C) Connections between the field of extremals and the two-point function.** These connections are systematically used in the construction of WKB-type asymptotics for pseudo-differential equations.

Let us first write the derivatives of $S(t, x, x_0)$ with respect to $x_0$.

**Proposition 1.3.** Let the assumptions of Proposition 1.1 hold for all $x_0$ in a certain domain. Then

$$\frac{\partial S}{\partial x_0}(t, x, x_0) = -p_0(t, x, x_0).$$

(1.18)
Moreover, as a function of $t, x_0$, the function $S(t, x, x_0)$ satisfies the Hamilton-Jacobi equation corresponding to the Hamiltonian $\tilde{H}(x, p) = H(x, -p)$.

Proof. If the curve $(x(\tau), p(\tau))$ is a solution of (1.1) joining $x_0$ and $x$ in time $t$, then the curve $(\tilde{x}(\tau) = x(t - \tau), \tilde{p}(\tau) = -p(t - \tau))$ is the solution of the Hamiltonian system with Hamiltonian $\tilde{H}$ joining the points $x$ and $x_0$ in time $t$. Both statements of the Proposition follow directly from this observation and Proposition 1.1.

Corollary 1. If $\frac{\partial X}{\partial p_0}(t, x_0, p_0)$ is a non-degenerate matrix, then

$$\frac{\partial^2 S}{\partial x^2}(t, x, x_0) = \frac{\partial P}{\partial p_0}(t, x_0, p_0) \left( \frac{\partial X}{\partial p_0}(t, x_0, p_0) \right)^{-1},$$  

(1.19)

$$\frac{\partial^2 S}{\partial x_0^2}(t, x, x_0) = \left( \frac{\partial X}{\partial p_0}(t, x_0, p_0) \right)^{-1} \frac{\partial X}{\partial x_0}(t, x_0, p_0),$$  

(1.20)

$$\frac{\partial^2 S}{\partial x_0 \partial x}(t, x, x_0) = - \left( \frac{\partial X}{\partial p_0}(t, x_0, p_0) \right)^{-1}.$$  

(1.21)

Proof. This follows from (1.2), (1.8), and (1.18) by differentiating.

Formula (1.19) combined with the following result, which is a consequence of (1.8) and Taylor’s formula, can be used for the asymptotic calculations of $S$.

Corollary 2. Let $\tilde{x}(t, x_0), \tilde{p}(t, x_0)$ denote the solution of (1.1) with initial data $(x_0, 0)$. Then

$$S(t, x, x_0) = S(t, \tilde{x}, x_0) + (\tilde{p}(t, x_0), x - \tilde{x})$$

$$+ \int_0^1 (1 - \theta) \left( \frac{\partial^2 S}{\partial x^2}(t, \tilde{x} + \theta(x - \tilde{x}), x_0)(x - \tilde{x}, x - \tilde{x}) \right) d\theta. \quad (1.22)$$

Finally let us mention here the formula for the ”composition of Jacobians” after splitting of a characteristic. The function $J(t, x, x_0) = \det \frac{\partial X}{\partial p_0}(t, x_0, p_0)$ is called the Jacobian (corresponding to the family $\Gamma(x_0)$).

Proposition 1.4. Under the assumptions of Proposition 1.3 let $t_1 + t_2 \leq t_0$ and define

$$f(\eta) = S(t_1, x, \eta) + S(t_2, \eta, x_0).$$
Denote \( q = p_0(t_1 + t_2, x; x_0) \) and 
\[
\tilde{\eta} = X(t_2, x_0, q), \quad \tilde{p} = P(t_2, x_0, q).
\]

Then
\[
\frac{\partial X}{\partial p_0}(t_1 + t_2, x_0, q) = \frac{\partial X}{\partial p_0}(t_1, \tilde{\eta}, \tilde{p}) \frac{\partial^2 f}{\partial \eta^2}(\tilde{\eta}) \frac{\partial X}{\partial p_0}(t_2, x_0, q).
\]

In particular,
\[
\det \frac{\partial^2 f}{\partial \eta^2}(\tilde{\eta}) = J(t_1 + t_2, x, x_0)J^{-1}(t_1, x, \tilde{\eta})J^{-1}(t_2, \tilde{\eta}, x_0). \quad (1.23)
\]

Proof. Let us represent the map \( X(t_1 + t_2, x_0, p_0) \) as the composition of two maps 
\[
(x_0, p_0) \mapsto (\eta = X(t_2, x_0, p_0), p_0 = P(t_2, x_0, p_0))
\]
and \( (\eta, p_0) \mapsto X(t_1, \eta, p_0) \). Then
\[
\frac{\partial X}{\partial p_0}(t_1 + t_2, x_0, p_0) = \frac{\partial X}{\partial \eta}(t_1, \eta, p_0) \frac{\partial X}{\partial p_0}(t_2, x_0, p_0) + \frac{\partial X}{\partial p_0}(t_1, \eta, p_0) \frac{\partial P}{\partial p_0}(t_2, x_0, p_0)
\]
For \( p_0 = q \) we have \( \eta = \tilde{\eta}, p_0 = \tilde{p}_0 \). Substituting in the last formula for the derivatives \( \frac{\partial X}{\partial p_0} \) and \( \frac{\partial X}{\partial \eta} \) in terms of the second derivatives of the two-point function by means of (1.19)-(1.21), yields the Proposition.

D) Lagrangian formalism. We discuss now the Lagrangian approach to the calculus of variations studying directly the minimisation problem for functionals depending on the derivatives of any order. Let the function \( L \) on \( \mathbb{R}^{n(\nu+2)} \), the Lagrangian, be given, and assume that it has continuous derivatives of order up to and including \( \nu + 2 \) in all its arguments. Consider the integral functional
\[
I_t(y(.)) = \int_0^t L(y(\tau), \dot{y}(\tau), ..., y^{(\nu+1)}(\tau)) \, d\tau \quad (1.24)
\]
on the class of functions $y$ on $[0, t]$ having continuous derivatives up to and including order $\nu$, having a piecewise-continuous derivative of order $\nu + 1$ and satisfying the boundary conditions

$$
\begin{align*}
\begin{cases}
y(0) &= a_0, \\
y(t) &= b_0,
\end{cases}
\quad
\begin{cases}
\dot{y}(0) &= a_1, \\
\dot{y}(t) &= b_1,
\end{cases}
\quad
\begin{cases}
y^{(\nu)}(0) &= a_\nu, \\
y^{(\nu)}(t) &= b_\nu.
\end{cases}
\end{align*}
$$

(1.25)

Such functions will be called admissible. Suppose now that there exists an admissible function $\bar{y}(\tau)$ minimising the functional (1.24). It follows that for any function $\eta(\tau)$ on $[0, t]$ having continuous derivatives of order up to and including $\nu$, having a piecewise-continuous derivative of order $\nu + 1$, and vanishing together with all its derivatives up to and including order $\nu$ at the end points 0, $t$, the function

$$
f(\epsilon) = I_t(y(\cdot) + \epsilon \eta(\cdot))
$$

has a minimum at $\epsilon = 0$ and therefore its derivative at this point vanishes:

$$
f'(0) = \int_0^t \left( \frac{\partial \bar{L}}{\partial y} \eta + \frac{\partial \bar{L}}{\partial \dot{y}} \dot{\eta} + \ldots + \frac{\partial \bar{L}}{\partial y^{(\nu+1)}} \eta^{(\nu+1)} \right) = 0,
$$

where we denote $\frac{\partial \bar{L}}{\partial y^{(j)}} = \frac{\partial \bar{L}}{\partial y^{(j)}}(\bar{y}(\tau), \dot{y}(\tau), \ldots, y^{(\nu+1)}(\tau))$. Integrating by parts and using boundary conditions for $\eta$, yields

$$
\int_0^t \left[ \left( \frac{\partial \bar{L}}{\partial y} - \int_0^\tau \frac{\partial \bar{L}}{\partial y} \, d\tau \right) \eta(\tau) + \frac{\partial \bar{L}}{\partial \dot{y}} \dot{\eta}(\tau) + \ldots + \frac{\partial \bar{L}}{\partial y^{(\nu+1)}} \eta^{(\nu+1)}(\tau) \right] d\tau = 0.
$$

Continuing this process of integrating by parts one obtains

$$
\int_0^t g(\tau) \eta^{(\nu+1)}(\tau) d\tau = 0,
$$

(1.26)

where

$$
g(\tau) = \left. \frac{\partial \bar{L}}{\partial y^{(\nu+1)}}(\tau) \right|_0^\tau - \int_0^\tau \frac{\partial \bar{L}}{\partial y^{(\nu)}}(\tau_1) d\tau_1 + \int_0^\tau \left( \int_0^{\tau_1} \frac{\partial \bar{L}}{\partial y^{(\nu-1)}}(\tau_2) d\tau_2 \right) d\tau_1 + \ldots
$$

$$
+ (-1)^{\nu+1} \int_0^\tau \ldots \left( \int_0^{\tau_{\nu+1}} \frac{\partial \bar{L}}{\partial y^{(\nu+1)}}(\tau_{\nu+1}) d\tau_{\nu+1} \right) d\tau_1.
$$

(1.27)
**Proposition 1.5** (Second lemma of the calculus of variations). If a continuous function \( g \) on \([0, t] \) satisfies (1.26) for all \( \eta \) in the class described above, then \( g \) is a polynomial of order \( \nu \), i.e. there exist constants \( c_0, c_1, \ldots, c_\nu \) such that

\[
g(\tau) = c_0 + c_1 \tau + \ldots + c_\nu \tau^\nu. \tag{1.28}
\]

**Proof.** There exist constants \( c_0, c_1, \ldots, c_\nu \) such that

\[
\int_0^t (g(\tau) - c_0 - c_1 \tau - \ldots - c_\nu \tau^\nu) \tau^j \, d\tau = 0 \tag{1.29}
\]

for all \( j = 0, 1, \ldots, \nu \). In fact, (1.29) can be written in the form

\[
c_0 \frac{\tau^{j+1}}{j+1} + c_1 \frac{\tau^{j+2}}{j+2} + \ldots + c_\nu \frac{\tau^{j+\nu+1}}{j+\nu+1} = \int_0^t g(\tau) \tau^j \, d\tau, \quad j = 0, \ldots, \nu.
\]

The system of linear equations for \( c_0, \ldots, c_\nu \) has a unique solution, because its matrix is of form (1.2.8) and has non-vanishing determinant given by (1.2.9). Let us set

\[
\tilde{\eta}(\tau) = \int_0^\tau (\tau - s)^\nu \frac{1}{\nu!} [g(s) - c_0 - c_1 s - \ldots - c_\nu s^\nu] \, ds.
\]

It follows that

\[
\tilde{\eta}^{(j)}(\tau) = \int_0^\tau (\tau - s)^{\nu-j} \frac{1}{(\nu-j)!} [g(s) - c_0 - c_1 s - \ldots - c_\nu s^\nu] \, ds, \quad j = 0, \ldots, \nu,
\]

and therefore, by (1.28), \( \tilde{\eta} \) satisfies the required conditions and one can take \( \eta = \tilde{\eta} \) in (1.26), which gives

\[
\int_0^t (g(\tau) - c_0 - c_1 \tau - \ldots - c_\nu \tau^\nu) g(\tau) \, d\tau = 0.
\]

Using (1.29) one can rewrite this equation in the form

\[
\int_0^t (g(\tau) - c_0 - c_1 \tau - \ldots - c_\nu \tau^\nu)^2 \, d\tau = 0.
\]
which implies (1.28).

Equation (1.28), with $g(\tau)$ given by (1.27), is called the Euler equation in the integral form. Solutions of this equation are called extremals of functional (1.24). The following simple but important result was first stated by Hilbert in the case of the standard problem, i.e. when $\nu = 0$.

**Proposition 1.6** (Hilbert’s theorem on the regularity of extremals). Let $\bar{y}(\tau)$ be an admissible curve for problem (1.24) satisfying equation (1.27), (1.28), and let the matrix

$$
\frac{\partial^2 L}{(\partial y^{(\nu+1)})^2}(\tau) = \frac{\partial^2 L}{(\partial y^{(\nu+1)})^2}(\bar{y}(\tau), \dot{y}(\tau), ..., \ddot{y}^{(\nu+1)}(\tau))
$$

be positive-definite for all $\tau \in [0, t]$. Then $\bar{y}(\tau)$ has continuous derivatives of order up to and including $2(\nu + 1)$; moreover, it satisfies the Euler differential equation

$$
\frac{\partial L}{\partial y} - \frac{d}{d\tau} \frac{\partial L}{\partial \dot{y}} + \frac{d^2}{d\tau^2} \frac{\partial L}{\partial \ddot{y}} - ... + (-1)^{\nu+1} \frac{d^{\nu+1}}{d\tau^{\nu+1}} \frac{\partial L}{\partial y^{(\nu+1)}} = 0. \quad (1.30)
$$

**Proof.** By the assumption of the Proposition and the implicit function theorem, one can solve equation (1.27),(1.28) (at least locally, in a neighbourhood of any point) for the last derivative $y^{(\nu+1)}$. This implies that $\bar{y}^{(\nu+1)}$ is a continuously differentiable function, moreover, differentiating (with respect to $\tau$) the formula for $\bar{y}^{(\nu+1)}$ thus obtains, one gets by induction the existence of the required number of derivatives. (In fact, if $L$ is infinitely differentiable, one gets by this method that $\bar{y}$ is also infinitely differentiable.) Once the regularity of $\bar{y}$ is proved, one obtains (1.30) differentiating (1.27),(1.28) $\nu + 1$ times.

**Remark.** The standard Euler-Lagrange equations correspond to (1.27), (1.28) and (1.30) with $\nu = 0$. It is worth mentioning also that if one assumes from the beginning that a minimising curve has $2(\nu + 1)$ derivatives one can easily obtain differential equations (1.30) directly, without using the (intuitively not much appealing) integral equations (1.27), (1.28).

We now present the Hamiltonian form of the Euler-Lagrange equation (1.30) thus giving the connection between the Lagrangian formalism of the calculus of variations and the Hamiltonian theory.
developed above. For this purpose, let us introduce the canonical variables \(x = (x_0, ..., x_\nu)\) by \(x_0 = y, x_1 = \dot{y}, ..., x_\nu = y^{(\nu)}\) and \(p = (p_0, ..., p_\nu)\) by the equations

\[
\begin{align*}
p_\nu & = \frac{\partial L}{\partial y^{(\nu+1)}}(y, \dot{y}, ..., y^{(\nu)}, y^{(\nu+1)}), \\
p_{\nu-1} & = \frac{\partial L}{\partial y^{(\nu)}} - \frac{d}{dt} \left( \frac{\partial L}{\partial y^{(\nu+1)}} \right), \\
& \vdots \\
p_0 & = \frac{\partial L}{\partial y} - \frac{d}{dt} \left( \frac{\partial L}{\partial y} \right) + \cdots + (-1)^{\nu} \frac{d^{\nu}}{dt^{\nu}} \left( \frac{\partial L}{\partial y^{(\nu+1)}} \right). 
\end{align*}
\tag{1.31}
\]

**Proposition 1.7.** Let \(\frac{\partial^2 L}{(\partial y^{(\nu+1)})^2} \geq \delta\) everywhere for some \(\delta > 0\). Then the equations (1.31) can be solved for \(y^{(\nu+1)}, ..., y^{(2\nu+1)}\). Moreover, \(y^{(\nu+l+1)}\) does not depend on \(p_0, ..., p_{\nu-l-1}\), i.e. for all \(l\):

\[
y^{(\nu+l+1)} = f_l(x, p_\nu, p_{\nu-1}, ..., p_{\nu-l}). \tag{1.32}
\]

**Proof.** Due to the assumptions of the Proposition, the first equation in (1.31) can be solved for \(y^{(\nu+1)}:\n\]

\[
y^{(\nu+1)} = f_0(x, ..., x_\nu, p_\nu). \tag{1.33}
\]

The second equation in (1.31) takes the form

\[
p_{\nu-1} = \frac{\partial L}{\partial y^{(\nu)}}(x, y^{(\nu+1)}) - \frac{\partial^2 L}{\partial y^{(\nu+1)} \partial y} x_1 - \cdots - \frac{\partial^2 L}{\partial y^{(\nu+1)} \partial y^{(\nu-1)}} x_\nu \\
- \frac{\partial^2 L}{\partial y^{(\nu+1)} \partial y^{(\nu)}} y^{(\nu+1)} - \frac{\partial^2 L}{(\partial y^{(\nu+1)})^2} y^{(\nu+2)}.
\]

One solves this equation with respect to \(y^{(\nu+2)}\) and proceeding in the same way one obtains (1.32) for all \(l\) by induction.

The following fundamental result can be checked by direct calculations that we omit (see e.g. [DNF]).

**Proposition 1.8** (Ostrogradski’s theorem). Under the assumptions of Proposition 1.7, the Lagrangian equations (1.30) are equivalent to the Hamiltonian system (1.1) for the canonical variables \(x = (x_0, ..., x_\nu), p = (p_0, ..., p_\nu)\), with the Hamiltonian

\[
H = x_1 p_0 + \cdots + x_\nu p_{\nu-1} + f_0(x, p_\nu)p_\nu - L(x_0, ..., x_\nu, f_0(x, p_\nu)), \tag{1.34}
\]
where $f_0$ is defined by (1.33).

The most important example of a Lagrangian satisfying the assumptions of Proposition 1.7 is when $L$ is a quadratic form with respect to the last argument, i.e.

$$L(x_0, ..., x_\nu, z) = \frac{1}{2}(g(x)(z + \alpha(x)), z + \alpha(x)) + V(x).$$  \hspace{1cm} (1.35)

The corresponding Hamiltonian (1.34) has the form

$$H = x_1 p_0 + ... + x_\nu p_{\nu-1} + \frac{1}{2}(g^{-1}(x)p_\nu, p_\nu) - (\alpha(x), p_\nu) - V(x).$$  \hspace{1cm} (1.36)

To conclude, let us sketch the proof of Jacobi’s condition, Prop. 1.2, for Hamiltonians of form (1.34) (which are degenerate for $\nu > 0$) corresponding to functionals depending on higher derivatives. One verifies similarly to Proposition 1.8 that the Jacobi equations (1.16), being the Hamiltonian equations for the quadratic approximation of the Hamiltonian (1.34), are equivalent to the Lagrangian equation for the quadratic approximation $\tilde{L}$ of the Lagrangian $L$ around the characteristic $x(.)$. Moreover, this (explicitly time-dependent) Lagrangian $\tilde{L}(\eta, \eta', ..., \eta^{(\nu+1)})$ turns out to be the Lagrangian of the second variation of (1.24), i.e. of the functional

$$\frac{d^2}{d\epsilon^2}|_{\epsilon=0}(I_t(x.) + \epsilon \eta(.)).$$

For this functional $\eta = 0$ clearly furnishes a minimum. However, if the point $x(s), s \in (0, t)$ is conjugate to $x(0)$, then a continuous curve $\bar{\eta}$ equal to a nontrivial solution of Jacobi’s equation on the interval $[0, s]$ and vanishing on $[s, t]$ provides a broken minimum (with derivative discontinuous at $s$) to this functional, which is impossible by Proposition 1.6. Notice that we have only developed the theory for time-independent Lagrangians, but one sees that including an explicit dependence on time $t$ does not affect the theory.

2. Boundary value problem for non-degenerate Hamiltonians

This section is devoted to the boundary value problem for the system (1.1) with the Hamiltonian

$$H(x, p) = \frac{1}{2}(G(x)p, p) - (A(x), p) - V(x).$$  \hspace{1cm} (2.1)
where $G(x)$ is a uniformly strictly positive matrix, i.e. $G(x)^{-1}$ exists for all $x$ and is uniformly bounded. The arguments used for this simple model (where the main results are known) are given in a form convenient for generalisations to more complex models discussed later. We first prove the existence of the field of characteristics $\Gamma(x_0)$, i.e. the uniqueness and existence for the local boundary value problem for system (1.1), and then the existence of the global minimum for functional (1.12), which also gives the global existence for the boundary value problem. Finally the asymptotic formulas for solutions are given. Before proceeding with the boundary value problem, one needs some estimates on the solutions of the Cauchy problem for the Hamiltonian system (1.1). For the case of the Hamiltonian (2.1), (1.1) takes the form

$$
\begin{align*}
\dot{x} &= G(x)p - A(x) \\
\dot{p}_i &= -\frac{1}{2}(\frac{\partial G}{\partial x}, p) + (\frac{\partial A}{\partial x_i}, p) + \frac{\partial V}{\partial x_i}, \quad i = 1, \ldots, m,
\end{align*}
$$

where we have written the second equation for each coordinate separately for clarity.

Lemma 2.1. For an arbitrary $x_0 \in \mathbb{R}^m$ and an arbitrary open bounded neighbourhood $U(x_0)$ of $x_0$, there exist positive constants $t_0, c_0, C$ such that if $t \in (0, t_0]$, $c \in (0, c_0]$ and $p_0 \in B_{c/t}$, then the solution $X(s, x_0, p_0), P(s, x_0, p_0)$ of (2.2) with initial data $(x_0, p_0)$ exists on the interval $[0, t]$, and for all $s \in [0, t]$,

$$
X(s, x_0, p_0) \in U(x_0), \quad \|P(s, x_0, p_0)\| < C(\|p_0\| + t).
$$

Proof. Let $T(t)$ be the time of exit of the solution from the domain $U(x_0)$, namely

$$
T(t) = \min \{t, \sup \{s : X(s, x_0, p_0) \in U(x_0), \, P(s, x_0, p_0) < \infty\}\}.
$$

Since $G$, $A$ and their derivatives in $x$ are continuous, it follows that for $s \leq T(t)$ the growth of $\|X(s, x_0, p_0) - x_0\|$, $\|P(s, x_0, p_0)\|$ is bounded by the solution of the system

$$
\begin{align*}
\dot{x} &= K(p + 1) \\
\dot{p} &= K(p^2 + 1),
\end{align*}
$$
with the initial conditions \( x(0) = 0, p(0) = \|p_0\| \) and some constant \( K \). The solution of the second equation is

\[
p(s) = \tan(Ks + \arctan p(0)) = \frac{p(0) + \tan Ks}{1 - p(0) \tan Ks}.
\]

Therefore, if \( \|p_0\| \leq c/t \) with \( c \leq c_0 < 1/\tilde{K} \), where \( \tilde{K} \) is chosen in such a way that \( \tan \tilde{K}s \leq \tilde{K}s \) for \( s \leq t_0 \), then

\[
1 - \|p_0\| \tan Ks > 1 - \|p_0\| \tilde{K}s \geq 1 - c_0 \tilde{K}
\]

for all \( s \leq T(t) \). Consequently, for such \( s \),

\[
\|P(s, x_0, p_0)\| \leq \frac{\|p_0\| + \tan Ks}{1 - c_0 \tilde{K}}, \quad \|X(s, x_0, p_0) - x_0\| \leq \tilde{K} s + \frac{c + s \tan Ks}{1 - c_0 \tilde{K}}.
\]

We have proved the required estimate but only for \( T(t) \) instead of \( t \). However, if one chooses \( t_0, c_0 \) in such a way that the last inequality implies \( X(s, x_0, p_0) \in U(x_0) \), it will follow that \( T(t) = t \). Indeed, if \( T(t) < t \), then either \( X(T(t), x_0, p_0) \) belongs to the boundary of \( U(x_0) \) or \( P(T(t), x_0, p_0) = \infty \), which contradicts the last inequalities. The lemma is proved.

**Lemma 2.2** There exist \( t_0 > 0 \) and \( c_0 > 0 \) such that if \( t \in (0, t_0], c \in (0, c_0], p_0 \in B_{c/t} \), then

\[
\frac{1}{s} \frac{\partial X}{\partial p_0}(s, x_0, p_0) = G(x_0) + O(c + t), \quad \frac{\partial P}{\partial p_0}(s, x_0, p_0) = 1 + O(c + t)
\]

uniformly for all \( s \in (0, t] \).

**Proof.** Differentiating the first equation in (2.2) yields

\[
\ddot{x}_i = \frac{\partial G_{ik}}{\partial x_l}(x)\dot{x}_l p_k + G_{ik}(x)\dot{p}_k - \frac{\partial A_i}{\partial x_l} \dot{x}_l
\]

\[
= \left( \frac{\partial G_{ik}}{\partial x_l} p_k - \frac{\partial A_i}{\partial x_l} \right) (G_{lj} p_j - A_l) + G_{ik} \left( -\frac{1}{2} \left( \frac{\partial G}{\partial x_k} p, p \right) + \left( \frac{\partial A}{\partial x_k} p, p \right) + \frac{\partial V}{\partial x_k} \right).
\]

(2.5)
Consequently, differentiating the Taylor expansion
\[ x(s) = x_0 + \dot{x}(0)s + \int_0^s (s - \tau)\ddot{x}(\tau) \, d\tau \]  
(2.6)
with respect to the initial momentum \( p_0 \) and using (2.3) one gets
\[ \frac{\partial X}{\partial p_0}(s, x_0, p_0) = G(x_0)s \]
\[ + \int_0^s \left( O(1 + \|p_0\|^2) \frac{\partial X}{\partial p_0}(\tau, x_0, p_0) + O(1 + \|p_0\|) \frac{\partial P}{\partial p_0}(\tau, x_0, p_0) \right) (s-\tau) \, d\tau. \]  
(2.7)
Similarly differentiating \( p(s) = p_0 + \int_0^s \dot{p}(\tau) \, d\tau \) one gets
\[ \frac{\partial P}{\partial p_0}(s, x_0, p_0) \]
\[ = 1 + \int_0^s \left( O(1 + \|p_0\|^2) \frac{\partial X}{\partial p_0}(\tau, x_0, p_0) + O(1 + \|p_0\|) \frac{\partial P}{\partial p_0}(\tau, x_0, p_0) \right) \, d\tau. \]  
(2.8)
Let us now regard the matrices \( v(s) = \frac{1}{s} \frac{\partial X}{\partial p_0}(s, x_0, p_0) \) and \( u(s) = \frac{\partial P}{\partial p_0}(s, x_0, p_0) \) as elements of the Banach space \( M_m[0,t] \) of continuous \( m \times m \)-matrix-valued functions \( M(s) \) on \( [0,t] \) with norm \( \sup\{\|M(s)\| : s \in [0,t]\} \). Then one can write equations (2.7), (2.8) in abstract form
\[ v = G(x_0) + L_1 v + \tilde{L}_1 u, \quad u = 1 + L_2 v + \tilde{L}_2 u, \]
where \( L_1, L_2, \tilde{L}_1, \tilde{L}_2 \) are linear operators in \( M_m[0,t] \) with norms \( \|L_i\| = O(c^2 + t^2) \) and \( \|\tilde{L}_i\| = O(c + t) \). This implies (2.4) for \( c \) and \( t \) small enough. In fact, from the second equation we get \( u = 1 + O(c+t) + O(c^2 + t^2) v \), substituting this equality in the first equation yields \( v = G(x_0) + O(c+t) + O(c^2 + t^2) v \), and solving this equation with respect to \( v \) we obtain the first equation in (1.4).

Now we are ready to prove the main result of this section, namely the existence of the family \( \Gamma(x_0) \) of the characteristics of system (2.2) starting from \( x_0 \) and covering a neighbourhood of \( x_0 \) in times \( t \leq t_0 \).
Theorem 2.1. (i) For each $x_0 \in \mathbb{R}^m$ there exist $c$ and $t_0$ such that for all $t \leq t_0$ the mapping $p_0 \mapsto X(t, x_0, p_0)$ defined on the ball $B_{c/t}$ is a diffeomorphism onto its image.

(ii) For an arbitrary small enough $c$ there exist positive $r = O(c)$ and $t_0 = O(c)$ such that the image of this diffeomorphism contains the ball $B_r(x_0)$ for all $t \leq t_0$.

Proof. (i) Note first that, by Lemma 2.2, the mapping $p_0 \mapsto X(t, x_0, p_0)$ is a local diffeomorphism for all $t \leq t_0$. Furthermore, if $p_0, q_0 \in B_{c/t}$, then

$$X(t, x_0, p_0) - X(t, x_0, q_0) = \int_0^1 \frac{\partial X}{\partial p_0}(t, x_0, q_0 + s(p_0 - q_0)) \, ds \, (p_0 - q_0)$$

$$= t(G(x_0) + O(c + t))(p_0 - q_0)$$  \hspace{1cm} (2.9)

Therefore, for $c$ and $t$ sufficiently small, the r.h.s. of (2.9) cannot vanish if $p_0 - q_0 \neq 0$.

(ii), (iii) We must prove that for $x \in B_r(x_0)$ there exists $p_0 \in B_{c/t}$ such that $x = X(t, x_0, p_0)$, or equivalently, that

$$p_0 = p_0 + \frac{1}{t} G(x_0)^{-1}(x - X(t, x_0, p_0)).$$

In other words the mapping

$$F_x : p_0 \mapsto p_0 + \frac{1}{t} G(x_0)^{-1}(x - X(t, x_0, p_0))$$  \hspace{1cm} (2.10)

has a fixed point in the ball $B_{c/t}$. Since every continuous mapping from a ball to itself has a fixed point, it is enough to prove that $F_x$ takes the ball $B_{c/t}$ in itself, i.e. that

$$\|F_x(p_0)\| \leq c/t$$  \hspace{1cm} (2.11)

whenever $x \in B_r(x_0)$ and $\|p_0\| \leq c/t$. By (2.3), (2.5) and (2.6)

$$X(t, x_0, p_0) = x_0 + t(G(x_0)p_0 - A(x_0)) + O(c^2 + t^2),$$

and therefore it follows from (2.10) that (2.11) is equivalent to

$$\|G(x_0)^{-1}(x - x_0) + O(t + c^2 + t^2)\| \leq c,$$
which certainly holds for $t \leq t_0$, $|x - x_0| \leq r$ and sufficiently small $r, t_0$ whenever $c$ is chosen small enough.

**Corollary.** If (i) either $A, V, G$ and their derivatives are uniformly bounded, or (ii) if $G$ is a constant and $A$ and $V''$ are uniformly bounded together with their derivatives, then there exist positive $r, c, t_0$ such that for any $t \in (0, t_0]$ and any $x_1, x_2$ such that $|x_1 - x_2| \leq r$ there exists a solution of system (2.2) with the boundary conditions

$$x(0) = x_1, \quad x(t) = x_2.$$  

Moreover, this solution is unique under the additional assumption that $\|p(0)\| \leq c/t$.

**Proof.** The case (i) follows directly from Theorem (2.1). Under assumptions (ii), to get the analog of Lemma 2.1 one should take in its proof the system

$$\begin{cases} \dot{x} = K(p + 1) \\ \dot{p} = K(1 + p + x) \end{cases}$$

as a bound for the solution of the Hamiltonian system. This system is linear (here the assumption that $G$ is constant plays the role) and its solutions can be easily estimated. the rest of the proof remains the same.

The proof of the existence of the boundary value problem given above is not constructive. However, when the well-posedness is given, it is easy to construct approximate solutions up to any order in small $t$ for smooth enough Hamiltonians. Again one begins with the construction of the asymptotic solution for the Cauchy problem.

**Proposition 2.1.** If the functions $G, A, V$ in (2.1) have $k + 1$ continuous bounded derivatives, then for the solution of the Cauchy problem for equation (2.2) with initial data $x(0) = x_0, p(0) = p_0$ one has the asymptotic formulas

$$X(t, x_0, p_0) = x_0 + tG(x_0)p_0 - A(x_0)t + \sum_{j=2}^{k} Q_j(t, tp_0) + O(c + t)^{k+1},$$

$$P(t, x_0, p_0) = p_0 + \frac{1}{t} \left[ \sum_{j=2}^{k} P_j(t, tp_0) + O(c + t)^{k+1} \right],$$  \hspace{1cm} (2.12) (2.13)
where $Q_j(t,q) = Q_j(t,q^1,\ldots,q^m)$, $P_j(t,q) = P_j(t,q^1,\ldots,q^m)$ are homogeneous polynomials of degree $j$ with respect to all their arguments with coefficients depending on the values of $G,A,V$ and their derivatives up to order $j$ at the point $x_0$. Moreover, one has the following expansion for the derivatives with respect to initial momentum

$$\frac{1}{t} \frac{\partial X}{\partial p_0} = G(x_0) + \sum_{j=1}^{k} \tilde{Q}_j(t,tp_0) + O(c+t)^{k+1},$$

(2.14)

$$\frac{\partial P}{\partial p_0} = 1 + \sum_{j=1}^{k} \tilde{P}_j(t,tp_0) + O(c+t)^{k+1},$$

(2.15)

where $\tilde{Q}_j, \tilde{P}_j$ are again homogeneous polynomials of degree $j$, but now they are matrix-valued.

Proof. This follows directly by differentiating equations (2.2), then using the Taylor expansion for its solution up to k-th order and estimating the remainder using Lemma 2.1.

**Proposition 2.2.** Under the hypotheses of Proposition 2.1, the function $p_0(t,x;x_0)$ (defined by (1.2)), which, by Theorem 2.1, is well-defined and smooth in $B_R(x_0)$, can be expended in the form

$$p_0(t,x;x_0) = \frac{1}{t} G(x_0)^{-1} \left[ (x-x_0) + A(x_0)t + \sum_{j=2}^{k} P_j(t,x-x_0) + O(c+t)^{k+1} \right],$$

(2.16)

where $P_j(t,x-x_0)$ are certain homogeneous polynomials of degree $j$ in all their arguments.

Proof. It follows from (2.12) that $x-x_0$ can be expressed as an asymptotic power series in the variable $(p_0 t)$ with coefficients that have asymptotic expansions in powers of $t$. This implies the existence and uniqueness of the formal power series of form (2.16) solving equation (2.12) with respect to $p_0$. The well-posedness of this equation (which follows from Theorem 2.1) completes the proof.

**Proposition 2.3.** Under the assumptions of Proposition 2.1, the two-point function $S(t,x;x_0)$ defined in (1.5), can be expended
in the form

\[
S(t, x, x_0) = \frac{1}{2t} (x - x_0 + A(x_0)t, G(x_0)^{-1}(x - x_0 + A(x_0)t)) \\
+ \frac{1}{t} (V(x_0) t^2 + \sum_{j=3}^{k} P_j (t, x - x_0) + O(c + t)^k), \quad (2.17)
\]

where the \( P_j \) are again polynomials in \( t \) and \( x - x_0 \) of degree \( j \) (and the term quadratic in \( x - x_0 \) is written explicitly).

**Proof.** One first finds the asymptotic expansion for the action \( \sigma(t, x_0, p_0) \) defined in (1.4). For Hamiltonian (2.1) one gets that \( \sigma(t, x_0, p_0) \) equals

\[
\int_0^t \left[ \frac{1}{2} (P(\tau, x_0, p_0, \tau, x_0, p_0)) + V(\tau, x_0, p_0) \right] d\tau
\]

and using (2.12), (2.13) one obtains

\[
\sigma(t, x_0, p_0) = \frac{1}{t} \left[ \frac{1}{2} (p_0 t, G(x_0)p_0 t) + V(x_0) t^2 + \sum_{j=3}^{k} P_j (t, t p_0) + O(c + t)^k \right]
\]

where \( P_j \) are polynomials of degree \( \leq j \) in \( p_0 \). Inserting the asymptotic expansion (2.16) for \( p_0(t, x, x_0) \) in this formula yields (2.17).

**Remark.** One can calculate the coefficients of the expansion (2.17) directly from the Hamilton-Jacobi equation without solving the boundary value problem for (2.2) (as we shall do in the next chapter). The theory presented above explains why the asymptotic expansion has such a form and justifies the formal calculation of its coefficients by means of, for example, the method of undetermined coefficients.

By Theorem 2.1, all the assumptions of Proposition 1.1 hold for the Hamiltonian (2.1); moreover, for all \( x_0 \), the domain \( D(x_0) \) can be chosen as the ball \( B_r(x_0) \). It was proved in Corollary 2 of Proposition 1.1 that the two-point function \( S(t, x, x_0) \), defined by (1.5), (1.6) in a neighbourhood of \( x_0 \), is equal to the minimum of the functional (1.12) over all curves lying in the domain \( B_r(x_0) \).
We shall show first that (at least for $r$ sufficiently small) it is in fact the global minimum (i.e. among all curves, not only those lying in $B_r(x_0)$).

**Proposition 2.4.** Let the potential $V$ be uniformly bounded from below. Then there exists $r_1 \leq r$ such that for $x \in B_{r_1}(x_0)$ the function $S(t, x, x_0)$ defined by (1.5) gives the global minimum of the functional (1.12).

**Proof.** It follows from asymptotic representation (2.17) (in fact, from only its first two terms) that there exist $r_1$ and $t_1$ such that for $a > t_0$ inf $V$ \[\|x-x_0\| = r_1 \quad S(t_1, x, x_0) \leq \min_{t \leq t_1} \min_{\|y-x_0\| = r} S(t, y, x_0) - \delta.\] (2.18)

Because $L(x, \dot{x}) - V(x)$ is positive, the result of Proposition 2.4 follows from (2.18) using the fact that, on the one hand, the functional (1.12) depends additively on the curve, and on the other hand, if a continuous curve $y(\tau)$ joining $x_0$ and $x \in B_{r_1}(x_0)$ in time $t_1$ is not completely contained in $B_r(x_0)$, there exists $t_2 < t_1$ such that \[|y(t_2) - x_0| = r\] and $y(\tau) \in B_r(x_0)$ for $t \leq t_2$.

The following result is a consequence of the Hilbert regularity theorem (Proposition 1.6). However we shall give another proof, which is independent of the Lagrangian formalism and which will be convenient for some other situations.

**Proposition 2.5.** Suppose that the absolute minimum of the functional (1.12) for the Hamiltonian (2.1) is attained by a piecewise smooth curve. Then this curve is in fact a smooth characteristic, i.e. a solution of (2.2).

**Proof.** Suppose that $y(\tau)$ gives a minimum for $I_t$ and at $\tau = s$ its derivative is discontinuous (or it is not a solution of (2.2) in a neighbourhood of $\tau = s$). Then for $\delta$ sufficiently small, $|y(s + \delta) - y(s - \delta)| < r_1$, where $r_1$ is defined in Proposition 2.4, and replacing the segment $[y(s - \delta), y(s + \delta)]$ of the curve $y(\tau)$ by the characteristic joining $y(s - \delta)$ and $y(s + \delta)$ in time $2\delta$ one gets a trajectory, whose action is be less then that of $y(\tau)$. This contradiction completes the proof.

**Proposition 2.6.** (Tonelli’s theorem). *Under the assumptions of Proposition 2.4, for arbitrary $t > 0$ and $x_0, x$, there exists a solution $(x(\tau), p(\tau))$ of (2.2) with the boundary conditions
$x(0) = x_0, x(t) = x$ such that the characteristic $x(\tau)$ attains the global minimum for the corresponding functional (1.12).

Proof. Suppose first that the functions $G, V, A$ are uniformly bounded together with all their derivatives. Let $t \leq t_0$ and suppose that $kr_1 < |x - x_0| \leq (k + 1)r_1$ for some natural number $k$. Then there exists a piecewise-smooth curve $y(s)$ joining $x_0$ and $x$ in time $t$ such that it has not more than $k$ points $y(s_1), ..., y(s_k)$, where the derivatives $\dot{y}(s)$ is discontinuous, and for all $j$, $|y(s_j) - y(s_{j-1})| \leq r_1$ and which is an extremal on the interval $[s_{j-1}, s_j]$. The existence of such a curve implies in particular that $J = \inf I_t$ is finite. Now let $y_n(s)$ be a minimising sequence for (1.12), i.e. a sequence of piecewise-smooth curves joining $x_0$ and $x$ in time $t$ such that $\lim_{n \to \infty} I_t(y_n(s)) = J$. Comparing the action along $y_n(s)$ with the action along $y(s)$ using (2.18) one concludes that, for $n > n_0$ with some $n_0$, all curves $y_n(s)$ lie entirely in $B_{kr_1}(x_0)$. Consequently, one can define a finite sequence of points $y_n(t_j(n)), j \leq k$, on the curve $y_n$ recursively by

$$t_j(n) = \sup \{ t > t_{j-1} : |y_n(t) - y_n(t_{j-1}(n))| < r \}.$$  

Since all $y_n(t_j(n))$ belong to a compact set, it follows that there exists a subsequence, which will again be denoted by $y_n$ such that the number of the $\{t_j\}$ does not depend on $n$ and the limits $t_j = \lim_{n \to \infty} t_j(n)$ and $y_j = \lim_{n \to \infty} y_n(t_j(n))$ exist for all $j$. Consider now the sequence of curves $\tilde{y}_n(s)$ constructed by the following rule: on each interval $[t_{j-1}(n), t_j(n)]$ the curve $\tilde{y}_n$ is the extremal joining $y_n(t_{j-1}(n))$ and $y_n(t_j(n))$ in time $t_j(n) - t_{j-1}(n)$. By corollary 2 of Proposition 1.1, the limit of the actions along $\tilde{y}_n$ is also $J$. But, clearly, the sequence $\tilde{y}_n$ tends to a broken extremal $\tilde{y}$ (whose derivatives may be discontinuous only in points $t_j$) with the action $J$, i.e. $\tilde{y}(s)$ gives a minimum for (1.12). By Proposition 2.5, this broken extremal is in fact everywhere smooth. Finally, one proves the result of Proposition 2.6 for all $t > 0$ by a similar procedure using the splitting of the curves of a minimising sequence into parts with the time length less than $t_0$ and replacing these parts of curves by extremals. The case when $G, A, V$ are not uniformly bounded, is proved by a localisation argument. Namely, any two points can be placed in a large ball, where everything is bounded.
We shall describe now the set of regular points for a variational problem with fixed ends. As we shall see in the next chapter, these are the points for which the WKB-type asymptotics of the corresponding diffusion takes the simplest form.

Let us fix a point $x_0$. We say that the pair $(t, x)$ is a regular point (with respect to $x_0$), if there exists a unique characteristic of (2.2) joining $x_0$ and $x$ in time $t$ and furnishing a minimum to the corresponding functional (1.12), which is not degenerate in the sense that the end point $x(t)$ is not conjugate to $x_0$ along this characteristic, which implies in particular that $\frac{\partial X}{\partial p_0}(t, x_0, p_0)$ is not degenerate.

**Proposition 2.7.** For arbitrary $x_0$, the set $\text{Reg}(x_0)$ of regular points is an open connected and everywhere dense set in $\mathbb{R}_+ \times \mathbb{R}^m$. Moreover, for arbitrary $(t, x)$, all pairs $(\tau, x(\tau))$ with $\tau < t$ lying on any minimising characteristic joining $x_0$ and $x$ in time $t$ are regular. For any fixed $t$, the set \{x : (t, x) \in \text{Reg}(x_0)\} is open and everywhere dense in $\mathbb{R}^m$.

**Proof.** The second statement is a direct consequence of Proposition 2.5. In its turn, this statement, together with Proposition 2.6, implies immediately that the set $\text{Reg}(x_0)$ is everywhere dense and connected. In order to prove that this set is open, suppose that $(t, x)$ is regular, and therefore $\frac{\partial X}{\partial p_0}(t, x_0, p_0)$ is non-degenerate. By the inverse function theorem this implies the existence of a continuous family of characteristics emanating of $x_0$ and coming to any point in a neighbourhood of $(t, x)$. Then by the argument of the proof of Corollary 2 to Proposition 1.1 one proves that each such characteristic furnishes a local minimum to (1.12). Since at $(t, x)$ this local minimum is in fact global, one easily gets that the same holds for neighbouring points. The last statement of the Proposition is a consequence of the others.

At the beginning of section 1.1 we defined the two-point function $S(t, x, x_0)$ locally as the action along the unique characteristic joining $x_0$ and $x$ in time $t$. Then we proved that it gives a local minimum, and then that it gives even a global minimum for the functional (1.12), when the distance between $x_0$ and $x$ is small enough. As a consequence of the last propositions, one can claim this connection to be global.
Proposition 2.8. Let us define the two-point function $S(t, x, x_0)$ for all $t > 0, x, x_0$ as the global minimum of the functional (1.12). Then, in the case of the Hamiltonian (2.1), $S(t, x, x_0)$ is an everywhere finite and continuous function, which for all all $(t, x, x_0)$ is equal to the action along a minimising characteristic joining $x_0$ and $x$ in time $t$. Moreover, on the set $\text{Reg}(x_0)$ of regular points, $S(t, x, x_0)$ is smooth and satisfies the Hamilton-Jacobi equation (1.7).

Remark 1. As stated in Proposition 2.8, the two-point function $S(t, x, x_0)$ is almost everywhere smooth and almost everywhere satisfies the Hamilton-Jacobi equation. In the theory of generalised solutions of Hamilton-Jacobi-Bellman equation (see e.g. [KM1], [KM2]) one proves that $S(t, x, x_0)$ is in fact the generalised solution of the Cauchy problem for equation (1.7) with discontinuous initial data: $S(0, x_0, x_0) = 0$ and $S(0, x, x_0) = +\infty$ for $x \neq x_0$.

Remark 2. An important particular case of the situation considered in this section is the case of a purely quadratic Hamiltonian, namely when $H = (G(x)p,p)$. The solutions of the corresponding system (1.1) (or more precisely, their projections on $x$-space) are called geodesics defined by the Riemannian metric given by the matrix $g(x) = G^{-1}(x)$. For this case, theorem 2.1 reduces to the well known existence and uniqueness of minimising geodesics joining points with sufficiently small distance between them. The proofs for this special case are essentially simpler, because geodesics enjoy the following homogeneity property. If $(x(\tau), p(\tau))$ is a solution of the corresponding Hamiltonian system, then the pair $(\epsilon x(\tau), \epsilon p(\epsilon \tau))$ for any $\epsilon > 0$ is a solution as well. Therefore, having the local diffeomorphism for some $t_0 > 0$ one automatically gets the results for all $t \leq t_0$.

Remark 3. There seems to be no reasonable general criterion for uniqueness of the solution of the boundary value problem, as is shown even by the case of geodesic flows (where uniqueness holds only under the assumption of negative curvature). Bernstein’s theorem (see, e.g. [Ak]) is one of the examples of (very restrictive) conditions that assure global uniqueness. Another example is provided by the case of constant diffusion and constant drift, which we shall now discuss.
Proposition 2.9 [M6, DKM1]. Suppose that in the Hamiltonian (2.1) $G(x) = G$ and $A(x) = A$ are constant and the matrix of second derivatives of $V$ is uniformly bounded. Then the estimates (2.4) for the derivatives are global. More precisely,

$$\frac{1}{t} \frac{\partial X}{\partial p_0}(t, x_0, p_0) = G(x_0) + O(t^2), \quad \frac{\partial P}{\partial p_0}(s, x_0, p_0) = 1 + O(t^2), \quad (2.19)$$

$$\frac{\partial^2 X}{\partial p_0^2} = O(t^4), \quad \frac{\partial^3 X}{\partial p_0^3} = O(t^4) \quad (2.20)$$

and therefore

$$\frac{\partial^2 S}{\partial x^2} = \frac{1}{t G}(1 + O(t^2)), \quad \frac{\partial^2 S}{\partial x_0^2} = \frac{1}{t G}(1 + O(t^2)), \quad \frac{\partial^2 S}{\partial x \partial x_0} = -\frac{1}{t G}(1 + O(t^2)) \quad (2.21)$$

uniformly for all $t \leq t_0$ and all $p_0$. Moreover, for some $t_0 > 0$ the mapping $p_0 \mapsto X(t, x_0, p_0)$ is a global diffeomorphism $\mathbb{R}^n \mapsto \mathbb{R}^n$ for all $t \leq t_0$, and thus the boundary value problem for the corresponding Hamiltonian system has a unique solution for small times and arbitrary end points $x_0, x$ such that this solution provides an absolute minimum in the corresponding problem of the calculus of variations.

Sketch of the proof. It follows from the assumptions that the Jacobi equation (1.16) has uniformly bounded coefficients. This implies the required estimates for the derivatives of the solutions to the Hamiltonian system with respect to $p_0$. This, in turn, implies the uniqueness of the boundary value problem for small times and arbitrary end points $x_0, x$. The corresponding arguments are given in detail in a more general (stochastic) situation in Section 7.

Similar global uniqueness holds for the model of the next section, namely for the Hamiltonian (3.4), if $g$ is a constant matrix, $\alpha(x, y) = y$ and $b(x, y) = b(x), V(x, y) = V(x)$ do not depend on $y$ and are uniformly bounded together with their derivatives of first and second order; see details in [KM2].

3. Regular degenerate Hamiltonians of the first rank

We are turning now to the main topic of this chapter, to the investigation of the boundary value problem for degenerate Hamiltonians. As in the first chapter, we shall suppose that the coordinates (previously denoted by $x$) are divided into two parts, $x \in \mathbb{R}^n$.
and \( y \in \mathcal{R}^k \) with corresponding momenta \( p \in \mathcal{R}^n \) and \( q \in \mathcal{R}^k \) respectively, and that \( H \) is non-degenerate with respect to \( q \). More precisely, \( H \) has the form

\[
H(x, y, p, q) = \frac{1}{2} (g(x, y)q, q) - (a(x, y), p) - (b(x, y), q) - V(x, y),
\]

where \( g(x, y) \) is a non-singular positive-definite \((k \times k)\)-matrix such that

\[
\Lambda^{-1} \leq g(x, y) \leq \Lambda
\]

for all \( x, y \) and some positive \( \Lambda \). It is natural to try to classify the Hamiltonians of form (3.1) in a neighbourhood of a point \((x_0, y_0)\) by their quadratic approximations

\[
\tilde{H}_{x_0,y_0}(x, y, p, q) = - \left( a(x_0, y_0) + \frac{\partial a}{\partial x}(x_0, y_0)(x - x_0) + \frac{\partial a}{\partial y}(x_0, y_0)(y - y_0), p \right) + \frac{1}{2} (g(x_0, y_0)q, q) - \tilde{V}_{x_0,y_0}(x, y) - [b(x_0, y_0) + \frac{\partial b}{\partial x}(x_0, y_0)(x - x_0) + \frac{\partial b}{\partial y}(x_0, y_0)(y - y_0), q],
\]

where \( \tilde{V}_{x_0,y_0} \) is the quadratic term in the Taylor expansion of \( V(x, y) \) near \( x_0, y_0 \). For the Hamiltonian (3.3), the Hamiltonian system (1.1) is linear and its solutions can be investigated by means of linear algebra. However, it turns out that the qualitative properties of the solutions of the boundary value problem for \( H \) are similar to those of its approximation (3.3) only for rather restrictive class of Hamiltonians, which will be called regular Hamiltonians. In the next section we give a complete description of this class and further we shall present an example showing that for non-regular Hamiltonians the solution of the boundary value problem may not exist even locally, even though it does exist for its quadratic approximation. In this section we investigate in detail the simplest and the most important examples of regular Hamiltonians, which correspond in the quadratic approximation to the case, when \( k \geq n \) and the matrix \( \frac{\partial a}{\partial y}(x_0, y_0) \) has maximal rank. For this type of Hamiltonian we shall make a special notational convention, namely we
shall label the coordinates of the variables $x$ and $q$ by upper indices, and those of the variables $y$ and $p$ by low indices. The sense of this convention will be clear in the next chapter when considering the invariant diffusions corresponding to these Hamiltonians.

**Definition.** The Hamiltonian of form (3.1) is called regular of the first rank of degeneracy, if $k \geq n$, $g$ does not depend on $y$, the functions $a, b, V$ are polynomials in $y$ of degrees not exceeding 1, 2 and 4 respectively with uniformly bounded coefficients depending on $x$, the polynomial $V$ is bounded from below, and the rank of $\frac{\partial a}{\partial y}(x, y)$ everywhere equals to its maximal possible value $n$.

Such a Hamiltonian can be written in the form

$$H = \frac{1}{2}(g(x)q, q) - (a(x) + \alpha(x)y, p) - (b(x) + \beta(x)y + \frac{1}{2}(\gamma(x)y, y), q) - V(x, y),$$

or more precisely as

$$H = \frac{1}{2}g_{ij}(x)q^iq^j - (a^i(x) + \alpha^{ij}y_j)p_i - (b_i(x) + \beta^i_j(x)y_j + \frac{1}{2}\gamma^i_{jl}(x)y_jy_l)q^i - V(x, y).$$

where $V(x, y)$ is a polynomial in $y$ of degree $\leq 4$, bounded from below, and $\text{rank } \alpha(x) = n$. The Hamiltonian system (1.1) for this Hamiltonian has the form

$$\begin{align*}
\dot{x}^i &= -(a^i(x) + \alpha^{ij}(x)y_j) \\
\dot{y}_i &= -(b_i(x) + \beta^i_j(x)y_j + \frac{1}{2}\gamma^i_{jl}(x)y_jy_l) + g_{ij}(x)q^j \\
\dot{q}^i &= \alpha^{ij}(x)p_j + (\beta^j_i(x) + \gamma^j_{il}(x)y_l)q^j + \frac{\partial V}{\partial y_i}(x, y) \\
\dot{p}_i &= \frac{\partial a^i}{\partial x^j} + \frac{\partial a^{ij}}{\partial x^j}y_j)p_j + \left(\frac{\partial b_i}{\partial x^j} + \frac{\partial \beta^j_i}{\partial x^j}y_j + \frac{1}{2}\frac{\partial \gamma^j_{lm}}{\partial x^j}y_jy_l\right)q^j - \frac{1}{2}\frac{\partial g_{ij}}{\partial x^j}q^iq^l + \frac{\partial V}{\partial x^i},
\end{align*}$$

where for brevity we have omitted the dependence on $x$ of the coefficients in the last equation.

**Proposition 3.1.** There exist constants $K$, $t_0$, and $c_0$ such that for all $c \in (0, c_0]$ and $t \in (0, t_0]$, the solution of the system (3.5) with initial data $(x(0), y(0), p(0), q(0))$ exists on the interval $[0, t]$ whenever

$$|y(0)| \leq \frac{c}{t}, \quad |q(0)| \leq \frac{c^2}{t^2}, \quad |p(0)| \leq \frac{c^3}{t^3}, \quad (3.6)$$
and on this interval

\[ |x - x(0)| \leq Kt(1 + \frac{c}{t}), \quad |y - y(0)| \leq Kt(1 + \frac{c^2}{t^2}), \quad (3.7) \]

\[ |q - q(0)| \leq Kt(1 + \frac{c^3}{t^3}), \quad |p - p(0)| \leq Kt(1 + \frac{c^4}{t^4}). \quad (3.8) \]

**Proof.** Estimating the derivatives of the magnitudes \(|y|, |q|, |p|\) from (3.5), one sees that their growths do not exceed the growths of the solutions of the system

\[
\begin{align*}
\dot{y} &= \sigma(1 + q + y^2) \\
\dot{q} &= \sigma(1 + p + yq + y^3) \\
\dot{p} &= \sigma(1 + yp + q^2 + y^4)
\end{align*}
\quad (3.9)
\]

for some constant \(\sigma\), and with initial values \(y_0 = |y(0)|, q_0 = |q(0)|, p_0 = |p(0)|\). Suppose (3.6) holds. We claim that the solution of (3.9) exists on the interval \([0, t]\) as a convergent series in \(\tau \in [0, t]\). For example, let us estimate the terms of the series

\[ p(t) = p_0 + t\dot{p}_0 + \frac{1}{2}t^2\ddot{p}_0 + \ldots, \]

where the \(p_0^{(j)}\) are calculated from (3.9). The main observation is the following. If one allocates the degrees 1, 2 and 3 respectively to the variables \(y, q, p\), then the right hand sides of (3.9) have degrees 2, 3 and 4 respectively. Moreover, \(p_0^{(j)}\) is a polynomial of degree \(j + 3\). Therefore, one can estimate

\[ p_0^{(j)} \leq \nu_j \sigma^j \left( 1 + \left( \frac{c}{t} \right)^{j+3} \right) \]

where \(\nu_j\) are natural numbers depending only on combinatorics. A rough estimate for \(\nu_j\) is

\[ \nu_j \leq 4 \cdot (4 \cdot 4) \cdot (4 \cdot 5) \ldots (4 \cdot (k + 2)) = \frac{(j + 2)!}{6} 4^j, \]

because each monomial of degree \(\leq d\) (with coefficient 1) can produce after differentiation in \(t\) not more than \(4d\) new monomials of
degree $\leq (d+1)$ (again with coefficient 1). Consequently, the series for $p(t)$ is dominated by

$$p_0 + \sum_{j=1}^{\infty} \frac{t^j (j + 2)!}{j!} 4\sigma^j \left( 1 + \left( \frac{c}{t} \right)^{j+3} \right) \leq K \left( 1 + \left( \frac{c}{t} \right)^3 \right),$$

for some $K$, if $4\sigma c_0 < 1$ and $4\sigma t_0 < 1$. Using similar estimates for $q$ and $y$ we prove the existence of the solution of (3.5) on the interval $[0, t]$ with the estimates

$$|y| \leq K \left( 1 + \frac{c}{t} \right), \quad |q| \leq K \left( 1 + \left( \frac{c}{t} \right)^2 \right), \quad |p| \leq K \left( 1 + \left( \frac{c}{t} \right)^3 \right),$$

which directly imply (3.7)-(3.8).

Using Proposition 3.1 we shall obtain now more precise formulae for the solution of (3.5) for small times. We shall need the development of the solutions of the Cauchy problem for (3.5) in Taylor series up to orders 1, 2, 3 and 4 respectively for $p, q, y$, and $x$. The initial values of the variables will be denoted by $x_0, y_0, p_0, q_0$.

In order to simplify the forms of rather long expressions that appear after differentiating the equations of (3.5), it is convenient to use the following pithy notation: $\mu$ will denote an arbitrary (uniformly) bounded function in $x$ and expressions such as $\mu y^j$ will denote polynomials in $y = (y_1, \ldots, y_k)$ of degree $j$ with coefficients of the type $O(\mu)$. Therefore, writing $p(t) = p(0) + \int_0^t \dot{p}(\tau) \, d\tau$ and using the last equation from (3.5) one gets

$$p = p(0) + \int_0^t [(\mu + \mu y)p + (\mu + \mu y^2)q + \mu q^2 + \mu + \mu y + \mu y^2 + \mu y^3 + \mu y^4] \, d\tau.$$  

(3.11)

Differentiating the third equation in (3.5) yields

$$\dot{q}^i = \frac{\partial \alpha^i_j}{\partial x^m} \dot{x}^m p_j + \alpha^i_j \dot{p}_j + \left( \frac{\partial \beta^i_j}{\partial x^m} \dot{x}^m + \frac{1}{2} \frac{\partial \gamma^i_{jm}}{\partial x^l} \dot{x}^l y_m + \gamma^i_{jm} \dot{y}_m \right) q^j$$

$$+ (\beta^i_j + \gamma^i_{jm} y_m) q^j + \frac{\partial^2 V}{\partial y_i \partial x^m} \dot{x}^m + \frac{\partial^2 V}{\partial y_i \partial y_m} \dot{y}_m,$$  

(3.12)
and from the representation
\[ q(t) = q(0) + t \dot{q}(0) + \int_0^t (t - \tau) \ddot{q}(\tau) \, d\tau \]
onumber
one gets
\[ q^i = q_0^i + \left[ \alpha^{ji}(x_0)p_j^0 + (\beta^i_j(x_0) + \gamma^j_m(x_0)y_m^0)q_0^j + \frac{\partial V}{\partial y_i}(x_0, y^0) \right] t \]
\[ + \int_0^t (t - \tau)[(\mu + \mu y)p + (\mu + \mu y^2)q + \mu q^2 + \mu + \mu y^2 + \mu y^3 + \mu y^4] \, d\tau. \]

Furthermore,
\[ \ddot{y}_i = \left( \frac{\partial b_i}{\partial x^m} + \frac{\partial \beta^j_i}{\partial x^m} y_j + \frac{1}{2} \frac{\partial \gamma^j_i}{\partial x^m} y_j y_l \right) (a_m^m + \alpha^m_k y_k) \]
\[ - (\beta^j_i + \gamma^j_i y_l) \left( g_{jm} q^m - (b_j + \beta^m_j y_m + \frac{1}{2} \gamma^m_j y_m y_k) \right) \]
\[ - \frac{\partial g_{ij}}{\partial x^m} (a_m^m + \alpha^m_l y_l) q^j + \left( \alpha^{ij} p_i + (\beta^l_i + \gamma^l_j y_m) q^l + \frac{\partial V}{\partial y_j} \right), \] (3.14)

or, in concise notation,
\[ \ddot{y} = \mu + \mu y + \mu y^2 + \mu y^3 + (\mu + \mu y)q + \mu p. \]

It follows that
\[ y^{(3)} = (\mu + \mu y + \mu y^2 + \mu y^3 + \mu y^4) + (\mu + \mu y + \mu y^2)q + \mu q^2 + (\mu + \mu y)p. \] (3.15)

Let \((\bar{x}, \bar{y}, \bar{p}, \bar{q}) = (\bar{x}, \bar{y}, \bar{p}, \bar{q})(t, x_0, y^0, 0, 0)\) denote the solution of (3.5) with initial condition \((x_0, y^0, 0, 0)\). From (3.14), (3.15) one obtains
\[ y = \bar{y} + tg(x_0)q_0 + \frac{1}{2} t^2 \left[ g(x_0) \alpha(x_0) p^0 + (\omega + (\Omega y^0))q_0 \right] \]
\[ + \int_0^t (t - \tau)^2 [(\mu + \mu y + \mu y^2 + \mu y^3 + \mu y^4) + (\mu + \mu y + \mu y^2)q + \mu q^2 + (\mu + \mu y)p] \, d\tau, \] (3.16)
where the matrices $\omega$ and $\Omega y^0$ are given by
\begin{equation}
\omega_{il} = g_{ij}(x_0)\beta'_i(x_0) - \beta'_i(x_0)g_{jl}(x_0) - \frac{\partial g_{il}}{\partial x^j}(x_0)a_j(x_0), \tag{3.17}
\end{equation}
\begin{equation}
(\Omega y^0)_{il} = \left( g_{ij}(x_0)\gamma^{jm}_l(x_0)g_{jl}(x_0) - \frac{\partial g_{il}}{\partial x^j}(x_0)\alpha_{jm}(x_0) \right)y^0_{m}. \tag{3.18}
\end{equation}
Differentiating the first equation in (3.5) yields
\begin{equation}
\ddot{a}_i = \left( \frac{\partial a_i}{\partial x^m} + \frac{\partial \alpha_{ij}}{\partial x^m} y_j \right)(a^m + \alpha^m y_l) - \alpha_{ij} \dot{y}_j,
\end{equation}
and therefore
\begin{equation}
(x^{(3)})^i = \left[ \left( \frac{2\partial \alpha_{ij}}{\partial x^m} \alpha^m + \frac{\partial \alpha_{ij}}{\partial x^m} \alpha^m \right) y_l + \frac{2\partial \alpha_{ij}}{\partial x^m} \alpha^m + \frac{\partial a_i}{\partial x^m} \alpha^m \right] \dot{y}_j
\end{equation}
\begin{equation}
- \alpha_{ij} \dot{y}_j + \mu + \mu y + \mu y^2 + \mu y^3.
\end{equation}
In particular, the concise formula for $x^{(3)}$ is the same as for $\dot{y}$ and for $\dot{q}$. Let us write now the formula for $x$ which one gets by keeping three terms of the Taylor series:
\begin{equation}
x = \ddot{x} - \frac{1}{2}t^2 \alpha(x_0)\dot{g}(x_0)q_0 - \frac{1}{6}t^3[(\alpha g\alpha')(x_0)p^0 + (\Omega' y^0)q_0]
\end{equation}
\begin{equation}
+ \int_0^t (t-\tau)^3[(\mu+\mu y+\mu y^2+\mu y^3+\mu y^4) + (\mu+\mu y+\mu y^2)q + \mu q^2 + (\mu+\mu y)p] d\tau,
\end{equation}
where the entries of the matrices $\omega'$ and $\Omega' y^0$ are given by
\begin{equation}
(\omega')^i_k = \alpha^i_j(x_0)\omega_{jk} - \left( \frac{2\partial \alpha_{ij}}{\partial x^m} \alpha^m + \frac{\partial a_i}{\partial x^m} \alpha^m \right) g_{jk}(x_0), \tag{3.19}
\end{equation}
\begin{equation}
(\Omega' y^0)^i_k = \alpha^i_j(x_0)(\Omega y^0)^j_k - \left( \frac{2\partial \alpha_{ij}}{\partial x^m} \alpha^m + \frac{\partial \alpha_{i}}{\partial x^m} \alpha^m \right) g_{jk}(x_0)y^0_l. \tag{3.20}
\end{equation}
One can now obtain the asymptotic representation for the solutions of (3.5) and their derivatives with respect to the initial
momenta in the form needed to prove the main result on the well-posedness of the boundary value problem. In the following formulas, \( \delta \) will denote an arbitrary function of order \( O(t + c) \), and \( \alpha_0 \) will denote the matrix \( \alpha(x_0) \), with similar notation for other matrices at initial point \( x_0 \). Expanding the notations of Sect. 2.1 we shall denote by \((X, Y, P, Q)(t, x_0, y^0, p^0, q_0)\) the solution of the Cauchy problem for (3.5).

**Proposition 3.2.** Under the assumptions of Proposition 3.1, for the solutions of (3.5) one has

\[
X = \dot{x} - \frac{1}{2} t^2 \alpha_0 g_0 q_0 - \frac{1}{6} t^3 (\alpha_0 g_0 \alpha_0' p^0 + (\omega' + (\Omega' y^0)) q_0) + \delta^4, \tag{3.22}
\]
\[
Y = \dot{y} + t g_0 q_0 + \frac{1}{2} t^2 (g_0 \alpha_0' p^0 + (\omega + (\Omega y^0)) q_0) + \frac{1}{t} \delta^4, \tag{3.23}
\]

where the matrices \( \omega, \omega', (\Omega y^0), (\Omega' y^0) \) are defined by (3.17), (3.18), (3.20), (3.21), and the solution \((\ddot{x}, \ddot{y}, \ddot{p}, \ddot{q})\) of (3.5) with initial conditions \((x_0, y^0, 0, 0)\) is given by

\[
\dot{x} = x_0 - (a_0 + \alpha_0 y^0) t + O(t^2), \quad \dot{y} = y^0 + O(t), \tag{3.24}
\]
\[
\dot{p} = O(t), \quad \dot{q} = O(t). \tag{3.25}
\]

Moreover,

\[
\frac{\partial X}{\partial p^0} = -\frac{1}{6} t^3 (\alpha_0 g_0 \alpha_0' + \delta), \quad \frac{\partial X}{\partial q_0} = -\frac{1}{2} t^2 (\alpha_0 g_0 + \frac{t}{3} (\omega' + \Omega' y^0) + \delta^2), \tag{3.26}
\]
\[
\frac{\partial Y}{\partial p^0} = \frac{1}{2} t^2 (g_0 \alpha_0' + \delta), \quad \frac{\partial Y}{\partial q_0} = t (g_0 + \frac{t}{2} (\omega + \Omega y^0) + \delta^2), \tag{3.27}
\]
\[
\frac{\partial P}{\partial p^0} = 1 + \delta, \quad \frac{\partial P}{\partial q_0} = \frac{\delta^2}{t}, \tag{3.28}
\]
\[
\frac{\partial Q}{\partial p^0} = t (\alpha_0' + \delta), \quad \frac{\partial Q}{\partial q_0} = 1 + t (\beta_0' + \gamma y^0) + \delta^2, \tag{3.29}
\]

where \((\beta_0' + \gamma y^0) \epsilon_i = \beta_i (x_0) + \gamma_i^m (x_0) y^0_m\).

**Proof.** (3.22)-(3.25) follow directly from (3.16), (3.19) and the estimates (3.10). They imply also that the matrices

\[
v_1 = \frac{1}{t^3} \frac{\partial X}{\partial p^0}, \quad u_1 = \frac{1}{t^2} \frac{\partial Y}{\partial p^0}, \quad v_2 = \frac{1}{t^2} \frac{\partial X}{\partial q_0}, \quad u_2 = \frac{1}{t} \frac{\partial Y}{\partial q_0}. \tag{3.30}
\]
are bounded (on the time interval defined by Proposition 3.1). Let us consider them as elements of the Banach space of continuous matrix-valued functions on \([0, t]\). Differentiating (3.11) with respect to \(p^0, q^0\) and using (3.10) yields

\[
\frac{\partial P}{\partial p^0} = 1 + v_1 O(tc^3 + c^4 + t^2 c^2) + u_1 O(c^3 + tc^2) + \frac{\partial P}{\partial p^0} O(t+c) + \frac{\partial Q}{\partial p^0} O(t+c + \frac{c^2}{t}).
\]

(3.31)

\[
\frac{\partial P}{\partial q^0} = v_2 O(c^3 + \frac{c^4}{t} + tc^2) + u_2 O(c^3 + \frac{c^4}{t} + c^2) + \frac{\partial P}{\partial q^0} O(t+c) + \frac{\partial Q}{\partial q^0} O(t+c + \frac{c^2}{t}).
\]

(3.32)

Similarly, from (3.13)

\[
\frac{\partial Q}{\partial p^0} = t_0 + v_1 O(t^2 c^3 + tc^4 + t^3 c^2) + u_1 O(tc^3 + t^2 c^2) + \frac{\partial P}{\partial p^0} O(t^2 + ct) + \frac{\partial Q}{\partial p^0} O(t^2 + c^2).
\]

(3.33)

\[
\frac{\partial Q}{\partial q^0} = 1 + t(\beta_0 + \gamma_0 y^0) + v_2 O(tc^3 + c^4 + t^2 c^2) + u_2 O(c^3 + tc^2)
+ \frac{\partial P}{\partial q^0} O(t^2 + tc) + \frac{\partial Q}{\partial q^0} O(t^2 + tc + c^2).
\]

(3.34)

From (3.33) one has

\[
\frac{\partial Q}{\partial p^0} = (1 + \delta^2) \left[ t\delta \frac{\partial P}{\partial p^0} + v_1 t\delta^4 + u_1 t\delta^3 + t\alpha_0 \right].
\]

(3.35)

Inserting this in (3.31) yields

\[
\frac{\partial P}{\partial p^0} = 1 + \delta \frac{\partial P}{\partial p^0} + v_1 \delta^4 + u_1 \delta^3,
\]

and therefore

\[
\frac{\partial P}{\partial p^0} = 1 + \delta + v_1 \delta^4 + u_1 \delta^3,
\]

(3.36)

\[
\frac{\partial Q}{\partial p^0} = t(\alpha_0 + \delta + v_1 \delta^4 + u_1 \delta^3).
\]

(3.37)

Similarly, from (3.32),(3.34) one gets

\[
\frac{\partial P}{\partial q^0} = \frac{1}{t} (\delta^2 + v_2 \delta^4 + u_2 \delta^3),
\]

(3.38)
\[
\frac{\partial Q}{\partial q_0} = 1 + t(\beta'_0 + \gamma'_0 y^0) + \delta^2 + u_2 \delta^3. \quad (3.39)
\]

Furthermore, differentiating (3.16) with respect to \( p_0, q_0 \) yields

\[
\begin{align*}
u_1 &= \frac{1}{2} g_0 \alpha'_0 + v_1 \delta^4 + u_1 \delta^3 + \frac{\partial P}{\partial p_0} \delta + \frac{\partial Q}{\partial p_0} \delta^2 , \\
u_2 &= g_0 + \frac{t}{2} (\omega + \Omega y^0) + v_2 \delta^4 + u_2 \delta^3 + \frac{\partial P}{\partial q_0} \delta + \frac{\partial Q}{\partial q_0} \delta^2 .
\end{align*}
\]

By (3.36)-(3.39), this implies

\[
\begin{align*}
u_1 &= \frac{1}{2} g_0 \alpha'_0 + \delta + v_1 \delta^4 + u_1 \delta^3 , \\
u_2 &= g_0 + \frac{t}{2} (\omega + \Omega y^0) + \delta^2 + v_2 \delta^4 + u_2 \delta^3 .
\end{align*}
\]

Similarly, differentiating (3.19) yields

\[
\begin{align*}
u_1 &= -\frac{1}{6} \alpha_0 g_0 \alpha'_0 + \delta + v_1 \delta^4 + u_1 \delta^3 , \\
u_2 &= -\frac{1}{2} \alpha_0 g_0 - \frac{t}{6} (\omega' + \Omega' y^0) + \delta^2 + v_2 \delta^4 + u_2 \delta^3 .
\end{align*}
\]

From the last 4 equations one easily obtains

\[
\begin{align*}
u_1 &= \frac{1}{2} g_0 \alpha'_0 + \delta , \quad \nu_2 = g_0 + \frac{t}{2} (\omega + \Omega y^0) + \delta^2 , \\
u_1 &= -\frac{1}{6} \alpha_0 g_0 \alpha'_0 + \delta , \quad \nu_2 = -\frac{1}{2} \alpha_0 g_0 - \frac{t}{6} (\omega' + \Omega' y^0) + \delta^2 ,
\end{align*}
\]

which is equivalent to (3.26)-(3.29). Formulas (3.30), (3.31) then follow from (3.36)-(3.39).

We shall prove now the main result of this section.

**Theorem 3.1.** (i) There exist positive real numbers \( c \) and \( t_0 \) (depending only on \( x_0 \)) such that for all \( t \leq t_0 \) and \( \|y\| \leq c/t \), the mapping \( (p^0, q_0) \mapsto (X, Y)(t, x_0, y^0, p^0, q_0) \) defined on the polydisc \( B_{c^2/t^2} \times B_{c^2/t^2} \) is a diffeomorphism onto its image.
(ii) There exists $r > 0$ such that by reducing $c$ and $t_0$ if necessary, one can assume that the image of this diffeomorphism contains the polydisc $B_{r/(t_0 - x)} \times B_r(x)$. These $c, t_0, r$ can be chosen smaller than an arbitrary positive number $\delta$.

(iii) Assume the matrix $(\alpha(x)g(x)\alpha'(x))^{-1}$ is uniformly bounded. Then $c, t_0, r$ do not depend on $x_0$.

Proof. (i) From Proposition 3.2, one gets

$$
\begin{pmatrix}
X \\
Y
\end{pmatrix}(t, x_0, y_0^0, p_0^0, q_0) - \begin{pmatrix}
X \\
Y
\end{pmatrix}(t, x_0, y_0^0, \pi_0^0, \xi_0) = tG_\delta(t, x_0) \begin{pmatrix}
p_0^0 - \pi_0^0 \\
q_0 - \xi_0
\end{pmatrix},
$$

where

$$
G_\delta(t, x_0) = \begin{pmatrix}
-\frac{1}{6} t^2 (\alpha_0 g_0 \alpha'_0 + \delta) & -\frac{1}{2} t (\alpha_0 g_0 + \delta) \\
\frac{1}{2} t (g_0 \alpha'_0 + \delta) & g_0 + \frac{1}{2} t (\alpha_0 g_0 + \delta)
\end{pmatrix}. \quad (3.40)
$$

To prove (i), it is therefore enough to prove that the matrix (3.40) is invertible. We shall show that its determinant does not vanish. Using the formula

$$
\det \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \det d \cdot \det(a - bd^{-1}c) \quad (3.41)
$$

(which holds for arbitrary matrices $a, b, c, d$ with invertible $d$) one gets

$$
\det G_\delta(t, x_0) = \det(g_0 + \delta)
$$

$$
\times \det \left[ -\frac{1}{6} t^2 (\alpha_0 g_0 \alpha'_0 + \delta) + \frac{1}{4} t^2 (\alpha_0 g_0 + \delta)(g_0^{-1} + \delta)(g_0 \alpha'_0 + \delta) \right].
$$

The second factor is proportional to $\det(\alpha_0 g_0 \alpha'_0 + \delta)$ and therefore, neither factor vanishes for small $\delta$.

(ii) As in the proof of Theorem 2.1, one notes that the existence of $(x, y)$ such that $(x, y) = (X, Y)(t, x_0, y_0^0, p_0^0, q_0)$ is equivalent to the existence of a fixed point of the map

$$
F_{x, y} \begin{pmatrix} p_0^0 \\ q_0 \end{pmatrix} = \begin{pmatrix} p_0^0 \\ q_0 \end{pmatrix} + t^{-1} G(t, x_0)^{-1} \begin{pmatrix} x - X(t, x_0, y_0^0, p_0^0, q_0) \\ y - Y(t, x_0, y_0^0, p_0^0, q_0) \end{pmatrix},
$$
where
\[
G(t, x_0) = \begin{pmatrix}
-\frac{1}{6}t^2\alpha_0 g_0 \alpha_0' & -\frac{1}{2}t(\alpha_0 g_0 + \frac{1}{3}t(\omega' + \Omega' y_0)) \\
\frac{1}{2}tg_0 \alpha_0' & g_0 + \frac{1}{2}(\omega + \Omega y_0)
\end{pmatrix}.
\]

By (3.22), (3.23),
\[
F_{x,y}(p^0, q_0) = t^{-1}G(t, x_0)^{-1} \begin{pmatrix}
x - \tilde{x} + \delta^4 \\
y - \tilde{y} + \delta^4/t
\end{pmatrix}.
\]

To estimate $G(t, x_0)^{-1}$ notice first that $G(t, x_0)$ is of form (3.40) and therefore it is invertible. Moreover, by the formula
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1} = \begin{pmatrix} (a - bd^{-1}c)^{-1} & -a^{-1}b(d - ca^{-1}b)^{-1} \\ -d^{-1}c(a - bd^{-1}c)^{-1} & (d - ca^{-1}b)^{-1} \end{pmatrix}
\]
(which holds for an invertible matrix $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ with invertible blocks $a, d$), one gets that $G(t, x_0)$ has the form
\[
\begin{pmatrix} O(t^{-2}) & O(t^{-1}) \\ O(t^{-1}) & O(1) \end{pmatrix}.
\]

Therefore, to prove that $F_{x,y}(p^0, q_0) \in B_{c^3/t^3} \times B_{c^2/t^2}$ one must show that
\[
O(\|x - \tilde{x}\| + t\|y - \tilde{y}\| + \delta^4) \leq c^3,
\]
which is certainly satisfied for small $c, t_0$ and $r$.

(iii) Follows directly from the above proof, because all parameters depend on the estimates for the inverse of the matrix (3.40).

Since $\tilde{x} - x_0 = O(t)$ for any fixed $y_0$, it follows that for arbitrary $(x_0, y_0)$ and sufficiently small $t$, the polydisc $B_{r/2}(x_0) \times B_{r/2}(y_0)$ belongs to the polydisc $B_r(\tilde{x}) \times B_{r/t}(\tilde{y})$. Therefore, due to Theorem 3.1, all the assumptions of Proposition 1.1 are satisfied for Hamiltonians (3.4), and consequently, all the results of Proposition 1 and its corollaries hold for these Hamiltonians. We shall prove now, following the same line of arguments as in the previous section, that the two-point function $S(t, x, y; x_0, y_0)$ in fact gives the global minimum for the corresponding functional (1.12). To
get the necessary estimates of $S$, we need a more precise formula for the inverse of the matrix (3.40).

Let us express $G_\delta(t,x_0)$ in the form

$$G_\delta(t,x_0) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \sqrt{g_0} \\ 0 & 0 & \sqrt{g_0} \end{pmatrix} \begin{pmatrix} -\frac{1}{2}t^2(A_0A_0' + \delta) & \frac{1}{2}t(A_0 + \delta) \\ \frac{1}{2}t(A_0' + \delta) & 1 + \delta \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & \sqrt{g_0} \end{pmatrix},$$

where $A_0 = \alpha_0 \sqrt{g_0}$. Denoting the matrix $g_0^{-1/2}$ by $J$ and using (3.42) yields that $G_\delta(t,x_0)^{-1}$ equals

$$\begin{pmatrix} 1 & 0 \\ 0 & J \end{pmatrix} \begin{pmatrix} \frac{12}{t^2}(A_0A_0')^{-1}(1 + \delta) & \frac{6}{t}(g_0A_0')^{-1}A_0\beta^{-1}(1 + \delta) \\ -\frac{6}{t}A_0(A_0A_0')^{-1}(1 + \delta) & -\beta^{-1} + \delta \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & J \end{pmatrix},$$

(3.43)

where $-\beta = 1 - \frac{3}{2}A_0'(A_0A_0')^{-1}A_0$. In the simplest case, when $k = n$, i.e. when the matrix $\alpha(x)$ is square non-degenerate, (3.43) reduces to

$$G_\delta(t,x_0)^{-1} = \begin{pmatrix} \frac{12}{t^2}(\alpha_0 g_0 \alpha_0')^{-1}(1 + \delta) & \frac{6}{t}(g_0 \alpha_0')^{-1}(1 + \delta) \\ -\frac{6}{t}(\alpha_0 g_0)^{-1}(1 + \delta) & -2g_0^{-1} + \delta \end{pmatrix}.$$  

(3.44)

To write down the formula for the general case, let us decompose $Y = R^k$ as the orthogonal sum $Y = Y_1 \oplus Y_2$, where $Y_2 = Ker A_0$. Let us denote again by $A_0$ the restriction of $A_0$ to $Y_1$. Then $A_0^{-1}$ exists and $\beta|Y_1 = -\frac{1}{2}, \beta|Y_2 = 1$. With respect to this decomposition,

$$G_\delta(t,x)^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & J_{11} & J_{12} \\ 0 & J_{21} & J_{22} \end{pmatrix}$$

$$\times \begin{pmatrix} \frac{12}{t^2}(A_0A_0')^{-1}(1 + \delta) & \frac{6}{t}(A_0')^{-1}(1 + \delta) \\ -\frac{6}{t}A_0^{-1}(1 + \delta) & -2 + \delta \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & J_{11} & J_{12} \\ 0 & J_{21} & J_{22} \end{pmatrix},$$

(3.45)

From (1.19), (3.30), (3.31) one gets

$$\frac{\partial^2 S}{\partial(x,y)^2}(t,x,y,x_0,y_0) = \frac{1}{t} \left(\frac{1 + \delta}{t(\alpha_0' + \delta)} \right) G_\delta(t,x_0)^{-1}. $$

(3.46)
In the case $n = k$, this takes the form

$$\frac{\partial^2 S}{\partial (x, y)^2} (t, x, y, x_0, y_0) = \left( \frac{12}{t^2} (\alpha_0 g_0 \alpha_0')^{-1} (1 + \delta) \quad \frac{6}{t^2} (g_0 \alpha_0')^{-1} (1 + \delta) \quad \frac{6}{t^2} g_0^{-1} (1 + \delta) \right) \right) \right)$$

and in the general case, from (3.45)-(3.46) one gets (omitting some arguments for brevity) that $\partial^2 S/\partial (x, y)^2$ equals

$$= \left( \frac{12}{t^2} ((A_0 A_0')^{-1} + \delta) \quad \frac{6}{t^2} ((A_1')^{-1} J_{11} + \delta) \quad \frac{6}{t^2} ((A_0')^{-1} J_{12} + \delta) \right. \left. \frac{1}{t} (4J_{11} J_{11} + J_{12} J_{21} + \delta) \quad \frac{1}{t} (4J_{11} J_{12} + J_{12} J_{22} + \delta) \right) \right)$$

Therefore, from (1.22) one gets the following.

**Proposition 3.3.** For small $t$ and $(x, y)$ in a neighbourhood of $(x_0, y_0)$ the two-point function $S(t, x, y; x_0, y_0)$ is equal to

$$\frac{6}{t^3} ((A_0^{-1} + \delta)(x - \tilde{x}), A_0^{-1}(x - \tilde{x})) + \frac{6}{t^2} ((J_{11} + \delta)(y_1 - \tilde{y}_1), (A_0^{-1} + \delta)(x - \tilde{x}))$$

$$+ \frac{6}{t^2} ((J_{12} + \delta)(y_2 - \tilde{y}_2), (A_0^{-1} + \delta)(x - \tilde{x}))$$

$$+ \frac{1}{2t} (y_1 - \tilde{y}_1, (4J_{11}^2 + J_{12}^2 + J_{21} + \delta)(y_1 - \tilde{y}_1))$$

$$+ \frac{1}{2t} (y_2 - \tilde{y}_2, (4J_{21} J_{12} + J_{22}^2 + \delta)(y_2 - \tilde{y}_2))$$

$$+ \frac{1}{t} (y_1 - \tilde{y}_1, (4J_{11} J_{12} + J_{21} J_{22} + \delta)(y_2 - \tilde{y}_2)) \right). \quad (3.49)$$

Expanding $\tilde{x}$, $\tilde{y}$ in $t$ we can present this formula in terms of $x_0, y_0$. Let us write down the main term (when $\delta = 0$), for brevity only in the case $k = n$:

$$S_0(t, x, y; x_0, y_0) = \frac{6}{t^3} (g_0^{-1} \alpha_0^{-1}(x - x_0), \alpha_0^{-1}(x - x_0))$$

$$+ \frac{6}{t^2} (g_0^{-1} \alpha_0^{-1}(x - x_0), y + y_0 + 2\alpha_0^{-1}a_0)$$

$$+ \frac{2}{t} \left[ (y, g_0^{-1} y) + (y, g_0^{-1} y_0) + (y_0, g_0^{-1} y_0) \right]$$
Equivalently, this can be expressed in a manifestly positive form

$$S_0(t, x, y, x_0, y_0) = \frac{1}{2t} (y - y_0, g_0^{-1}(y - y_0)) + \frac{6}{t^3} (g_0^{-1}z, z) \quad (3.50)$$

with

$$z = \alpha_0^{-1}(x - x_0) + \frac{t}{2}(y + y_0 + 2\alpha_0^{-1}a_0).$$

Using these expressions one proves the following property of extremals quite similarly to the proof of Proposition 2.4.

**Proposition 3.4.** There exists $r' \leq r$ such that for $(x, y) \in B_{r'/2}(x_0) \times B_{r'/2}(y_0)$, the solution of the boundary value problem $(x, y)(0) = (x_0, y_0)$ and $(x, y)(t) = (x, y)$ for system (3.5), which exists and is unique under the additional assumption $(p^0, q_0) \in B_{c^2/4} \times B_{c^2/4}$, furnishes the absolute minimum for the functional (1.12) corresponding to the Hamiltonian (3.4).

**Proposition 3.5.** Let the absolute minimum of the functional (1.12) for Hamiltonian (3.4) be given by a piecewise-smooth curve. Then this curve is in fact a smooth characteristic and it contains no conjugate points.

**Proof.** The first part is proved as in Proposition 2.5. Let us prove the Jacobi condition for the degenerate Hamiltonian (3.4), i.e. that a minimizing characteristic does not contain conjugate points. First of all we claim that if a solution $(x(\tau), p(\tau))$ of the Hamiltonian system (1.1) corresponding to an arbitrary Hamiltonian of form (2.1) with non-negative-definite (but possibly singular) matrix $G$ furnishes a minimum for the functional (1.12), then the curve $\eta(\tau) = 0$ gives a minimum for the functional (1.12) defined on curves with fixed endpoints $\eta(0) = \eta(t) = 0$ and corresponding to the quadratic time dependent Hamiltonian $H_t$ of form (1.17). In fact, let the extremal $(x(\tau), p(\tau))$ furnish a minimum for (1.12) corresponding to the Hamiltonian (2.1). This implies that for arbitrary $\epsilon > 0$ and smooth $\eta(\tau)$ such that $\eta(0) = \eta(t) = 0$:

$$\int_0^t \max_w [(p(\tau) + \epsilon w)(\dot{x}(\tau) + \epsilon \dot{\eta}(\tau))$$
\[-H(x + \epsilon \eta, p(\tau) + \epsilon w) - p(\tau)\dot{x}(\tau) + H(x(\tau), p(\tau))] d\tau \geq 0.\]

Since \( H \) is a polynomial in \( p \) of second degree, one has

\[
H(x + \epsilon \eta, p + \epsilon w) = H(x, p) + \epsilon \frac{\partial H}{\partial x}(x, p)\eta + \epsilon \frac{\partial H}{\partial p}(x, p)w + O(\epsilon^3)
\]

\[
+ \frac{1}{2} \epsilon^2 \left[ \left( \frac{\partial^2 H}{\partial x^2}(x, p)\eta, \eta \right) + 2 \left( \frac{\partial^2 H}{\partial x \partial p}(x, p)(\eta + O(\epsilon)), w \right)
\right]
\]

\[
+ \left( \left( \frac{\partial^2 H}{\partial p^2}(x, p) + O(\epsilon) \right) w, w \right) \]

with \( O(\epsilon) \) independent of \( w \). Substituting this expression in the previous formula, integrating by parts the term \( p(\tau)\dot{\eta} \), then using equations (1.1) and dividing by \( \epsilon^2 \) yields

\[
\int_0^t \max_w[w\dot{\eta} - \frac{1}{2} \left( \frac{\partial^2 H}{\partial x^2}(x, p)\eta, \eta \right) - 2 \left( \frac{\partial H}{\partial x \partial p}(x, p)(\eta + O(\epsilon)), w \right)
\]

\[
- \frac{1}{2} \left( \left( \frac{\partial^2 H}{\partial p^2}(x, p) + O(\epsilon) \right) w, w \right)] d\tau + O(\epsilon) \geq 0.
\]

Taking the limit as \( \epsilon \to 0 \) one gets

\[
\int_0^t \max_w(w\dot{\eta} - \tilde{H}_t(\eta, w)) d\tau \geq 0,
\]

as claimed.

Now let \( H \) have the form (3.4). Then \( \tilde{H}_t \) has this form as well, only it is time dependent. One sees easily that with this additional generalisation the analogue of Theorem 3.1 is still valid and therefore, the first part of Proposition 3.5 as well. Suppose now that on a characteristic \( x(\tau) \) of (3.5) that furnishes minimum for the corresponding functional (1.12), the points \( x(s_1), x(s_2) \) are conjugate, where \( 0 \leq s_1 < s_2 < t \). Then there exists a solution \( v, w \) of the Jacobi equation (1.16) on the interval \([s_1, s_2]\) such that \( v(s_1) = v(s_2) = 0 \) and \( v \) is not identically zero. Then the curve \( \tilde{v}(s) \) on \([0, t]\), which is equal to \( v \) on \([s_1, s_2]\) and vanishes outside this interval, gives a minimum for the functional (1.12) corresponding
to Hamiltonian $\tilde{H}_t$. But this curve is not smooth at $\tau = s_2$, which contradicts to the first statement of Proposition 3.5.

We can now prove the analogue of Tonelli’s theorem for the Hamiltonian (3.4), namely the global existence of the boundary value problem.

**Proposition 3.6.** For arbitrary $t > 0$ and arbitrary $x_0, y^0, x, y$, there exists a solution of the Hamiltonian system (3.5) with boundary conditions $(x, y)(0) = (x_0, y^0)$, $(x, y)(t) = (x, y)$, which furnish global minimum for the corresponding functional (1.12).

**Proof.** The only difference from the proof of Proposition 3.5 is that the radius of balls can depend on $y^0$, but this is not of importance, because the proof is given by means of exhausting $\mathcal{R}^m$ by compact sets.

As a consequence, we have

**Proposition 3.7.** Propositions 2.7 and 2.8 hold also for Hamiltonians of the form (3.4).

To conclude we give some estimates on the derivatives of the two-point function

**Proposition 3.8.** For arbitrary $j$ and $l \leq j$

$$\frac{\partial^j S}{\partial x^l \partial y^l} t(t, \hat{x}, \hat{y}, x_0, y^0) = t^{-(l+1)} R(t, y_0),$$

where $R(t, y_0)$ has a regular asymptotic expansion in powers of $t$ and $y_0$.

**Proof.** This is proved by induction on $j$ using (1.19).

This Proposition, together with (1.19), suggests that the function $tS(t, \hat{x} + x, \hat{y} + y; x_0, y^0)$ can be expressed as a regular asymptotic expansion in the variables $x/t$ and $y$. This important consequence will be used in the next chapter for effective calculations of the two-point function. We shall also need the estimates for the higher derivatives of the solutions of the Cauchy problem for (3.5) with respect to initial momenta, which one easily gets from Theorem 3.1 together with the Taylor expansion of the solutions up to any order.
Proposition 3.9. Let $x^0, x^1, p^0, p^1$ denote respectively $x, y, p, q$. The following estimates hold

$$\frac{\partial^2 X^I}{\partial p_0^J \partial p_0^K} = O \left( t^{6-I-J-K} \right).$$

More generally, if $H$ has sufficiently many bounded derivatives, then

$$\frac{\partial^K X^I}{\partial p_0^{I_1} \cdots \partial p_0^{I_K}} = O \left( t^{3K-1-I_1-\cdots-I_K} \right).$$

4. General regular Hamiltonians depending quadratically on momenta

We now consider here general regular Hamiltonians (RH). These are the Hamiltonians for which, roughly speaking, the boundary-value problem enjoys the same properties as for their quadratic (or Gaussian) approximation. As we shall see in the next chapter, the main term of the small time asymptotics for the corresponding diffusion is then also the same as for the Gaussian diffusion approximation. In fact, the motivation for the following definition will be better seen when we consider formal power series solutions of the corresponding Hamilton-Jacobi equation in the next chapter, but rigorous proofs seem to be simpler to carry out for boundary value-problem for Hamiltonian systems.

Since the Gaussian diffusions were classified in the previous chapter by means of the Young schemes, it is clear that RH should also be classified by these schemes.

Definition. Let $M = \{m_{M+1} \geq m_M \geq \ldots \geq m_0 > 0\}$ be a non-degenerate sequence of positive integers (Young scheme). Let $X^I$ denote Euclidean space $\mathbb{R}^m_I$ of dimension $m_I$ with coordinates $x^I, I = 0, \ldots, M$, and $Y = X^{M+1} = \mathbb{R}^{M+1}$. Let $p_I, I = 0, \ldots, M$, and $q = p^{M+1}$ be the momenta corresponding to $x^I$ and $y$ respectively. The $M$-degree, $\deg_M P$, of a polynomial $P$ in the variables $x^1, \ldots, x^M, y = x^{M+1}$ is by definition the degree, which one gets prescribing the degree $I$ to the variable $x^I, I = 0, \ldots, M+1$. A RH
corresponding to a given Young scheme is by definition a function of the form

\[ H(x, y, p, q) = \frac{1}{2}(g(x^0)q, q) - R_1(x, y)p_0 - \ldots \]

\[-R_{M+1}(x, y)p_M - R_{M+2}(x, y)q - R_{2(M+2)}(x, y), \quad (4.1)\]

where the \( R_I(x, y) \) are (vector-valued) polynomials in the variables \( x^1, \ldots, x^M, y = x^{M+1} \) of the \( M \)-degree \( \deg_M R_I = I \) with smooth coefficients depending on \( x^0 \), and \( g(x^0) \) depends only on the variable \( x^0 \) and is nondegenerate everywhere. Moreover, the matrices \( \frac{\partial R_I}{\partial x^i} \) (which, due to the condition on \( \deg_M R_I \), depend only on \( x^0 \)) have everywhere maximal rank, equal to \( m_{I-1} \), and the polynomial \( R_{2(M+1)} \) is bounded from below. When the coefficients of the polynomials \( R_I \) are uniformly bounded in \( x^0 \), we shall say that the RH has bounded coefficients.

All results of the previous section hold for this more general class of Hamiltonians with clear modifications. The proofs are similar, but with notationally heavier. We omit the details and give only the main estimates for the derivatives of the solution of the corresponding Hamilton system with respect to the initial momenta. These estimates play a central role in all proofs. To obtain these estimates, one should choose the convenient coordinates in a neighbourhood of initial point, which were described in the previous chapter, in Theorem 1.2.1. Let us note also that the assumption of the boundedness of the coefficients of the polynomials in (4.1) insures the uniformity of all estimates with respect to the initial value \( x^0_0 \), and is similar to the assumptions of boundedness of the functions \( A, V, G \) defining the non-degenerate Hamiltonians of Section 2.

**Theorem 4.1.** There exist positive constants \( K, t_0, c_0 \) such that for all \( c \in (0, c_0] \), \( t \in (0, t_0] \) the solution of the Hamiltonian system (1.1) corresponding to the regular Hamiltonian (4.1) exists on the interval \([0, t]\) whenever the initial values of the variables satisfy the estimates

\[ |x^1_0| \leq \frac{c}{t}, \ldots, |x^{M+1}_0| \leq \left( \frac{c}{t} \right)^{M+1}, \]
\[ |p_0^{M+1}| \leq \left( \frac{c}{t} \right)^{M+2}, \ldots, |p_0^1| \leq \left( \frac{c}{t} \right)^{2M+2}, \ |p_0^0| \leq \left( \frac{c}{t} \right)^{2M+3}. \]

On the interval \(0 < t < t_0\) the growth of the solution is governed by the estimates

\[ |X(t)^I| \leq K \left( 1 + \left( \frac{c}{t} \right)^I \right), \ |P(t)^I| \leq K \left( 1 + \left( \frac{c}{t} \right)^{2M+3-I} \right), \ I = 0, \ldots, M+1. \]  

(4.2)

the derivatives with respect to initial momenta have the form

\[ \left[ \frac{\partial (X^0, \ldots, X^{M+1})}{\partial (P_0^0, \ldots, P_0^{M+1})} \right]_{IJ} = t^{2M+3-I-J} \beta_{IJ} (1 + O(t)), \]  

(4.3)

\[ \left[ \frac{\partial (X^0, \ldots, X^{M+1})}{\partial (P_0^0, \ldots, P_0^{M+1})} \right]_{IJ}^{-1} = t^{-(2M+3-I-J)} \gamma_{IJ} (1 + O(t)), \]  

(4.4)

where \(\beta_{IJ}, \gamma_{IJ}\) are matrices of the maximal rank \(\min(m_I, m_J)\), and for higher derivatives one has the estimates

\[ \frac{\partial^K X^I}{\partial p_0^{I_1} \ldots \partial p_0^{I_K}} = O \left( t^{(3+2M)K-I_1-\ldots-I_K} \right). \]  

(4.5)

Clearly, the Lagrangians corresponding to degenerate Hamiltonians are singular. However, it turns out that the natural optimisation problems corresponding to degenerate regular Hamiltonians are problems of the calculus of variations for functionals depending on higher derivatives. To see this, consider first a Hamiltonian (3.1) such that \(n = k\) and the map \(y \mapsto a(x, y)\) is a diffeomorphism for each \(x\). Then the change of variables \((x, y) \mapsto (x, z): z = -a(x, y)\) implies the change of the momenta \(p_{old} = p_{new} - (\partial a/\partial x)^t q_{new}, \ q_{old} = -(\partial a/\partial y)^t p_{new}\) and the Hamiltonian (3.1) takes the form

\[
\frac{1}{2} \left( \frac{\partial a}{\partial y} g(x, y(x, z)) \left( \frac{\partial a}{\partial y} \right)^t q, q \right) + (z, p) \\
+ \left( \frac{\partial a}{\partial y} b(x, y(x, z)) - \frac{\partial a}{\partial x} z, q \right) - V(x, y(x, z)).
\]
In the case of Hamiltonian (3.4), the new Hamiltonian takes the form
\[
\frac{1}{2} (\alpha(x)g(x)\alpha'(x)q, q) + (z, p) \\
+ \left( \alpha(x)(b(x) + \beta(x)y + \frac{1}{2}(\gamma(x)y, y)) - \left( \frac{\partial a}{\partial x} + \frac{\partial \alpha}{\partial x} y, z \right) \right) V(x, y)
\]
with \( y = -\alpha(x)^{-1}(z + a(x)) \). This Hamiltonian is still regular of form (3.4), but at the same time it has the form (1.36) of a Hamiltonian corresponding to the problem of the calculus of variations with Lagrangian depending on first and second derivatives. Therefore, all results of the previous section correspond to the solution of the problems of that kind. In general, not all regular Hamiltonians (4.1) can be transformed to the form (1.36) but only a subclass of them. General results on regular Hamiltonians give the existence and the estimates for the solutions of problems with Lagrangian (1.35). For example, one has the following result.

**Theorem 4.2.** Let \( x_0, ..., x_n \in \mathbb{R}^n \) and let a smooth function \( L \) be given by the formula
\[
L(x_0, ..., x_m, z) = \frac{1}{2} \left( g(x_0)(z + \alpha(x_0, ..., x_m), z + \alpha(x_0, ..., x_m)) + V(x_0, ..., x_m) \right),
\]
with \( g(x_0) \) being strictly positive-definite matrix, \( \alpha \) and \( V \) being polynomials of \( m \)-degree \( m + 1 \) and \( 2(m + 1) \) respectively, where \( \deg_{m} x_j = j \), and \( V \) being positive. Then there exists a solution of equation (1.30) with boundary conditions (1.25), which provides the absolute minimum for functional (1.24).

One also can specify the additional conditions under which this solution is unique for small times.

We have noticed that the Hamiltonians with the Young scheme whose entries are equal may correspond to the Lagrangians depending on \( (M + 2) \) derivatives. The general RH with the Young scheme \((m_{M+1}, m_M, ..., m_0)\) may correspond to the variational problems with Lagrangians depending on \( M + 2 \) derivatives of \( m_0 \) variables, \( M + 1 \) derivatives of \( (m_1 - m_0) \) variables and so on. Theorem 4.2 can be generalised to cover these cases as well.

To conclude this section let us give a simple example of non-regular Hamiltonian, whose quadratic approximation is regular of
the first rank (at least in a neighbourhood of almost every point) but for which the solution of the boundary value problem does not exist even locally. In this simplest case $x$ and $y$ are one-dimensional and $H$ even does not depend on $x$. Let

$$H(x, y, p, q) = -f(y)p + \frac{1}{2}q^2$$

(4.7)

with an everywhere positive function $f$, which therefore can not be linear (consequently $H$ is not regular). The corresponding Hamiltonian system has the form

$$\dot{x} = -f(y), \quad \dot{y} = q, \quad \dot{p} = 0, \quad \dot{q} = f'(y)p.$$

Therefore $\dot{x}$ is always negative and there is no solution of the Hamiltonian system joining $(x_0, y_0)$ and $(x, y)$ whenever $x > x_0$, even for small positive $t$. On the other hand, if $f(y)$ is a nonlinear diffeomorphism, say $f(y) = y^3 + y$, then it is not difficult to prove the global existence of the solutions to the boundary value problem for the corresponding Hamiltonian (4.7), though $H$ is still non-regular. In fact, regularity ensures not only the existence of the solutions but also some ”nice” asymptotics for them.

5. Hamiltonians of exponential growth in momenta

In this section we generalise partially the results of Section 2 to some non-degenerate Hamiltonians, which are not quadratic in momentum. First we present a theorem of existence and local uniqueness for a rather general class of Hamiltonians and then give some asymptotic formulas for the case mainly of interest, when the Hamiltonians increase exponentially in momenta.

**Definition 1.** We say that a smooth function $H(x, p)$ on $\mathbb{R}^{2m}$ is a Hamiltonian of uniform growth, if there exist continuous positive functions $C(x)$, $\kappa(x)$ on $\mathbb{R}^{n}$ such that

(i) $\frac{\partial^2 H}{\partial p^2}(x, p) \geq C^{-1}(x)$ for all $x, p$;

(ii) if $|p| \geq \kappa(x)$, the norms of all derivatives of $H$ up to and including the third order do not exceed $C(x)H(x, p)$ and moreover,

$$C^{-1}(x)H(x, p) \leq \| \frac{\partial H}{\partial p}(x, p) \| \leq C(x)H(x, p),$$

(5.1)
\[ \| \frac{\partial g}{\partial p} (x, p) \| \leq C(x) H(x, p) \frac{\partial^2 H}{\partial p^2} (x, p), \]  
(5.2)

where

\[ g(x, p) = \frac{\partial^2 H}{\partial p \partial x} \frac{\partial H}{\partial p} - \frac{\partial^2 H}{\partial p^2} \frac{\partial H}{\partial x}; \]  
(5.3)

(iii) for some positive continuous function \( \delta(x) \) one has

\[ \left\| \left( \frac{\partial^2 H}{\partial p^2} (x, p) \right)^{-1} \right\| \leq C(x) \left\| \left( \frac{\partial^2 H}{\partial p^2} (x, y, p + q) \right)^{-1} \right\| \]  
(5.4)

whenever \( |y| \leq \delta, |q| \leq \delta, |p| \geq \kappa(x) \).

The main properties of the boundary-value problem for such Hamiltonians are given in Theorems 5.1, 5.2 below. The function \( H(x, p) = \alpha(x) \cosh p \) with \( \alpha(x) > 0 \) is a simple example. In fact in this book we are interested in the finite-dimensional generalisations of this example, which are described in Theorem 5.3 below.

Let a Hamiltonian of uniform growth be given. Following the same plan of investigation as for quadratic Hamiltonians we study first the Cauchy problem for the corresponding Hamiltonian system.

**Proposition 5.1.** For an arbitrary neighbourhood \( U(x_0) \) of \( x_0 \) there exist positive \( K, c_0, t_0 \) such that if \( H(x_0, p_0) \leq c/t \) with \( c \leq c_0, \ t \leq t_0 \), then the solution \( X(s) = X(s, x_0, p_0), P(s) = P(s, x_0, p_0) \) of the Hamiltonian system exists on \([0, t]\); moreover, on this interval \( X(s) \in U(x_0), \ \| P(s) - p_0 \| \leq K(t + c) \) and

\[ \frac{\partial X(s)}{\partial p_0} = s \frac{\partial^2 H}{\partial p^2} (x_0, p_0) (1 + O(c)), \quad \frac{\partial P(s)}{\partial p_0} = 1 + O(c). \]  
(5.5)

If in addition, the norms of the derivatives of \( H \) of order up to and including \( k \) do not exceed \( C(x) H(x, p) \) for large \( p \), then \( \frac{\partial^l X(s)}{\partial p_0^l} = O(c) \) for \( l \leq k - 2 \). In particular,

\[ \frac{\partial^2 X(s)}{\partial p_0^2} (s) = s \frac{\partial^3 H}{\partial p^3} (x_0, p_0) + O(c^2). \]
Proof. We can suppose that $\|p_0\| > 2 \max_{x \in U(x_0)} \kappa(x)$, because the case of $p_0$ from any fixed compact is considered trivially. Let

$$T(t) = \min(t, \sup\{s > 0 : X(s) \in U(x_0), \|P(s)\| > \kappa\}).$$

Using Definition 5.1 and the conservation of $H$ along the trajectories of the Hamiltonian one obtains

$$\|\dot{P}(s)\| \leq \left| \frac{\partial H}{\partial x} \right| \leq C(X(s))H(x_0, P(s)) = C(X(s))H(x_0, p_0) \leq C(X(s)) \frac{c}{t};$$

hence $|P(s) - p_0| = O(c)$ and similarly $|X(s) - x_0| = O(c)$ for $s \leq T(t)$. If one chooses small $c_0$ in such a way that the last inequalities would imply $X(s) \in U(x_0)$ and $|P(s)| > \kappa(X(s))$, the assumption $T(t) < t$ would lead to a contradiction. Consequently, $T(t) = t$ for such $c_0$. It remains to prove (5.5). For $p_0$ (or, equivalently, $c/t$) from any bounded neighbourhood of the origin the result is trivial. Let us suppose therefore again that $|p_0|$ is large enough. Following the lines of the proof of Lemma 2.2 let us differentiate the integral form of the Hamiltonian equations

$$\begin{cases}
X(s) = x_0 + s \frac{\partial H}{\partial p}(x_0, p_0) + \int_0^s (s - \tau)g(X, P)(\tau) \, d\tau \\
P(s) = p_0 - \int_0^s \frac{\partial H}{\partial x}(X, P)(\tau) \, d\tau
\end{cases}, \quad (5.6)$$

to obtain

$$\begin{cases}
\frac{\partial X(s)}{\partial p_0} = s \frac{\partial^2 H}{\partial p^2}(x_0, p_0) + \int_0^s (s - \tau) \left( \frac{\partial g}{\partial x} \frac{\partial X}{\partial p_0} + \frac{\partial g}{\partial p} \frac{\partial P}{\partial p_0} \right) (\tau) \, d\tau \\
\frac{\partial P(s)}{\partial p_0} = 1 - \int_0^s \left( \frac{\partial^2 H}{\partial x^2} \frac{\partial X}{\partial p_0} + \frac{\partial^2 H}{\partial x \partial p} \frac{\partial P}{\partial p_0} \right) \, d\tau
\end{cases}.$$

Considering now the matrices $v(s) = \frac{1}{s} \frac{\partial X(s)}{\partial p_0}$ and $u(s) = \frac{\partial P(s)}{\partial p_0}$ as vectors of the Banach space of continuous $m \times m$-matrix-valued functions $M(s)$ on $[0, t]$ with the norm $\sup\{\|M(s)\| : s \in [0, t]\}$ one deduces from the previous equations that

$$\begin{cases}
v = \frac{\partial^2 H}{\partial p^2}(x_0, p_0) + O(t^2)H^2(x_0, p_0)v + O(t) \max_s \left| \frac{\partial g}{\partial p}(X(s), P(s)) \right| u \\
u = 1 + O(t^2)H(x_0, p_0)v + O(t)H(x_0, p_0)u
\end{cases}.$$
Due to (5.2),(5.4),

\[
\left| \frac{\partial g}{\partial p}(X(s), P(s)) \right| \left( \frac{\partial^2 H}{\partial p^2}(x_0, p_0) \right)^{-1}
\leq C(x_0) \left| \frac{\partial g}{\partial p}(X(s), P(s)) \right| \left( \frac{\partial^2 H}{\partial p^2}(x(s), P(s)) \right)^{-1}
\]

\[
\leq H(X(s), P(s))C(X(s))C(x_0) = C(X(s))C(x_0)H(x_0, p_0),
\]

and thus the previous system of equations can be written in the form

\[
\begin{align*}
v &= \frac{\partial^2 H}{\partial p^2}(x_0, p_0) + O(c^2)v + O(c)\frac{\partial^2 H}{\partial p^2}(x_0, p_0)u, \\
u &= 1 + O(tc)v + O(c)u.
\end{align*}
\]

From the second equation one gets

\[
u = (1 + O(c))(1 + (tc)v), \quad (5.7)
\]

and inserting this in the first one yields

\[
v = \frac{\partial^2 H}{\partial p^2}(x_0, p_0)(1 + O(c)) + O(c^2)v,
\]

and consequently

\[
v = (1 + O(c))\frac{\partial^2 H}{\partial p^2}(x_0, p_0),
\]

which yields the first equation in (5.5). Inserting it in (5.7) yields the second equation in (5.5). Higher derivatives with respect to \( p_0 \) can be estimated similarly by differentiating (5.6) sufficient number of times and using induction. Proposition is proved.

**Theorem 5.1.** For any \( c \leq c_0 \) with small enough \( c_0 \) there exists \( t_0 \) such that for all \( t \leq t_0 \) the map \( p_0 \mapsto X(t, x_0, p_0) \) defined on the domain \( D_c = \{ p_0 : H(x_0, p_0) \leq c/t \} \) is a diffeomorphism on its image, which contains the ball \( B_{c_t}(x_0) \) and belongs to the
ball $B_{cr^{-1}}(x_0)$ for some $r$ (that can be chosen arbitrary close to $C^{-1}(x_0)c$ whenever $c$ is small enough).

**Proof.** From Proposition 5.1 one concludes that $\frac{1}{t} \frac{\partial X(t)}{\partial p_0}$ is bounded from below in $D_c$ by some positive constant. This implies that the map under consideration is a diffeomorphism on its image, which one shows by the same arguments as in the proof of Theorem 2.1. To estimate this image, let us estimate $X(t, x_0, p_0) - x_0$ on the boundary of the domain $D_c$, namely when $H(x_0, p_0) = c/t$. From (5.6) it follows that

$$\|X(t, x_0, p_0) - x_0\| = \|t \frac{\partial H}{\partial p}(x_0, p_0) + \int_0^t (t - s) g(x, p, s) ds\|$$

$$\geq tC^{-1}(x_0)H(x_0, p_0) - t^2 C(x)^2 H(x_0, p_0)^2 = tc^{-1}(x_0)H(x_0, p_0)(1 + O(c)).$$

Since the image of the boundary of $D_c$ is homeomorphic to $S^{n-1}$ and therefore divides the space into two open connected components, it follows from the last estimate that the ball with the centre at $x_0$ and the radius $rt$ belongs to the image of $D_c$, where $r$ can be chosen arbitrary close to $C^{-1}(x_0)c$, if $c$ is sufficiently small. Similarly one proves that

$$\|X(t, x_0, p_0) - x_0\| \leq tC(x)H(x_0, p_0)(1 + O(c)),$$

which implies the required upper bound for the image of $D_c$.

**Proposition 5.2.** There exist $t_0, r, c$ such that if $|x - x_0| \leq rc$, the solution to the boundary value problem with the condition $x(0) = x_0, x(t) = x$, for the Hamiltonian system with the Hamiltonian $H$ exists for all $t \leq t_0$ and is unique under additional condition that $H(x_0, p_0) \leq c/t$. If $|x - x_0|/t$ be outside a fixed neighbourhood of the origin, then the initial momentum $p_0$ and the initial velocity $\dot{x}_0$ on this solution satisfy the estimates

$$r \frac{|x - x_0|}{t} \leq H(x_0, p_0) \leq \frac{|x - x_0|}{rt}, \quad \dot{x}_0 = \frac{x - x_0}{t}(1 + O(|x - x_0|))$$

and the two-point function $S(t, x, x_0)$ on this solution has the form

$$S(t, x, x_0) = tL(x_0, \frac{x - x_0}{t}(1 + O(|x - x_0|))) + O(|x - x_0|^2).$$
If $C(x), C^{-1}(x), \kappa(x), \kappa^{-1}(x), \delta(x)$ from Definition 5.1 are bounded (for all $x$ uniformly), the constants $t_0, r, c$ can be chosen independently of $x_0$.

**Proof.** Everything, except for the formula for $S$, follows directly from the previous theorem and the estimates used in its proof. To prove (5.9), we write

$$S(t, x, x_0) = \int_0^t L(x_0 + O(|x - x_0|), \dot{x}_0 + O(|x - x_0|)H^2(x_0, p_0)) \, d\tau$$

$$= tL(x_0, \frac{x - x_0}{t}(1 + O(|x - x_0|)) + O(t|x - x_0|) \frac{\partial L}{\partial x}(x_0 + O(c), \frac{x - x_0}{t}(1 + O(c))),$$

which implies (5.9), since

$$\frac{\partial L}{\partial x}(x, v) = -\frac{\partial H}{\partial x} \left( x, \frac{\partial L}{\partial v}(x, v) \right). \quad (5.10)$$

**Proposition 5.3.** For $\dot{x}_0$ (or equivalently $(x - x_0)/t$) from a bounded neighbourhood of $\frac{\partial H}{\partial p}(x, 0)$

$$\frac{1}{t} S(t, x; x_0) = L(x_0, \frac{x - x_0}{t}) + O(t); \quad (5.11)$$

moreover, if $H(x, 0) = 0$ for all $x$, then

$$L(x_0, \dot{x}_0) = \frac{1}{2} \left[ \frac{\partial^2 H}{\partial p^2}(x_0, 0) \right]^{-1} \left( \dot{x}_0 - \frac{\partial H}{\partial p}(x_0, 0) \right) \cdot \dot{x}_0 - \frac{\partial H}{\partial p}(x_0, 0) + ... \quad (5.12)$$

$$\frac{1}{t} S(t, x, x_0) = \frac{1}{2} \left( 1 + O(t) \right) \left[ \frac{\partial^2 H}{\partial p^2}(x_0, 0) \right]^{-1} \frac{x - \hat{x}(t, x_0)}{t} \cdot \frac{x - \hat{x}(t, x_0)}{t} + \ldots \quad (5.13)$$

where $\ldots$ in (5.12), (5.13) denote the higher terms of the expansion with respect to $\dot{x}_0 - \frac{\partial H}{\partial p}(x_0, 0)$ and

$$\frac{x - \hat{x}(t, x_0)}{t} = \frac{x - x_0}{t} - \frac{\partial H}{\partial p}(x_0, 0) + O(t)$$
respectively, and each coefficient in series (5.12) differs from the corresponding coefficient of (5.13) by the value of the order \(O(t)\).

**Remark.** The number of available terms in asymptotic series (5.12) or (5.13) depends of course on the number of existing derivatives of \(H\).

**Proof.** Formula (5.11) is proved similarly to (5.9). Next, since \(H(x,0) = 0\), the Lagrangian \(L(x_0,v)\) (resp. the function \(S(t,x;x_0)\)) has its minimum equal to zero at the point \(v = \frac{\partial H}{\partial p}(x_0,0)\) (resp. at \(x = \tilde{x}(t,x_0)\), where \(\tilde{x}\) is as usual the solution of the Hamiltonian system with initial data \(x(0) = x_0, p(0) = 0\)). At last, one compares the coefficients in series (5.12),(5.13) using (1.19) and the obvious relations

\[
\frac{\partial^k X}{\partial p_0^k} = t \frac{\partial^{k+1} H}{\partial p_0^{k+1}}(x_0,p_0) + O(c^2), \quad \frac{\partial^k P}{\partial p_0^k} = O(t), \quad k > 1, \quad (5.14)
\]

which hold for \(p_0\) from any bounded domain.

Now we can prove the smooth equivalence of the two-point functions of the Hamiltonian \(H(x,p)\) and the corresponding Hamiltonian \(H(x_0,p)\) with a fixed \(x_0\). This result plays a key role in the construction of the semi-classical asymptotics for the Feller processes given in Chapter 6.

**Theorem 5.2.** Let the assumptions of Theorem 5.1 hold and \(H(x,0) = 0\) for all \(x\). Then there exists a smooth map \(z(t,v,x_0)\) defined for \(v\) from the ball of the radius \(rc/t\) such that

(i) for fixed \(t, x_0\) the map \(v \mapsto z(t,v,x_0)\) is a diffeomorphism on its image,

(ii) for \(v\) from a bounded domain

\[
\|z(t,x,x_0) - v\| = O(t)\|v\| + O(t), \quad (5.15)
\]

(ii) if \(v\) is outside a neighbourhood of the origin, then

\[
z(t,v,x_0) = (1 + \omega(t,v))D_tv + O(t), \quad (5.16)
\]

where \(\omega(t,v) = O(|x - x_0|)\) is a scalar function and \(D_tv\) is a linear diffeomorphism of \(\mathbb{R}^d\) of the form \(1 + O(t)\) with a uniformly bounded derivative in \(t\).
(iii) \( z \) takes \( S(t, x, x_0) \) into \( tL(x, (x-x_0)/t) \), i.e.

\[
L(x_0, z(t, \frac{x-x_0}{t}, x_0) = \frac{1}{t} S(t, x, x_0). \tag{5.17}
\]

**Proof.** It follows from Propositions 5.2, 5.3 and E2. More precisely, one repeats the proof of Propositions E1, E2 of Appendix E to obtain a diffeomorphism that takes the function \( L(x_0, v) \) in the function \( S(t, x, x_0)/t \) considered both as the functions of \( v = (x-x_0)/t \) and depending on \( t, x_0 \) as parameters. Due to Proposition 5.3, the linear and the local parts \( D_3, D_2 \) of the required diffeomorphism have the form \( 1 + O(t) \). Due to (5.9), the dilatation coefficient \( \omega \) from (E1) has the order \( O(|x-x_0|) \). To get (5.16) one needs then only take into account the necessary shift on the difference between minimum points of \( L \) and \( S \) which is of the order \( O(t) \) due to Proposition 5.3.

We shall concentrate now on a more concrete class of Hamiltonians and shall obtain for these Hamiltonians more exact estimates of the objects introduced above. For any vector \( p \) we shall denote by \( \bar{p} \) a unit vector in the direction \( p \), i.e. \( \bar{p} = p/\|p\| \).

**Definition 5.2.** We say that a smooth function \( H(x, p) \) on \( \mathbb{R}^{2m} \) is a Hamiltonian of exponential growth, if there exist two positive continuous functions \( a(x, \bar{p}) \geq b(x, \bar{p}) \), on \( \mathbb{R}^m \times S^{m-1} \) and a positive continuous function \( C(x) \) on \( \mathbb{R}^m \) such that

(i) for \( p \) outside a neighbourhood of the origin, the norms of all derivatives of \( H \) up to and including the third order do not exceed \( C(x)H(x, p) \);

(ii) \( H(x, p) \leq C(x) \exp\{a(x, \bar{p})|p|\} \) for all \( x, p \);

(iii) \( \frac{\partial^2 H}{\partial p^2}(x, p) \geq C^{-1}(x) \exp\{b(x, \bar{p})|p|\} \) for all \( x, p \).

Notice that the condition on the growth of the Hamiltonian implies that the matrix of the second derivatives of the corresponding Lagrangian \( L(x, \dot{x}) \) tends to zero, as \( \dot{x} \to \infty \) (see Remark after Theorem 5.3), which means that the corresponding problem of the calculus of variations has certain degeneracy at infinity. Nevertheless, similarly to the case of Hamiltonians from Definition 5.1, one can show the existence of the solution to the boundary-value problem (with the condition \( x(0) = x_0, x(t) = x \)) for the Hamiltonian systems with Hamiltonians of exponential growth and the uniqueness of such solution for \( |x-x_0| < t^\Delta \), where \( \Delta \in (0, 1) \) depends
on the difference \(a(x, \tilde{p}) - b(x, \tilde{p})\) and can be chosen arbitrary small whenever this difference can be chosen arbitrary small. We are not going into detail, because actually we are interested in a more restrictive class of Hamiltonians that satisfy both Definitions 5.1 and 5.2. This class of Hamiltonians is provided by the Lévy-Khintchine formula with the Lévy measure having finite support, namely, the Hamiltonians of this class are given by the formula

\[
H(x, p) = \frac{1}{2} (G(x)p, p) - (A(x), p) + \int_{\mathbb{R}^m \setminus \{0\}} \left( e^{-\langle p, \xi \rangle} - 1 + \frac{\langle p, \xi \rangle}{1 + \xi^2} \right) \, d\nu_x(\xi),
\]  

where \(G(x)\) is a nonnegative matrix, \(\nu_x\) is a so called Lévy measure on \(\mathbb{R}^m \setminus \{0\}\), which means that

\[
\int_{\mathbb{R}^m \setminus \{0\}} \min(\xi^2, 1) \, d\nu_x(\xi) < \infty
\]

for all \(x\), and the support of the Lévy measure \(\nu\) is supposed to be a bounded set in \(\mathbb{R}^m\). The last assumption insures that function (5.18) is well defined for all complex \(p\) and is an entire function with respect to \(p\). We suppose that all \(G(x), A(x), \nu_x\) are continuously differentiable (at least thrice). Notice that

\[
\left( \frac{\partial^2 H}{\partial p^2} (x, p)v, v \right) = (G(x)v, v) + \int_{\mathbb{R}^m \setminus \{0\}} (\xi, v)^2 e^{-\langle p, \xi \rangle} \, d\nu_x(\xi),
\]

and therefore \(\frac{\partial^2 H}{\partial p^2}\) is always nonnegative. Moreover, one sees directly that for Hamiltonian (5.18), properties (i),(ii) from Definition 5.2 hold with the function \(a\) being the support function of the set \(-\text{supp} \, \nu_x\), i.e.

\[
a(x, \tilde{p}) = \max\{(\tilde{p}, -\xi) : -\xi \in \text{supp} \, \nu_x\}.
\]  

The following results give simple sufficient conditions on \(\nu_x\) that ensure that corresponding function (5.18) is a Hamiltonian of exponential growth. We omit rather simple proofs.

**Proposition 5.4.** (i) Let the function \(\beta\) on \(\mathbb{R}^m \times S^{m-1}\) be defined by the formula

\[
\beta(x, \tilde{v}) = \sup\{r : r\tilde{v} \in \text{supp} \, \nu_x\}.
\]
If $\beta$ is continuous and everywhere positive, then Hamiltonian (5.18) is of exponential growth with the function $a$ defined in (5.19) and any continuous $b(x,p) < a(x,p)$.

(ii) If there exists $\epsilon > 0$ such that for any $\bar{v} \in S^{m-1}$ the convex hull of $\text{supp} \nu_x \cap \{\xi : (\xi, \bar{v}) \geq \epsilon\}$ depends continuously on $x$ and has always nonempty interior, then function (5.18) is of exponential growth with the function $a$ defined as above and

$$b(x,\bar{v}) = \min_{w \in S^{m-1}} \max\{|(w,\xi) : \xi \in \text{supp} \nu_x \cap \{\xi : (-\xi, \bar{v}) \geq \epsilon\}\}.$$  

(5.20)

_Examples._ Let $m = 2$, $G$ and $A$ vanish in (5.18), and let $\nu_x = \nu$ does not depend on $x$. If the support of $\nu$ consists of only three points, then $H$ of form (5.18) is not of exponential growth. Actually in this case $\frac{\partial^2 H}{\partial p^2}$ tends to zero, as $p$ tends to infinity along some directions, and one can show that the boundary-value problem have no solution for some pairs of points $x, x_0$. On the other hand, if the support of $\nu$ consists of four vertices of a square with the centre at the origin, then $H$ of form (5.18) again is not of exponential growth. However, it satisfies the condition of Proposition 5.4 (ii) with $\epsilon = 0$, and one can prove that for this Hamiltonian the boundary-value problem is always solvable.

In order that function (5.18) would satisfy all conditions of Definition 5.1, it seems necessarily to make some assumptions on the behaviour of $\nu$ near the boundary of its support. We are not going to describe the most general assumptions of that kind. In the next statement we give only the simplest sufficient conditions.

_Theorem 5.3._ Let $\nu_x$ have a convex support, containing the origin as an inner point, with a smooth boundary, $\partial \text{supp} \nu_x$, depending smoothly on $x$ and having nowhere vanishing curvature, and moreover, let $\nu_x(d\xi) = f(x,\xi) d\xi$ in a neighbourhood of $\partial \text{supp} \nu_x$ with a continuous $f$ not vanishing on $\partial \text{supp} \nu_x$. Then $H$ of form (5.18) satisfies the requirements of both Definitions 5.1 and 5.2 with $a(x,\bar{p})$ given by (5.19), and moreover for large $p$ and some continuous $C(x)$

$$C^{-1}(x)|p|^{-(m+1)/2} \exp\{a(x,\bar{p})|p|\} \leq H(x,p) \leq C(x)|p|^{-(m+1)/2} \exp\{a(x,\bar{p})|p|\}.$$

(5.21)
\[
\frac{\partial^2 H}{\partial p^2}(x,p) \geq C^{-1}(x) \frac{H(x,p)}{|p|},
\]
\[
C^{-1}(x) \frac{H^d(x,p)}{|p|^{d-1}} \leq \det \frac{\partial^2 H}{\partial p^2}(x,p) \leq C(x) \frac{H^d(x,p)}{|p|^{d-1}}, \tag{5.22}
\]
and
\[
\max(|g(x,p)|, |\frac{\partial g}{\partial p}(x,p)|) \leq C(x) \frac{H(x,p)}{|p|},
\]

**Remark.** If the above \( f(x, \xi) \) vanishes at \( \partial \text{supp} \nu_x \), but has a non-vanishing normal derivative there, then the same holds but with \( m + 2 \) instead of \( m + 1 \) in (5.21).

**Proof.** Clear that for \( p \) from any compact set \( H \) is bounded together with all its derivatives and the matrix of the second derivatives is bounded from below by a positive constant. It is also obvious that (5.22) implies (5.2). In order to obtain the precise asymptotics of \( H \) as \( p \to \infty \) notice first that for large \( p \) the behaviour of \( H \) and its derivatives is the same (asymptotically) as by the function

\[
\tilde{H}(x,p) = \int_{U(x,\nu)} \exp\{|p|(\tilde{p},\xi)\} f(x,-\xi) d\xi,
\]
where \( U(x,\nu) \) is an arbitrary small neighbourhood of \( \partial \text{supp} \nu_x \).

To estimate this integral we consider it as the Laplace integral with the large parameter \( |p| \) (depending on the additional bounded parameter \( \tilde{p} \)). The phase of this integral \( S(\xi, \tilde{p}) = (\xi, \tilde{p}) \) takes its maximum at the unique point \( \xi_0 = \xi_0(\tilde{p}, x) \) on the boundary \( \partial \text{supp} \nu_x \) of the domain of integration, the unit vector \( \tilde{p} \) provides an outer normal vector to this boundary at \( \xi_0 \), and the value of this maximum is given by the support function (5.19). Moreover, this maximum is not degenerate (due to the condition of not vanishing curvature) in the sense that the normal derivative of \( S \) at \( \xi_0 \) (the derivative with respect to \( \xi \) in the direction \( \tilde{p} \)) does not vanish (because it equals \( \tilde{p} \)) and the \( (m-1) \times (m-1) \)-matrix \( A(x, \xi_0) \) of the second derivatives of \( S \) restricted to \( \partial \text{supp} \nu_x \) at \( \xi_0 \) is not degenerate. Thus by the Laplace method (see e.g. Proposition B5) one finds for large \(|p|\)

\[
H(x,p) = |p|^{-(d+1)/2} \exp\{a(x, \tilde{p})|p|\} f(x,-\xi_0)
\]
\begin{equation}
\times (2\pi)^{(d-1)/2} (\det A(x, \xi_0))^{-1/2} (1 + O(|p|^{-1})).
\end{equation}

Similarly one finds that $\frac{\partial H}{\partial p}(x, p)$ and $\left( \frac{\partial^2 H}{\partial p^2}(x, p) \right) v$ equal respectively to

\begin{equation}
|p|^{-(d+1)/2} \exp \{ a(x, \bar{p})|p| \} f(x, -\xi_0) \xi_0
\end{equation}

\begin{equation}
\times (2\pi)^{(d-1)/2} (\det A(x, \xi_0))^{-1/2} (1 + O(|p|^{-1})).
\end{equation}

and

\begin{equation}
|p|^{-(d+1)/2} \exp \{ a(x, \bar{p})|p| \} f(x, -\xi_0)(\xi_0, v)^2
\end{equation}

\begin{equation}
\times (2\pi)^{(d-1)/2} (\det A(x, \xi_0))^{-1/2} (1 + O(|p|^{-1})).
\end{equation}

Similarly one finds the asymptotic representations for other derivatives of $H$, which implies (5.1),(5.21) and the required upper bounds for all derivatives of $H$. To get a lower bound for the eigenvalues of the matrix of the second derivatives of $H$ notice that due to the above formulas $\left( \frac{\partial^2 H}{\partial p^2}(x, p) \right) v$ is of the same order as $H(x, p)$ whenever $v$ is not orthogonal to $\xi_0$. If $v = v_0$ is such that $(v_0, \xi_0) = 0$, then the major term of the corresponding asymptotic expansion vanishes, which means the drop in at least one power of $|p|$. To get (5.22) one must show that the second term in this expansion does not vanish for any such $v_0$. This follows from the general explicit formula for this term (see e.g. in Proposition B5) and the fact that the amplitude in the corresponding Laplace integral has zero of exactly second order at $\xi_0$. To complete the proof of the Proposition, it remains to note that writing down the major terms of the expansions of $\frac{\partial^2 H}{\partial p^2}, \frac{\partial H}{\partial x}, \frac{\partial^2 H}{\partial p \partial x}, \frac{\partial H}{\partial p}$ one sees that the terms proportional to $|p|^{-(d+1)}$ cancel in the expansions for $g$ or its derivative in $p$, which implies the required estimates for $g$.

Remark. Notice that from the formulas

\begin{equation}
v = \frac{\partial H}{\partial p} \left( x, \frac{\partial L}{\partial v}(x, v) \right), \quad \frac{\partial^2 L}{\partial v^2}(x, v) = \left( \frac{\partial^2 H}{\partial p^2} \right)^{-1} \left( x, \frac{\partial L}{\partial v}(x, v) \right),
\end{equation}

connecting the derivatives of $H$ and its Legendre transform $L$, it follows that if $H$ is a Hamiltonian from Theorem 5.3, the first (resp. the second) derivative of the corresponding Lagrangian $\frac{\partial L}{\partial v}(x, v)$
Proposition 5.5. For a Hamiltonian from Theorem 3.1, if $|x - x_0| \leq r$, $t \leq t_0$ and $(x - x_0)/t$ does not approach the origin, one has the following estimates for the initial momentum $p_0 = p_0(t, x, x_0)$ and the two-point function $S(t, x, x_0)$ of the solution to the boundary-value problem with conditions $x(0) = x_0$, $x(t) = x$ (recall that the existence and uniqueness of this solution is proved in Theorem 5.1):

\[
|p_0| \left(1 + \frac{O(\log(1 + |p_0|))}{|p_0|}\right) = \frac{1}{a(x_0, p_0)} \log(1 + \frac{|x - x_0|}{t}) + O(1),
\]

\[-\sigma t + C|x - x_0| \leq S(t, x; x_0) \leq \sigma t + C|x - x_0|.
\]

with some constants $\sigma, C$.

Proof. Estimate (5.27) follow directly from (5.8) and (5.24). Next, from (5.22) one has

\[
|\log t|^{-1} |x - x_0| \leq \frac{\partial^2 H}{\partial p^2} (x_0, p_0) \leq C \frac{|x - x_0|}{t}
\]

for small $t$ and some constant $C$, which implies, due to (5.5), that for $\theta$ not approaching zero

\[
C^{-1} |x - x_0|^{-1} \leq \left( \frac{\partial X}{\partial p_0} \right)^{-1} (t, x, x_0 + \theta(x - x_0)) \leq |\log t| C |x - x_0|^{-1}.
\]

Hence, from (1.22) and (5.13) one obtains

\[-\sigma t + C|x - x_0| \leq S(t, x; x_0) \leq \sigma t + C|x - x_0| |\log t|.
\]

In order to get rid of $\log t$ on the r.h.s. (which is not very important for our purposes) one needs to argue similarly to the proof of (5.31) below. We omit the details.

Now one can use the same arguments as in Section 2 to get the following

Proposition 5.6. The statements (and the proofs) of Proposition 2.4-2.8 are valid for Hamiltonians from Theorem 3.1. In particular, for $t \leq t_0$, $|x - x_0| \leq r$ with small enough $r, t_0$ there exists
a unique solution to the boundary value problem for the Hamiltonian system with Hamiltonian $H$ that provides the global minimum for the corresponding problem of the calculus of variations.

Further we shall need the estimates for the function $z$ from Theorem 5.2 and its derivatives.

**Proposition 5.7.** Let $H$ belong to the class of Hamiltonians described in Theorem 3.1 and $z$ be the corresponding mapping from Theorem 5.2. If $v = (x - x_0)/t$ does not approach the origin and $|x - x_0| \leq rc$, then

$$p_0 \frac{\partial L}{\partial v}(x_0, v) = O(|x - x_0|), \quad \frac{\partial L}{\partial v}(x_0, v) - \frac{\partial L}{\partial v}(x_0, z(t, v, x_0)) = O(|x - x_0|).$$

and

$$\frac{\partial \omega}{\partial v} = O(t), \quad \frac{\partial \omega}{\partial t} = O(|v|), \quad \frac{\partial^2 \omega}{\partial v^2} = O(t)|v|^{-1}|\log t|. \quad (5.32)$$

**Proof.** Plainly for any $w$

$$\frac{\partial L}{\partial v}(x_0, w) - \frac{\partial L}{\partial v}(x_0, v) = \int_0^1 \frac{\partial^2 L}{\partial v^2}(x_0, v + s(w - v)) ds(w - v),$$

$$\leq \max_{s \in (0,1)} \left( \frac{\partial^2 H}{\partial p^2}(x_0, \frac{\partial L}{\partial v}(x_0, v + s(w - v))) \right)^{-1} (w - v).$$

First let $w = \dot{x}_0 = \frac{\partial H}{\partial p}(x_0, p_0)$. From the first equation in (5.6) and the estimates for $g$ in Theorem 5.3 it follows that

$$|\dot{x}_0 - v| = O(t)|g(x, p)| = O(t)|p|^{-1}H^2(x, p)$$

$$= O(t)|\log t|^{-1}H^2(x, p) = O(t^{-1})|x - x_0|^2|\log t|^{-1}.$$

Therefore, due to (5.22), one has

$$\left| \frac{\partial L}{\partial v}(x_0, \dot{x}_0) - \frac{\partial L}{\partial v}(x_0, v) \right| = O(|\log t|) \frac{t}{|x - x_0|} \frac{|x - x_0|^2}{t} |\log t|^{-1} = O(|x - x_0|).$$

i.e. the first inequality in (5.31). Now let $w = z(t, v, x_0)$. In that case it follows from (5.16) that $|z(t, v, x_0) - v| = O(t^{-1})|x - x_0|^2$.  

only, i.e. without an additional multiplier of the order $|\log t|$ as in the previous situation. Therefore, the previous arguments would lead here to an additional multiplier of the order $|\log t|$ on the r.h.s. of the second inequality (5.31). Hence, one needs here a more careful consideration. Namely, as it was noted in the proof of Theorem 5.3, the matrix $\frac{\partial^2 H}{\partial p^2}(x_0, p)$ has the maximal eigenvalue of the order $H(x_0, p)$ and the corresponding eigenvector is asymptotically (for large $p$) proportional to $\xi_0(x_0, \bar{p})$. Other eigenvalues are already of the order $|p|^{-1}H(x, p)$. Therefore, in order to obtain the required estimate it is enough to show that the ratio of the projection of the vector $z(t, v, x_0) - v$ on the direction of $\xi_0(x_0, \bar{p})$ (for $p$ around $p_0$) and the projection of $z(t, v, x_0) - v$ on the perpendicular hyperplane is not less than of the order $|\log t|$. But the vector $z(t, v, x_0) - v$ is proportional to $v = (x - x_0)/t$, which in its turn is close to $\frac{\partial H}{\partial p}(x_0, p_0)$. Hence, one must prove that the vector $\frac{\partial H}{\partial p}(x_0, p_0)$ lies essentially in the direction of $\xi_0(x_0, \bar{p})$. But this is surely true, because due to (5.24) the principle term of the asymptotics of $\frac{\partial H}{\partial p}(x_0, p_0)$ is proportional to $\xi_0$ and next terms differs exactly by the multiplier of the order $|\log t|^{-1}$.

Let us turn now to the proof of (5.32). Differentiating (5.17) with respect to $x$ yields

$$\frac{\partial S}{\partial x} = (1 + \omega) \frac{\partial L}{\partial v}(x_0, z(t, \frac{x - x_0}{t}, x_0))D_t + \left( \frac{\partial L}{\partial v}(x_0, z(t, \frac{x - x_0}{t}, x_0)), D_tv \right) \frac{\partial \omega}{\partial v}.$$ 

Hence

$$\frac{\partial \omega}{\partial v} = \frac{\frac{\partial S}{\partial x} - (1 + \omega) \frac{\partial L}{\partial v}(x_0, z(t, \frac{x - x_0}{t}, x_0))D_t}{\left( \frac{\partial L}{\partial v}(x_0, z(t, \frac{x - x_0}{t}, x_0)), D_tv \right)}.$$ 

To estimate the denominator in this formula notice that

$$\left( \frac{\partial L}{\partial v}(x_0, z(t, \frac{x - x_0}{t}, x_0)), D_tv \right) \geq H(x_0, \frac{\partial L}{\partial v}(x_0, z(t, \frac{x - x_0}{t}, x_0)))(1 + O(|x - x_0|)),$$

which is of the order $|x - x_0|/t$. Turning to the estimate of the nominator we present it as the sum of two terms, first being the
difference between the final momentum \( \frac{\partial S}{\partial x} \) and the initial momentum \( p_0 \) on a trajectory, which is of the order \( O(|x-x_0|) \) due to Lemma 5.1, and the second being the difference between \( p_0 \) and \( \frac{\partial L}{\partial v}(x_0, z) \), which is of the order \( O(|x-x_0|) \) due to (5.31). Consequently, taking into account the estimates for the nominator and denominator gives the first estimate in (5.32).

Differentiating (5.17) with respect to \( t \) yields

\[
\frac{\partial S}{\partial t} = L(x_0, z) + t \frac{\partial L}{\partial v} D_t \left( \frac{\partial \omega}{\partial t} v - \frac{1}{t} (1 + \omega) \frac{\partial z}{\partial v} v \right)
\]

up to a nonessential smaller term. Since \( S \) satisfies the Hamilton-Jacobi equation it follows that

\[
\frac{\partial \omega}{\partial t} = \frac{(1 + \omega) \left( \frac{\partial L}{\partial v}, \frac{\partial z}{\partial v} \right) - H(x, \frac{\partial S}{\partial x}) - L(x_0, z)}{t \frac{\partial L}{\partial v}(x_0, z)v}.
\]

The nominator is of the order \( O(|x-x_0|^2)/t \), because the main term has the form

\[
\frac{\partial L}{\partial v}(x_0, z)z - L(x_0, z) = H(x, \frac{\partial S}{\partial x}) - \left( H(x_0, \frac{\partial L}{\partial v}) - H(x, \frac{\partial L}{\partial v}) \right),
\]

which is of the order \( O(|x-x_0|^2) t^{-1} \), due to the estimates of the first order derivatives of \( H \). The denominator is of the order \( |x-x_0| \), which proves the second formula in (5.32).

Differentiating (5.17) two times in \( x \) yields

\[
(1+\omega) \frac{\partial^2 L}{\partial v^2} - \frac{\partial \omega}{\partial v} \frac{\partial^2 L}{\partial v^2} v - \left( \frac{\partial L}{\partial v} \frac{\partial \omega}{\partial v} + \frac{\partial \omega}{\partial v} \frac{\partial L}{\partial v} \frac{\partial \omega}{\partial v} \right) = \left( \frac{\partial L}{\partial v}, v \right) \frac{\partial^2 \omega}{\partial v^2}.
\]

The coefficient at \( \frac{\partial^2 \omega}{\partial v^2} \) in this formula was already found to be of the order \( O(|x-x_0|/t) \). Thus one needs to show that the l.h.s. of (5.34) has the order \( t \log t \). All tensor products on the l.h.s. of (5.34) certainly have this order due to the first estimate in (5.32).

Next,

\[
\frac{\partial^2 S}{\partial x^2} = \frac{\partial^2 H}{\partial p^2}^{-1}(x_0, p_0)(1+O(|x-x_0|)) = \frac{\partial^2 H}{\partial p^2}^{-1}(x_0, p_0)+O(t) \log t).
\]
Therefore, it remains to show that
\[
\left( \frac{\partial^2 H}{\partial p^2} \right)^{-1} (x_0, p_0) - \left( \frac{\partial^2 H}{\partial p^2} \right)^{-1} (x_0, \frac{\partial L}{\partial v}(x_0, z(v))) = O(t) \left| \log t \right|.
\] (5.35)

Using (5.31) and the mean value theorem for the difference on the l.h.s. of (5.35) leads directly to the estimate \( O(t) \left| \log t \right|^2 \) for this difference. But slightly more careful considerations, similar to those used in the proof of the second inequality (5.31) allow to decrease the power of \( \left| \log t \right| \), which gives the required estimate.

**Proposition 5.8.** Let \( H, z \) and \( v \) be the same as in Proposition 5.7. Then:
\[
\frac{\partial z}{\partial v}(t, v, x_0) = 1 + O(|x-x_0|), \quad \frac{\partial^2 z}{\partial v^2}(t, v, x_0) = O(t)(1+\log^+ \frac{|x-x_0|}{t}),
\] (5.36)

where we used the usual notation \( \log^+ M = \max(0, \log M) \).

**Proof.** For \( v \) outside a neighbourhood of the origin, it follows directly from Proposition 5.7. Notice only that for brevity we used always the estimate \( |\log t| \) for \( |p_0| \), but in formula (5.36) we have restored a more precise estimate for \( |p_0| \) from (5.27). For the bounded \( v \) formulas (5.36) follow from Proposition 5.3 and explicit formulas for \( z \) from the proof of Lemma E2.

### 6. Complex Hamiltonians and calculus of variations for saddle-points

Here we discuss the solutions to the boundary-value problem for complex Hamiltonians depending quadratically on momenta. As we have seen in Sect.1, in the case of real Hamiltonians, a solution to the Hamiltonian system furnishes a minimum (at least locally) for a corresponding problem of calculus of variations. It turns out that for complex Hamiltonians the solutions of Hamiltonian equations have the property of a saddle-point. Let \( x = y + iz \in \mathbb{C}^m \), \( p = \xi + i\eta \in \mathbb{C}^m \) and
\[
H = \frac{1}{2} (G(x)p, p) - (A(x), p) - V(x),
\] (6.1)

where
\[
G(x) = G_R(x) + iG_I(x), \quad A(x) = A_R(x) + iA_I(x), \quad V(x) = V_R(x) + iV_I(x).
\]
are analytic matrix-, vector-, and complex valued functions in a neighbourhood of the real plane. Moreover, $G$ is non-degenerate, $G_R, G_I$ are symmetric and $G_R$ is non-negative for all $x$. Under these assumptions, one readily sees that all the results and proofs of Lemma 2.1, Lemma 2.2, Theorem 2.1 and Propositions 2.1-2.3 on the existence of the solutions of the Hamiltonian system and the asymptotic expansions for the two-point function are valid for this complex situation, where $x_0$ is considered to be any complex number in the domain where $G, A, V$ are defined, and initial momenta are complex as well. In particular, one gets therefore the existence of the family $(x_0)$ of complex characteristics joining $x_0$ with any point $x$ from some complex domain $D(x_0)$ in time $t \leq t_0$, and the corresponding complex momentum field $p(t, x) = (\xi + i\eta)(t, y, z)$, which in its turn defines the complex invariant Hilbert integral (1.6). Let us clarify what optimisation problem is solved by the complex characteristics of the family $(x_0)$.

Notice first that

$$\text{Re} H = \frac{1}{2}(G_R\xi, \xi) - \frac{1}{2}(G_R\eta, \eta) - (G_I\xi, \eta) - (A_R, \xi) + (A_I, \eta) - V_R,$$

and if $(x(s), p(s))$ is a complex solution to (1.1), then the pairs $(y, \xi), (y, \eta), (z, \xi), (z, \eta)$ are real solutions to the Hamiltonian systems with Hamiltonians $\text{Re} H, \text{Im} H, \text{Im} H, -\text{Re} H$ respectively. Next, if $G^{-1}_R$ exists, then

$$(G_R + iG_I)^{-1} = (G_R + G_I G_R^{-1} G_I)^{-1} - iG_R^{-1} G_I (G_R + G_I G_R^{-1} G_I)^{-1},$$

and if $G^{-1}_I$ exists, then

$$(G_R + iG_I)^{-1} = G_I^{-1} G_R (G_I + G_R G_I^{-1} G_R)^{-1} - i(G_I + G_R G_I^{-1} G_R)^{-1}.$$
with \( p(x) \) uniquely defined from the equation \( \dot{x} = \frac{\partial H}{\partial p}(x, p) \). Therefore, the formula for \( L \) is the same as in the real case, namely

\[
L(x, \dot{x}) = \frac{1}{2}(G^{-1}(\dot{x} + A(x)), \dot{x} + A(x)) + V(x). \tag{6.4'}
\]

Consequently

\[
ReL(y, z, \dot{y}, \dot{z}) = \xi(y, z, \dot{y}, \dot{z}) - \eta(y, z, \dot{y}, \dot{z}) - ReH(y, z, \xi(y, z, \dot{y}, \dot{z}), \eta(y, z, \dot{y}, \dot{z})) \tag{6.5}
\]

\[
ImL(y, z, \dot{y}, \dot{z}) = \eta(y, z, \dot{y}, \dot{z}) + \xi(y, z, \dot{y}, \dot{z}) - ImH(y, z, \xi(y, z, \dot{y}, \dot{z}), \eta(y, z, \dot{y}, \dot{z})) \tag{6.6}
\]

where \((\xi, \eta)(y, z, \dot{y}, \dot{z})\) are defined from the equations

\[
\dot{y} = \frac{\partial ReH}{\partial \xi} = G_R \xi - G_I \eta - A_R, \quad \dot{z} = -\frac{\partial ReH}{\partial \eta} = G_R \eta + G_I \xi - A_I. \tag{6.7}
\]

**Proposition 6.1** For all \( \xi, \eta \)

\[
\xi \dot{y} - \eta(y, z, \dot{y}, \dot{z}) \dot{z} - ReH(y, z, \xi, \eta(y, z, \dot{y}, \dot{z})) \leq ReL(y, z, \dot{y}, \dot{z}) \leq \xi(y, z, \dot{y}, \dot{z}) \dot{y} - \eta \dot{z} - ReH(y, z, \xi(y, z, \dot{y}, \dot{z}), \eta), \tag{6.8}
\]

or equivalently

\[
ReL(y, z, \dot{y}, \dot{z}) = \max_{\xi} \min_{\eta} (\xi \dot{y} - \eta \dot{z} - ReH(x, p)) = \min_{\eta} \max_{\xi} (\xi \dot{y} - \eta \dot{z} - ReH(x, p)). \tag{6.8'}
\]

In other words, \( ReL(y, z, \dot{y}, \dot{z}) \) is a saddle-point for the function \((\xi \dot{y} - \eta \dot{z} - ReH(x, p))\). Moreover, \( ReL \) is convex with respect to \( \dot{y} \) and concave with respect to \( \dot{z} \) (strictly, if \( G_R > 0 \) strictly). Furthermore, if \( G_I \geq 0 \), then

\[
ImL(y, z, \dot{y}, \dot{z}) = \max_{\xi} \min_{\eta} (\xi \dot{z} + \eta \dot{y} - ImH(x, p)) = \min_{\eta} \max_{\xi} (\xi \dot{z} + \eta \dot{y} - ImH(x, p)). \tag{6.9}
\]

i.e. \( ImL(y, z, \dot{y}, \dot{z}) \) is a saddle-point for the function \( \xi \dot{z} + \eta \dot{y} - ImH(x, p) \). Moreover, if \( G_I \geq 0 \), then \( ImL \) is convex with respect to \( \dot{z} \) and concave with respect to \( \dot{y} \) (strictly, if \( G_I > 0 \) strictly).
Proof. Formula (6.7) is obvious, since the function \( \xi y - \eta z - ReH(x, p) \) is concave with respect to \( \xi \) and convex with respect to \( \eta \). Furthermore, \( \frac{\partial^2 L}{\partial y^2} = (G^{-1})(x) \) due to (6.4'). Therefore
\[
\frac{\partial^2 ReL}{\partial y^2} = Re \frac{\partial^2 L}{\partial y^2} = (G^{-1})_R(x), \quad \frac{\partial^2 ReL}{\partial z^2} = -Re \frac{\partial^2 L}{\partial z^2} = -(G^{-1})_R(x).
\]
which proves the required properties of \( ReL \), because \( (G^{-1})_R \geq 0 \).

The statements about \( ImL \) are proved similarly.

Consider now the complex-valued functional
\[
I_t(x.) = \int_0^t L(x(\tau), \dot{x}(\tau)) d\tau,
\]
deﬁned on piecewise-smooth complex curves \( x(\tau) \) joining \( x_0 \) and \( x \) in time \( t \), i.e. such that \( x(0) = x_0, x(t) = x \). As in Section 1, we deﬁne \( S(t, x; x_0) = I_t(X(.)) \), where \( X(s) \) is the (unique) characteristic of the family \( \Gamma(x_0) \) joining \( x_0 \) and \( x \) in time \( t \).

Proposition 6.2. The characteristic \( X(s) = Y(s) + iZ(s) \) of the family \( \Gamma(x_0) \) joining \( x_0 \) and \( x \) in time \( t \) is a saddle-point for the functional \( ReI_t \), i.e. for all real piecewise smooth \( y(\tau), z(\tau) \) such that \( y(0) = y_0, z(0) = z_0, y(t) = y, z(t) = z \) and \( y(\tau) + iZ(\tau), Y(\tau) + iz(\tau) \) lie in the domain \( D(x_0) \)
\[
ReI_t(Y(.)+iz(.)) \leq ReI_t(Y(.)+iZ(.)) = Re S(t, x, x_0) \leq ReI_t(y(.)+iZ(.)).
\]
In particular,
\[
ReI_t(Y(.)+iZ(.)) = \min_{y(.)} \max_{z(.)} ReI_t(y(.)+iz(.)) = \max_{z(.)} \min_{y(.)} ReI_t(y(.)+iZ(.)).
\]
If \( G_1(x) \geq 0 \), then similar fact holds for \( ImI_t \), namely
\[
ImI_t(Y(.)+iZ(.)) = \min_{z(.)} \max_{y(.)} ImI_t(y(.)+iz(.)) = \max_{y(.)} \min_{z(.)} ImI_t(y(.)+iZ(.)).
\]

Proof. Let us prove, for example, the right inequality in (6.10).

Notice
\[
ReI_t(y(.), Z(.)) = \int_0^t (\xi(y, Z, \dot{y}, \dot{Z})\dot{y} - \eta(y, Z, \dot{y}, \dot{Z})\dot{Z}
\]

\[-ReH(y, Z, \xi(y, Z, \dot{y}, \dot{Z}), \eta(y, Z, \dot{y}, \dot{Z}))(\tau) \, d\tau\]
\[\geq \int_0^t (\xi(y, Z)\dot{y} - \eta(y, Z, \dot{y}, \dot{Z})\dot{Z} - Re\!H(y, Z, \xi(y, Z), \eta(y, Z, \dot{y}, \dot{Z}))(\tau) \, d\tau,\]
due to the left inequality in (6.8). The last expression can be written in equivalent form as
\[\int_0^t [\xi(y, Z)\dot{y} - \eta(y, Z, \dot{y}, \dot{Z})\dot{Z} - Re\!H(y, Z, \xi(y, Z), \eta(y, Z))](\tau) \, d\tau\]
\[+ \int_0^t [(\eta(y, Z) - \eta(y, Z, \dot{y}, \dot{Z}))\dot{Z} + Re\!H(y, Z, \xi(y, Z), \eta(y, Z, \dot{y}, \dot{Z}))(\tau) \, d\tau.\]

Let us stress (to avoid ambiguity) that in our notation, say, \(\eta(y, z)(\tau)\) means the imaginary part of the momentum field in the point \((\tau, (y + iz)(\tau))\) defined by the family \(\Gamma(x_0)\), and \(\eta(y, z, \dot{y}, \dot{z})\) means the solution of equations (6.7). Now notice that in the last expression the first integral is just the real part of the invariant Hilbert integral and consequently one can rewrite the last expression in the form
\[Re\!S(t; x; x_0) - \int_0^t [Re\!H(y, Z, \xi(y, Z), \eta(y, Z, \dot{y}, \dot{Z})) - Re\!H(y, Z, \xi(y, Z), \eta(y, Z))]
\[\frac{\partial Re\!H}{\partial \eta}(y, Z, \xi(y, Z), \eta(y, Z)) \right) d\tau.
\]

The function under the second integral is negative (it is actually the real part of the Weierstrass function), since with respect to \(\eta\) the function \(Re\!H\) is concave. It follows that
\[Re\!I_t(y(.), Z(.)) \geq Re\!S(t, x : x_0) = Re\!I_t(Y(.), Z(.)).\]

Further on we shall deal mostly with a particular case of Hamiltonian (6.1), namely with the case of vanishing \(A\) and a constant \(G\).
Proposition 6.3 If the drift $A$ vanishes and the diffusion matrix $G$ is constant, then formula (2.19)-(2.21) hold. More exact formulas can be written as well:

\[
\frac{\partial^2 S}{\partial x^2} = \frac{1}{t} G^{-1} (1 + \frac{1}{3} t^2 \frac{\partial^2 V}{\partial x^2}(x_0) G + O(t^2 c)),
\]

\[
\frac{\partial^2 S}{\partial x_0^2} = \frac{1}{t} G^{-1} (1 + \frac{1}{3} t^2 \frac{\partial^2 V}{\partial x^2}(x_0) G + O(t^2 c)),
\]

(6.13)

\[
\frac{\partial^2 S}{\partial x \partial x_0} = -\frac{1}{t} G^{-1} (1 - \frac{1}{6} t^2 \frac{\partial^2 V}{\partial x^2}(x_0) G + O(t^2 c)).
\]

(6.14)

and,

\[
\frac{\partial X}{\partial p_0} = tG(1 + \frac{1}{6} t^2 \frac{\partial^2 V}{\partial x^2}(x_0) G + O(t^2 c)), \quad \frac{\partial P}{\partial p_0} = 1 + \frac{1}{2} t^2 \frac{\partial^2 V}{\partial x^2}(x_0) G + O(t^2 c).
\]

(6.15)

where $c$ is from Theorem 2.1.

Proof. Under the assumptions of the Proposition

\[
X(t, x_0, p_0) = x_0 + tGp_0 + \frac{1}{2} G \frac{\partial V}{\partial x}(x_0) t^2 + \frac{t^3}{6} G \frac{\partial^2 V}{\partial x^2} Gp_0 + O(t^4 p_0^2),
\]

\[
P(t, x_0, p_0) = p_0 + \frac{\partial V}{\partial x}(x_0) t + \frac{t^2}{2} \frac{\partial^2 V}{\partial x^2} Gp_0 + O(t^3 p_0^2).
\]

This implies (6.15) and also the estimate

\[
\frac{\partial X}{\partial x_0} = 1 + \frac{1}{2} t^2 G \frac{\partial^2 V}{\partial x^2}(x_0) + O(t^2 c).
\]

These estimates imply (6.13), (6.14) due to (1.19)-(1.21).

In the theory of semiclassical approximation, it is important to know whether the real part of the action $S$ is nonnegative.

Proposition 6.4. (i) If $G_R$ is strictly positive for all $x$, then $ReS(t, x; x_0)$ restricted to real values $x, x_0$ is nonnegative and convex for small enough $t$ and $x - x_0$.

(ii) Let $G_R$ and the drift $A$ vanish for all $x$, and let $G_I$ be a constant positive matrix, which is proportional to the unit matrix.
Then ReS restricted to real values $x, x_0$ is nonnegative and convex for small enough $t$, $x - x_0$ iff $V_R$ is nonnegative and strictly convex with respect to $y = Re x$.

Proof. (i) Follows directly from representation (2.17).

(ii) It follows from (6.13), (6.14) that (under assumptions (ii)) $Re S(t, x, x_0)$ is convex in $x$ and $x_0$ for real $x$ and $x_0$ whenever $V_R$ is convex for real $V$. Consequently, to prove the positivity of $Re S$ it is enough to prove the positivity of $S$, as a function of $x_0$. Using expansion (2.17) yields

$$S(t, x, x_0) = tV(x_0) + O(t^3)\|\frac{\partial V}{\partial x}\|^2.$$  

Since $V(x)$ is nonnegative, it follows that $V(\hat{x}_0) \geq 0$ at the point $\hat{x}_0$ of its global minimum. The previous formula implies directly that $S(t, x, x_0)$ is positive (for small $t$ at least) whenever $V(\hat{x}_0) > 0$. If $V(\hat{x}_0) = 0$, then $S$ is clearly non-negative outside a neighbourhood of $\hat{x}_0$. Moreover, in the neighbourhood of $\hat{x}_0$, it can be written in the form

$$S(t, x, x_0) = \frac{t}{2} \left( \frac{\partial^2 V}{\partial x^2} (\hat{x}_0)(x_0 - \hat{x}_0), x_0 - \hat{x}_0 \right) + O(t|x_0 - \hat{x}_0|^3) + O(t^3|x_0 - \hat{x}_0|^2),$$  

which is again non-negative for small $t$.

7. Stochastic Hamiltonians

The theory developed in the previous Sections can be extended to cover the stochastic generalisations of Hamiltonian systems, namely the system of the form

$$\begin{cases}
 dx = \frac{\partial H}{\partial p} dt + g(t, x) \circ dW \\
 dp = -\frac{\partial H}{\partial x} dt - (c'(t, x) + pg'(t, x)) \circ dW,
\end{cases} \quad (7.1)$$  

where $x \in \mathcal{R}^n$, $t \geq 0$, $W = (W^1, \ldots, W^m)$ is the standard $m$-dimensional Brownian motion ($\circ$, as usual, denotes the Stratonovich stochastic differential), $c(t, x)$ and $g(t, x) = g_{ij}(t, x)$ are given vector-valued and respectively $(m \times n)$-matrix -valued functions and the Hamiltonian $H(t, x, p)$ is convex with respect to $p$. Stochastic
Hamiltonian system (7.1) correspond formally to the singular Hamiltonian function

\[ H(t, x, p) + (c(t, x) + pg(t, x)) \dot{W}(t), \]

where \( \dot{W} \) is the white noise (formal derivative of the Wiener process). The corresponding stochastic Hamilton-Jacobi equation clearly has the form

\[ dS + H(t, x, \frac{\partial S}{\partial x}) dt + (c(t, x) + g(t, x) \frac{\partial S}{\partial x}) \circ dW = 0. \quad (7.2) \]

To simplify the exposition we restrict ourselves to the most important particular case, when \( g = 0 \) in (7.1) and the functions \( H \) and \( c \) do not depend explicitly on \( t \). Namely, we shall consider the stochastic Hamiltonian system

\[
\begin{align*}
    dx &= \frac{\partial H}{\partial p} \, dt \\
    dp &= -\frac{\partial H}{\partial x} \, dt - c'(x) \, dW.
\end{align*}
\]

and the stochastic Hamilton-Jacobi equation

\[ dS + H(x, \frac{\partial S}{\partial x}) dt + c(x) \, dW = 0. \quad (7.4) \]

In that case the Ito and the Stratonovich differentials coincide. The generalisation of the theory to (7.1) and (7.2) is almost straightforward. As the next stage of simplification we suppose that the matrix of the second derivative of \( H \) with respect to all its arguments is uniformly bounded. An example of this situation is given by the standard quantum mechanical Hamiltonian \( p^2 - V(x) \). In that important for the application case one can get rather nice results on the existence of the solution to the boundary-value problem uniform with respect to the position of the boundary values \( x_0, x \). However, the restriction to this type of Hamiltonians is by no means necessary. More general Hamiltonians that was discussed in Sections 2-6 can be considered in this framework similarly and the result are similar to those obtained for the deterministic Hamiltonian systems of Sections 2-6.
Theorem 7.1 [K1], [K2]. For fixed \( x_0 \in \mathcal{R}^n \) and \( t > 0 \) let us consider the map \( P : p_0 \mapsto X(t, x_0, p_0) \), where \( X(\tau, x_0, p_0) \), \( P(\tau, x_0, p_0) \) is the solution to (7.3) with initial values \((x_0, p_0)\). Let all the second derivatives of the functions \( H \) and \( c \) are uniformly bounded, the matrix \( \text{Hess}_p H \) of the second derivatives of \( H \) with respect to \( p \) is uniformly positive (i.e. \( \text{Hess}_p H \geq \lambda E \) for some constant \( \lambda \)), and for any fixed \( x_0 \) all matrices \( \text{Hess}_p H(x_0, p) \) commute. Then the map \( P \) is a diffeomorphism for small \( t \leq t_0 \) and all \( x_0 \).

Proof. Clear that the solution of the linear matrix equation

\[
dG = B_1 G dt + B_2(t) dW, \quad G|_{t=0} = G_0, \tag{7.5}
\]

where \( B_j = B_j(t, [W]) \) are given uniformly bounded and non-anticipating functionals on the Wiener space, can be represented by the convergent series

\[
G = G_0 + G_1 + G_2 + \ldots \tag{7.6}
\]

with

\[
G_k = \int_0^t B_1(\tau) G_{k-1}(\tau) d\tau + \int_0^t B_2(\tau) G_{k-1}(\tau) dW(\tau). \tag{7.7}
\]

Differentiating (7.3) with respect to the initial data \((x_0, p_0)\) one gets that the matrix

\[
G = \frac{\partial(X, P)}{\partial(x_0, p_0)} = \left( \begin{array}{cc} \frac{\partial X}{\partial x_0} & \frac{\partial X}{\partial p_0} \\ \frac{\partial P}{\partial x_0} & \frac{\partial P}{\partial p_0} \end{array} \right) (x(\tau, [W]), p(\tau, [W]))
\]

satisfies a particular case of (7.5):

\[
dG = \left( \begin{array}{cc} \frac{\partial^2 H}{\partial p \partial x} & \frac{\partial^2 H}{\partial p \partial p} \\ \frac{\partial^2 H}{\partial x \partial x} & \frac{\partial^2 H}{\partial x \partial p} \end{array} \right) (X, P)(t) G dt - \left( \begin{array}{cc} 0 & 0 \\ \epsilon''(X(t)) & 0 \end{array} \right) G dW \tag{7.8}
\]

with \( G_0 \) being the unit matrix. Let us denote by \( \tilde{O}(t^\alpha) \) any function that is of order \( O(t^{\alpha-\epsilon}) \) for any \( \epsilon > 0 \), as \( t \to 0 \). Applying the log
log law for stochastic integrals [Ar] first to the solutions of system (7.3) and then calculating \( G_1 \) by (7.7) we obtain

\[
G_1 = \left( t \left( \begin{array}{cc} \frac{\partial^2 H}{\partial p \partial x} & \frac{\partial^2 H}{\partial p^2} \\ -\frac{\partial^2 H}{\partial x^2} & -\frac{\partial^2 H}{\partial x \partial p} \end{array} \right) \right) (x_0, p_0) + \left( \begin{array}{cc} 0 \\ c''(x_0) \tilde{O}(t^{1/2}) \\ 0 \end{array} \right) \left( \begin{array}{c} E \\ 0 \\ E \end{array} \right)
\]

up to a term of order \( \tilde{O}(t^{3/2}) \). Application of the log log law to the next terms of series (7.5) yields for the remainder \( G - G_0 - G_1 \) the estimate \( \tilde{O}(t^{3/2}) \). Thus, we have the convergence of series (7.5) for system (7.8) and the following approximate formula for its solutions:

\[
\frac{\partial X}{\partial x_0} = E + t \frac{\partial^2 H}{\partial p \partial x}(x_0, p_0) + \tilde{O}(t^{3/2}), \quad \frac{\partial X}{\partial p_0} = t \frac{\partial^2 H}{\partial p^2}(x_0, p_0) + \tilde{O}(t^{3/2}).
\]

(7.9)

\[
\frac{\partial P}{\partial x_0} = \tilde{O}(t^{1/2}), \quad \frac{\partial P}{\partial p_0} = E + t \frac{\partial^2 H}{\partial x \partial p}(x_0, p_0) + \tilde{O}(t^{3/2}).
\]

(7.10)

These relations imply that the map \( P : p_0 \mapsto X(t, x_0, p_0) \) is a local diffeomorphism and is globally injective. The last statement follows from the formula

\[
X(t, x_0, p_1^0) - X(t, x_0, p_0^2) = t(1 + O(t))(p_1^0 - p_0^2),
\]

which one gets by the same arguments as in the proof of Theorem 2.1. Moreover, from this formula it follows as well that \( x(t, p_0) \rightarrow \infty \), as \( p_0 \rightarrow \infty \) and conversely. From this one deduces that the image of the map \( P : p_0 \mapsto X(t, x_0, p_0) \) is simultaneously closed and open and therefore coincides with the whole space, which completes the proof of the Theorem.

Let us define now the two-points function

\[
S_W(t, x, x_0) = \inf \int_0^t (L(y, \dot{y}) \, d\tau - c(y) \, dW),
\]

(7.11)

where inf is taken over all continuous piecewise smooth curves \( y(\tau) \) such that \( y(0) = x_0, y(t) = x \), and the Lagrangian \( L \) is, as usual, the Legendre transform of the Hamiltonian \( H \) with respect to its last argument.
Theorem 7.2. Under the assumptions of Theorem 7.1

\[(i) \quad S_W(t,x_0) = \int_0^t (p\,dx - H(x,p)\,dt - c(x)\,dW), \quad (7.12)\]

where the integral is taken along the solution \(X(\tau), P(\tau)\) of system (7.3) that joins the points \(x_0\) and \(x\) in time \(t\) (and which exists and is unique due to Theorem 7.1),

\[(ii) \quad P(t) = \frac{\partial S_W(t,x_0)}{\partial x}, \quad p_0 = -\frac{\partial S_W(t,x_0)}{\partial x_0},\]

\[(iii) S\text{ satisfies equation (7.4), as a function of } x,\]

\[(iv) S(t,x,x_0)\text{ is convex in } x \text{ and } x_0.\]

Proof. The proof can be carried out by rather long and tedious direct differentiations with the use of the Ito formula. But fortunately, we can avoid it by using the following well known fact [SV, Su, WZ]: if we approximate the Wiener trajectories \(W\) in some (ordinary) stochastic Stratonovich equation by a sequence of smooth functions \(W_n(t) = \int_0^t q_n(s)\,ds\) \((7.13)\) (with some continuous functions \(q_n\)), then the solutions of the corresponding classical (deterministic) equations will tend to the solution of the given stochastic equation. For functions (7.13), equation (7.4) as well as system (7.3) become classical and results of the Theorem become well known (see, for instance, [MF1],[KM1]). In Section 1.1 we have presented these result for the case of Hamiltonians which do not depend explicitly on \(t\), but this dependence actually would change nothing in these considerations. By the approximation theorem mentioned above the sequence of corresponding diffeomorphisms \(P_n\) of Theorem 7.1 converges to the diffeomorphism \(P\), and moreover, due to the uniform estimates on their derivatives (see (7.9),(7.10)), the convergence of \(P_n(t,x_0,p_0)\) to \(P(t,x_0,p_0)\) is locally uniform as well as the convergence of the inverse diffeomorphisms \(P_n^{-1}(t,x) \to P^{-1}(t,x)\) and the convergence of the corresponding solutions \(S_n\) to function (2.2) together with their derivatives in \(x\). Again by the approximation
arguments we conclude that the limit function satisfies equation (7.4). Let us note also that the convex property of $S$ is due to equations (1.19), (1.20), (7.9), (7.10).

By similar arguments one gets the stochastic analogue of the classical formula to the Cauchy problem for Hamilton-Jacobi equation, namely the following result

**Theorem 7.3** [TZ1], [K1]. Let $S_0(x)$ is a smooth function and for all $t \leq t_0$ and $x \in \mathbb{R}^n$ there exists a unique $\xi = \xi(t, x)$ such that $x(t, \xi) = x$ for the solution $x(\tau, \xi), p(\tau, \xi)$ of system (7.3) with initial data $x_0 = \xi, p_0 = (\partial S_0 / \partial x)(\xi)$. Then

$$S(t, x) = S_0(\xi) + \int_0^t (p dx - H(x, p) dt - c(x) dW)$$ (7.14)

(where the integral is taken along the trajectory $x(\tau, \xi), p(\tau, \xi)$) is a unique classical solution of the Cauchy problem for equation (1.4) with initial function $S_0(x)$.

Theorems 7.1, 7.2 imply simple sufficient conditions for the assumptions of Theorem 2.3 to be true. The following result is a direct corollary of Theorem 7.2.

**Theorem 7.4.** Under the assumptions of Theorem 7.1 let the function $S_0(x)$ is smooth and convex. Then for $t \leq t_0$ there exists a unique classical (i.e. everywhere smooth) solution to the Cauchy problem of equation (7.4) with initial function $S_0(x)$ and it is given by equation (7.14) or equivalently by the formula

$$R_t S_0(x) = S(t, x) = \min_{\xi} (S_0(\xi) + S_W(t, x, \xi)).$$ (7.15)

One can directly apply the method of constructing generalised solution to deterministic Bellman equation from [KM1],[KM2] to the stochastic case, which gives the following result (details in [K1],[K2]):

**Theorem 7.5.** For any bounded from below initial function $S_0(x)$ there exists a unique generalised solution of the Cauchy problem for equation (7.3) that is given by formula (7.15) for all $t \geq 0$.

Let us mention for the conclusion that the results of Propositions 2.4-2.8 can be now obtained by the similar arguments for
the stochastic Hamiltonians. Furthermore, most of the results of the previous Section can be obtained also for complex stochastic Hamiltonian system of form (7.3). For example, let us formulate one of the results.

**Theorem 7.6.** Consider a complex stochastic Hamilton-Jacobi equation of form (7.4), with $H$ of form (6.1) supposing that $G, A, V, c$ are analytic in the band $\{ |\text{Im} x| \leq 2\epsilon \}$ with some $\epsilon > 0$ and such that $G, A, V', c'$ are uniformly bounded there together with all their derivatives. Then there exist $\delta > 0$, $t_0 > 0$ and a smooth family $\Gamma$ of solutions of the corresponding Hamiltonian system (7.3) joining uniquely in time $t \leq t_0$ any two points $x_0, x$ such that $|x - x_0| \leq \delta$, $|\text{Im} x| \leq \epsilon$, $|\text{Im} x_0| \leq \epsilon$. Moreover, all trajectories from $\Gamma$ are saddle-points for the corresponding functional $\int_0^t (L(y, \dot{y}) \, d\tau - c(y) \, dW)$ (in the sense of Section 2.6), and the corresponding random two-point function $S_W(t, x, x_0)$ satisfies (almost surely) equation (7.4).
1. Main ideas of the WKB-method with imaginary phase

In this chapter we construct exponential WKB-type asymptotics for solutions of equations of type

\[ h \frac{\partial u}{\partial t} = \frac{h^2}{2} \text{tr} \left( G(x) \frac{\partial^2 u}{\partial x^2} \right) + h \left( A(x), \frac{\partial u}{\partial x} \right) - V(x), \]  

(1.1)

where \( t \leq 0, x \in \mathbb{R}^m \), \( V, A \) and \( G \) are smooth real, vector-valued, and matrix-valued functions on \( \mathbb{R}^m \) respectively, \( G(x) \) is symmetric non-negative, and \( h \) is a positive parameter. Equivalently, one can write equation (1.1) in the "pseudo-differential form"

\[ h \frac{\partial u}{\partial t} = H \left( x, -h \frac{\partial}{\partial x} \right) u = Lu \]  

(1.2)

with the Hamiltonian function

\[ H(x, p) = \frac{1}{2} (G(x)p, p) - (A(x), p) - V(x). \]  

(1.3)

Our main aim will be the construction of the Green function of equation (1.1), i.e. of the solution \( u_G(t, x, x_0) \) with Dirac initial data

\[ u_G(t, x, x_0) = \delta(x - x_0). \]  

(1.4)

The solution of the Cauchy problem for equation (1.1) with general initial data \( u_0(x) \) can be then given by the standard integral formula

\[ u(t, x) = \int u_G(t, x, x_0) u_0(x_0) \, dx_0. \]  

(1.5)

In this introductory section we describe the main general steps of the construction of the formal asymptotic solution for the problem given by (1.1) and (1.4), presenting in a compact but systematic way rather well-known ideas (see, e.g. [MF1], [M1],[M2], [KM2]), which were previously used only for non-degenerate diffusions, i.e. when the matrix \( G \) in (1.1) was non-degenerate (and usually only
for some special cases, see [MC1],[DKM1],[KM2]). Here we shall show that these ideas can also be applied for the case of regular (in particular degenerate) Hamiltonians of type (1.3) introduced and discussed in the previous chapter from the point of view of the calculus of variations. In fact, the results of the previous chapter form the basis that allows us to carry out successfully (effectively and rigorously) the general steps described in this section. Moreover, it seems that regular Hamiltonians form the most general class, for which it can be done in this way. As we shall see in Section 3.6, for non-regular Hamiltonians, the procedure must be modified essentially, even at the level of formal expansions, if one is interested in small time asymptotics, but for small $h$ asymptotics (with fixed $t$), this procedure seems to lead to correct results even for non-regular degenerate diffusions. We shall construct two types of asymptotics for (1.1), (1.4), namely, small time asymptotics, when $t \to 0$ and $h$ is fixed, say $h = 1$, and (global) small diffusion asymptotics, when $t$ is any finite number and $h \to 0$.

**Step 1.** One looks for the asymptotic solution of (1.1), (1.4) for small $h$ in the form

$$u_{cs}^h(t, x, x_0) = C(h)\phi(t, x, x_0) \exp\{-S(t, x, x_0)/h\},$$

where $S$ is some non-negative function called the action or entropy, and $C(h)$ is a normalising coefficient.

In the standard WKB method traditionally used in quantum mechanics to solve the Schrödinger equation, one looks for the solutions in ”oscillatory form”

$$C(h)\phi(t, x, x_0) \exp\{-\frac{i}{h}S(t, x, x_0)\}$$

with real functions $\phi$ and $S$ called the amplitude and the phase respectively. For this reason one refers sometimes to the ansatz (1.6) as to the WKB method with imaginary phase, or as to exponential asymptotics, because it is exponentially small outside the zero-set of $S$. The difference between the asymptotics of the types (1.6) and (1.7) is quite essential. On the one hand, when justifying the standard WKB asymptotics of type (1.7) one should prove that the exact solution has the form

$$C(h)\phi(t, x, x_0) \exp\{-\frac{i}{h}S(t, x, x_0)\} + O(h)$$

(1.8)
(additive remainder), which can be proved under rather general conditions by $L^2$ methods of functional analysis [MF1]. For asymptotics of form (1.6) this type of justification would make no sense, because the expression (1.6) is exponentially small outside the zero-set of $S$. Thus, to justify (1.6) one should instead prove that the exact solution has the form

$$C(h)\phi(t, x, x_0) \exp\{-S(t, x, x_0)/h\}(1 + O(h)), \quad (1.9)$$

which must be carried out by some special pointwise estimates. Because of the multiplicative remainder in (1.9) one calls asymptotics of this type multiplicative. On the other hand, essential difference between (1.6) and (1.7) lies in the fact that if one adds different asymptotic expressions of form (1.9), then, unlike the case of the asymptotics (1.8), in the sum only the term with the minimal entropy survives at each point (because other terms are exponentially small in compared with this one), and therefore for the asymptotics (1.9) the superposition principle transforms into the idempotent superposition principle $(S_1, S_2) \mapsto \min(S_1, S_2)$ at the level of actions. For a detailed discussion of this idempotent superposition principle and its applications see [KM1],[KM2].

It seems that among parabolic differential equations only second order equations can have asymptotics of the Green function of form (1.9). Considering more general pseudo-differential equations one gets other classes, which enjoy this property, for example, the so called tunnel equations introduced in [M1], [M2] (see Chapter 6).

Inserting (1.6) in (1.1) yields

$$h \left( \frac{\partial \phi}{\partial t} - \frac{1}{h} \phi \frac{\partial S}{\partial t} \right) = \frac{h^2}{2} \text{tr} G(x) \left( \frac{\partial^2 \phi}{\partial x^2} - \frac{\phi}{h} \frac{\partial^2 S}{\partial x^2} \right) + h \left( A(x), \frac{\partial \phi}{\partial x} - \frac{1}{h} \phi \frac{\partial S}{\partial x} \right)$$

$$+ \frac{1}{2} \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial S}{\partial x} \right) \phi - h \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial \phi}{\partial x} \right) - V(x). \quad (1.10)$$

Comparing coefficients of $h^0$ yields the Hamilton-Jacobi equation

$$\frac{\partial S}{\partial t} + H \left( x, \frac{\partial S}{\partial x} \right) = 0 \quad (1.11)$$
corresponding to the Hamiltonian function (1.3), or more explicitly
\[
\frac{\partial S}{\partial t} + \frac{1}{2} \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial S}{\partial x} \right) - \left( A(x), \frac{\partial S}{\partial x} \right) - V(x) = 0. \tag{1.12}
\]
Comparing coefficients of \( h \) one gets the so called transport equation
\[
\frac{\partial \phi}{\partial t} + \left( \frac{\partial \phi}{\partial x}, \frac{\partial H}{\partial p}(x, \frac{\partial S}{\partial x}) \right) + \frac{1}{2} \text{tr} \left( \frac{\partial^2 S}{\partial x^2} \frac{\partial^2 H}{\partial p^2}(x, \frac{\partial S}{\partial x}) \right) \phi(x) = 0,
\tag{1.13}
\]
or more explicitly
\[
\frac{\partial \phi}{\partial t} - \left( A(x), \frac{\partial \phi}{\partial x} \right) + \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial \phi}{\partial x} \right) + \frac{1}{2} \text{tr} \left( G(x) \frac{\partial^2 \phi}{\partial x^2} \right) \phi = 0. \tag{1.13'}
\]
Therefore, if \( S \) and \( \phi \) satisfy (1.12), (1.13), then the function \( u \) of form (1.6) satisfies equation (1.1) up to a term of order \( h^2 \), i.e.
\[
h \frac{\partial u^a_s}{\partial t} - H \left( x, -h \frac{\partial}{\partial x} \right) u^a_s = -\frac{h^2}{2} C(h) \text{tr} \left( G(x) \frac{\partial^2 \phi}{\partial x^2} \right) \exp\left\{-\frac{S(t,x)}{h}\right\}. \tag{1.14}
\]
As is well known and as was explained in the previous chapter, the solutions of the Hamilton-Jacobi equation (1.12) can be expressed in terms of the solutions of the corresponding Hamiltonian system
\[
\begin{cases}
\dot{x} = -\frac{\partial H}{\partial p} = G(x)p - A(x) \\
\dot{p} = \frac{\partial H}{\partial x} = \frac{\partial}{\partial x} (A(x), p) - \frac{1}{2} \frac{\partial}{\partial x} (G(x)p, p) + \frac{\partial V}{\partial x}.
\end{cases} \tag{1.15}
\]

**Step 2.** If we had to solve the Cauchy problem for equation (1.1) with a smooth initial function of form (1.6), then clearly in order to get an asymptotic solution in form (1.6) we would have to solve the Cauchy problem for the Hamilton-Jacobi equation (1.11). The question then arises, what solution of (1.11) (with what initial data) one should take in order to get asymptotics for the Green function. The answer is the following. If the assumptions of Theorem 2.1.1 hold, i.e. there exists a family \( \Gamma(x_0) \) of characteristics of (1.15) going out of \( x_0 \) and covering some neighbourhood of \( x_0 \) for
all sufficiently small $t$, then one should take as the required solution of (1.15) the two-point function $S(t, x, x_0)$ defined in the previous chapter (see formulas (2.1.5), (2.1.6) for local definition and Proposition 2.2.8 for global definition). As was proved in the previous chapter (see Propositions 2.2.8 and 2.3.7), for regular Hamiltonians this function is an almost everywhere solution of the Hamilton-Jacobi equation. One of the reasons for this choice of the solution of (1.12) lies in the fact that for the Gaussian diffusion described in the first chapter this choice of $S$ leads to the exact formula for Green function. Another reason can be obtained considering the Fourier transform of equation (1.1). Yet another explanation is connected with the observation that when considering systematically the idempotent superposition principle on actions as described above one finds that the resolving operator for the Cauchy problem (of generalised solutions) for the nonlinear equation (1.11) is ”linear” with respect to this superposition principle and the two-point function $S(t, x, x_0)$ can be interpreted as well as ”the Green function” for (1.11) (see details in [KM1],[KM2]). Therefore, by the ”correspondence principle”, the Green function for (1.1) should correspond to ”the Green function” for (1.11). All this reasoning are clearly heuristic, and the rigorous justification of asymptotics constructed in this way needs to be given independently.

**Step 3.** This is to construct solutions of the transport equation (1.13). The construction is based on the well known (and easily proved) Liouville theorem, which states that if the matrix $\frac{\partial x}{\partial \alpha}$ of derivatives of the solution of an $m$-dimensional system of ordinary differential equations $\dot{x} = f(x, \alpha)$ with respect to any $m$-dimensional parameter $\alpha$ is non-degenerate on some time interval, then the determinant $J$ of this matrix satisfies the equation $\dot{J} = J \text{tr} \frac{\partial f}{\partial x}$. Let us apply the Liouville theorem to the system

$$\dot{x} = \frac{\partial H}{\partial p} \left( x, \frac{\partial S}{\partial x}(t, x, x_0) \right),$$

which is the first equation of (1.15), whose momentum $p$ is expressed in terms of the derivatives of the two-point function according to Proposition 1.1 of the second chapter. Considering the initial momentum $p_0$ as the parameter $\alpha$ one gets in this way that
on the characteristic $X(t, x_0, p_0)$ the determinant $J = \det \frac{\partial X}{\partial p_0}$ satisfies the equation

$$\dot{J} = J \text{tr} \left( \frac{\partial^2 H}{\partial p \partial x} + \frac{\partial^2 H}{\partial p^2} \frac{\partial^2 S}{\partial x^2} \right),$$

or more explicitly (using (1.4))

$$\dot{J} = J \text{tr} \left( G \frac{\partial^2 S}{\partial x^2} - \frac{\partial A}{\partial x} + \frac{\partial G}{\partial x} p \right),$$

which yields the equation for $J^{-1/2}$

$$(J^{-1/2})' = -\frac{1}{2} J^{-1/2} \text{tr} \left( \frac{\partial^2 H}{\partial p \partial x} + \frac{\partial^2 H}{\partial p^2} \frac{\partial^2 S}{\partial x^2} \right), \quad (1.16)$$

or more explicitly

$$(J^{-1/2})' = -\frac{1}{2} J^{-1/2} \text{tr} \left( G \frac{\partial^2 S}{\partial x^2} - \frac{\partial A}{\partial x} + \frac{\partial G}{\partial x} p \right). \quad (1.16'')$$

Now consider the behaviour of the function $\phi$ satisfying the transport equation (1.13) along the characteristic $X(t, x_0, p_0)$. The total time derivative is $\frac{d}{dt} = \frac{\partial}{\partial t} + \dot{x} \frac{\partial}{\partial x}$. Consequently denoting this total time derivative by a dot above a function and using (1.15) one can rewrite (1.13) as

$$\dot{\phi} + \frac{1}{2} \phi \text{tr} \left( \frac{\partial^2 H}{\partial p \partial x} (x, \frac{\partial S}{\partial x}) \frac{\partial^2 S}{\partial x^2} \right) = 0, \quad (1.17)$$

or more explicitly

$$\dot{\phi} + \frac{1}{2} \phi \text{tr} \left( G(x) \frac{\partial^2 S}{\partial x^2} \right) = 0. \quad (1.17')$$

This is a first order linear equation, whose solution is therefore unique up to a constant multiplier. Introducing the new unknown function $\alpha$ by $\phi = J^{-1/2} \alpha$ one gets the following equation for $\alpha$ using (1.16),(1.17):

$$\dot{\alpha} = \frac{1}{2} \alpha \text{tr} \left( \frac{\partial^2 H}{\partial p \partial x} (x, \frac{\partial S}{\partial x}) \right),$$
whose solution can be expressed in terms of the solutions of (1.15). Thus one finds a solution for (1.13) in the form

$$\phi(t, x, x_0) = J^{-1/2}(t, x, x_0) \exp \left\{ \frac{1}{2} \int_0^t \text{tr} \left[ \frac{\partial^2 H}{\partial p \partial x} (x(t)) p(t) \right] \, dt \right\},$$

or more explicitly

$$\phi(t, x, x_0) = J^{-1/2}(t, x, x_0) \exp \left\{ \frac{1}{2} \int_0^t \text{tr} \left[ \frac{\partial G}{\partial x} (x(t)) p(t) \right] - \frac{\partial A}{\partial x} (x(t)) \right\} \, dt \right\};$$

where the integral is taken along the solution \((X, P)(t, x_0, p_0(t, x, x_0))\) of (1.15) joining \(x_0\) and \(x\) in time \(t\).

Notice that \(J^{-1/2}(t, x, x_0)\) and therefore the whole function (1.18) are well defined only at regular points (see the definitions at the end of Section 2.2), because at these points the minimising characteristic joining \(x_0\) and \(x\) in time \(t\) is unique and \(J\) does not vanish there. This is why in order to get a globally defined function of form (1.6) (even for small \(t\)) one should introduce a mollifier. Namely, let for \(t \in (0, t_0]\) and \(x\) in some domain \(D = D(x_0)\), all points \((t, x)\) are regular (such \(t_0\) and domain \(D(x_0)\) exist for regular Hamiltonians again due to the results of the previous chapter) and let \(\chi_D\) be a smooth function such that \(\chi_D\) vanishes outside \(D\), is equal to one inside \(D\) except for the points in a neighbourhood of the boundary \(\partial D\) of \(D\), and takes value in \([0, 1]\) everywhere. Then the function

$$u_G^{as} = C(h) \chi_D(x - x_0) \phi(t, x, x_0) \exp \left\{ -S(t, x, x_0)/h \right\}$$

with \(\phi(t, x; x_0)\) of form (1.18) is globally well defined for \(t \leq t_0\) and (by (1.14)) satisfies the following equation:

$$h \frac{\partial u_G^{as}}{\partial t} - H \left( x, -h \frac{\partial}{\partial x} \right) u_G^{as} = -\hbar^2 F(t, x, x_0),$$

where \(F\) (which also depends on \(h\) and \(D\)) is equal to

$$F = C(h) \left[ \frac{1}{2} \text{tr} \left( G(x) \frac{\partial^2 \phi}{\partial x^2} \right) \chi_D(x - x_0) - \hbar^{-1} f(x) \right] \times \exp \left\{ -\frac{S(t, x, x_0)}{\hbar} \right\}.$$
where \( f(x) \) has the form \( O(\phi) (1 + O(\frac{\partial S}{\partial x})) + O(\frac{\partial \phi}{\partial x}) \) and is non vanishing only in a neighbourhood of the boundary \( \partial D \) of the domain \( D \).

**Step 4.** All the constructions that we have described are correct for regular Hamiltonians by the results of the previous chapter. The only thing that remains in the formal asymptotic construction is to show that \( u_G^{as} \) as defined by (1.19) satisfies the Dirac initial condition (1.4). But for regular Hamiltonians this is simple, because, as we have seen in the previous chapter and as we shall show again by another method in the next section, the main term (for small \( t \) and \( x - x_0 \)) of the asymptotics of the two-point function is the same as for its quadratic or Gaussian diffusion approximation, and one can simply refer to the results of the first chapter. Alternatively, having the main term of the asymptotics of \( S(t, x, x_0) \), one proves the initial condition property of (1.19) (with appropriate coefficient \( C(h) \)) by means of the asymptotic formula for Laplace integrals, see e.g. Appendix B. Consequently, the function (1.19) is a formal asymptotic solution of the problem given by (1.1), (1.4) in the sense that it satisfies the initial conditions (1.4), and satisfies equation (1.1) approximately up to order \( O(h^2) \). Moreover, as we shall see further in Section 4, the exact Green function will have the form (1.9) with the multiplicative remainder \( 1 + O(h) \) having the form \( 1 + O(ht) \), which will imply that we have got automatically also the multiplicative asymptotics for the Green function for small times and fixed \( h \), say \( h = 1 \). The same remark also applies to the next terms of the asymptotics which are described below.

**Step 5.** Till now we have constructed asymptotic solutions to (1.1) up to terms of the order \( O(h^2) \). In order to construct more precise asymptotics (up to order \( O(h^k) \) with arbitrary \( k > 2 \), one should take instead of the ansatz (1.6) the expansion

\[
 u_G^{as} = C(h)(\phi_0(t, x) + h \phi_1(t, x) + ... + h^k \phi_k(t, x)) \exp\{-S(t, x)/h\}, \tag{1.22}
\]

Inserting this in (1.1) and comparing the coefficients of \( h^j \), \( j = 0, 1, ..., k + 1 \), one sees that

\[
 h \frac{\partial u_G^{as}}{\partial t} - H \left( x, -h \frac{\partial}{\partial x} \right) u_G^{as} = \frac{h^{k+2}}{2} \text{tr} \left( G(x) \frac{\partial^2 \phi_k}{\partial x^2} \right) \exp\{- \frac{S(t, x)}{h} \}, \tag{1.23}
\]
if (1.12), (1.13) hold for $S$ and $\phi_0$ and the following recurrent system of equations (higher order transport equations) hold for the functions $\phi_j$, $j = 1, \ldots, k$:

$$\frac{\partial \phi_j}{\partial t} - \left( A(x), \frac{\partial x}{\partial x} \right) + \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial x}{\partial x} \right) + \frac{1}{2} tr \left( G(x) \frac{\partial^2 S}{\partial x^2} \right) \phi_j = \frac{1}{2} tr \left( G(x) \frac{\partial^2 \phi_{j-1}}{\partial x^2} \right),$$

which takes the form

$$\dot{\phi}_j + \frac{1}{2} tr \left( G(x) \frac{\partial^2 S}{\partial x^2} \right) \phi_j = \frac{1}{2} tr \left( G(x) \frac{\partial^2 \phi_{j-1}}{\partial x^2} \right) \tag{1.24}$$

in terms of the total derivative along the characteristics. The change of unknown $\phi_k = \phi_0 \psi_k$, $k = 1, 2, \ldots$, yields

$$\psi_j = \frac{1}{2} \phi_0^{-1} tr \left( G(x) \frac{\partial^2 (\psi_{j-1} \phi_0)}{\partial x^2} \right)$$

and the solution to this equation with vanishing initial data can be found recursively by the integration

$$\psi_j = \frac{1}{2} \int_0^t \phi_0^{-1} tr \left( G(x) \frac{\partial^2 (\psi_{j-1} \phi_0)}{\partial x^2} \right) (x(\tau)) d\tau. \tag{1.25}$$

By this procedure one gets a function of form (1.22), which is a formal asymptotic solution of (1.1) and (1.4) of order $O(h^{k+2})$, i.e. it satisfies the initial condition (1.4) exactly and satisfies equation (1.1) approximately up to order $O(h^{k+2})$, or more precisely, since each $\psi_j$ is obtained by integration, for small times $t$ the remainder is of the form $O(t^k h^{k+2})$.

**Example.** To conclude this section, let us show how the method works on the simple example of Gaussian diffusions presenting the analytic proof of formula (1.1.4). Consider the Hamiltonian

$$H = -(Ax, p) + \frac{1}{2} (Gp, p) \tag{1.26}$$
with constant matrices $A, G$, and the corresponding equation (1.2):

$$\frac{\partial u}{\partial t} = \frac{h}{2} \text{tr} \left( G \frac{\partial^2 u}{\partial x^2} \right) + \left( Ax, \frac{\partial u}{\partial x} \right). \quad (1.27)$$

Let us use formulas (2.1.5), (2.1.4) to calculate the two-point function $S(t, x, x_0)$. For this purpose we need to solve the boundary value problem for the corresponding Hamiltonian system

$$\begin{cases}
\dot{x} = -Ax + Gp \\
\dot{p} = A^\prime p.
\end{cases} \quad (1.28)$$

The solution of (1.28) with initial data $x_0, p_0$ has the form

$$\begin{align*}
P &= e^{A^\prime t} p_0 \\
X &= e^{-At} x_0 + \int_0^t e^{-A(t-\tau)} Ge^{A^\prime \tau} \, d\tau \, p_0,
\end{align*}$$

and therefore the function $p_0(t, x, x_0)$ defined by (2.1.2) is (globally) well defined if the matrix $E(t)$ of form (1.3) is non-degenerate, and is given by

$$p_0(t, x, x_0) = E^{-1}(t)(e^{At} x - x_0).$$

Therefore from (2.1.4), (2.1.5) one gets

$$S(t, x, x_0) = \frac{1}{2} \int_0^t (Gp(\tau), p(\tau)) \, d\tau = \frac{1}{2} \int_0^t (Ge^{A^\prime \tau} p_0, e^{A^\prime \tau} p_0) \, d\tau$$

$$\quad = \frac{1}{2} (E(t)p_0, p_0) = \frac{1}{2} (E^{-1}(t)(x_0 - e^{At} x), x_0 - e^{At} x)$$

and from (1.18)

$$\phi = (\det \frac{\partial X}{\partial p_0})^{-1/2} e^{t \text{tr} A/2} = (\det E(t))^{-1/2}.$$

It follows from (1.14) that since $\phi$ does not depend on $x$, the r.h.s. of (1.14) vanishes, i.e. in the situation under consideration the asymptotic solution of form (1.6) constructed is in fact an exact
solution and is defined globally for all \( t \) and \( x \). Therefore one gets the formula for the Green function

\[
(2\pi h)^{-m/2}(\det E(t))^{-1/2} \exp\{-\frac{1}{2h}(E^{-1}(x_0 - e^{At}x), x_0 - e^{At}x)\},
\]

(1.29)

the coefficient \( C(h) \) being chosen in the form \((2\pi h)^{-m/2}\) in order to meet the initial condition (1.4), which one verifies directly. Expression (1.29) coincide with (1.1.4) for \( h = 1 \).

2. Calculation of the two-point function for regular Hamiltonians

The most important ingredient in the asymptotics of second order parabolic equations is the two-point function. It was investigated in the previous chapter in the case of regular Hamiltonians; it was proved that this function is smooth and satisfies the Hamilton-Jacobi equation almost everywhere, and a method of calculation of its asymptotic for small times and small distances was proposed: by means of the asymptotic solutions of the boundary value problem for corresponding Hamiltonian system. In this section we describe an alternative, more direct method of its calculation for small times and small distances. This method seems to be simpler for calculations but without the rigorous results of the previous chapter, the proof of the correctness of this method seems to be rather difficult problem (especially when the coefficients of the Hamiltonian are not real analytic).

In the case of a non-degenerate matrix \( G \) in (1.12), one can represent the two-point function in the form (2.2.17) for small \( t \) and \( x-x_0 \). Substituting (2.2.17) in (1.12) yields recursive formulas, by which the coefficients of this expansion can be calculated to any required order. These calculations are widely represented in the literature, and therefore we omit the details here. We shall deal more carefully with degenerate regular Hamiltonians of form (2.3.1), where the corresponding Hamilton-Jacobi equation has the form

\[
\frac{\partial S}{\partial t} + \frac{1}{2} \left( g(x) \frac{\partial S}{\partial y} , \frac{\partial S}{\partial y} \right) - a(x,y) \frac{\partial S}{\partial x} - b(x,y) \frac{\partial S}{\partial y} - V(x,y) = 0.
\]

(2.1)
A naive attempt to try to solve this equation (following the procedure of the non-degenerate case) by substituting into this equation an expression of the form \( \text{Reg}(t, x - x_0, y - y_0)/t \) with \( \text{Reg} \) being a regular expansion with respect to its argument (i.e. as a non-negative power series), or even more generally substituting \( t^{-l} \text{Reg} \) with some \( l > 0 \), does not lead to recurrent equations but to a difficult system, for which neither uniqueness nor existence of the solution is clear even at the formal level. In order to get recurrent equations one should chose the arguments of the expansion in a more sophisticated way. Corollary to Proposition 2.1.3 suggests that it is convenient to make the (non-homogeneous) shift of the variables, introducing a new unknown function

\[
\sigma(t, x, y) = S(t, x + \ddot{x}(t), y + \ddot{y}(t), x_0, y_0),
\]

where \((\dddot{x}, \dddot{y}, \ddot{p}, \ddot{q})(t)\) denote the solution of the corresponding Hamiltonian system with initial conditions \((x_0, y_0, 0, 0)\). In terms of the function \(\sigma\) the Hamilton-Jacobi equation (2.1) takes the form

\[
\frac{\partial \sigma}{\partial t} - \left( a(x + \ddot{x}(t), y + \ddot{y}(t)) - a(\ddot{x}(t), \ddot{y}(t)) \right) \frac{\partial \sigma}{\partial x} - \left( b(x + \ddot{x}(t), y + \ddot{y}(t)) - b(\ddot{x}(t), \ddot{y}(t)) \right) \frac{\partial \sigma}{\partial y} \\
- g(\ddot{x}(t), \ddot{y}(t)) \dot{q}(t) \frac{\partial \sigma}{\partial y} \\
+ \frac{1}{2} \left( g(x + \ddot{x}(t), y + \ddot{y}(t)) \frac{\partial \sigma}{\partial y} \right) \frac{\partial \sigma}{\partial y} - V(x + \ddot{x}(t), y + \ddot{y}(t)) = 0.
\]

(2.3)

The key idea (suggested by Proposition 2.3.7) for the asymptotic solution of this equation in the case of general regular Hamiltonian (2.4.1) is to make the change of variables \((x^0, ..., x^M, y) \mapsto (\xi^0, ..., \xi^M, y)\) defined by the formula \(x^I = t^{M-I+1}\xi^I, \ I = 0, ..., M\). Introducing the new unknown function by the formula

\[
\Sigma(t, \xi^0, ..., \xi^M, y) = \sigma(t, t^{M+1}\xi^0, ..., t\xi^M, y)
\]

(2.4)

and noting that

\[
\frac{\partial \Sigma}{\partial \xi^I} = \frac{\partial \sigma}{\partial x^I} t^{M-I+1}, \quad I = 0, ..., M,
\]
\[
\frac{\partial \Sigma}{\partial t} = \frac{\partial \sigma}{\partial t} + (M + 1)t^M \xi^0 \frac{\partial \sigma}{\partial x^0} + \ldots + \xi^M \frac{\partial \sigma}{\partial x^M},
\]

one write down equation (2.3) for the case of Hamiltonian (2.4.1) in terms of the function:

\[
\frac{\partial \Sigma}{\partial t} + \frac{1}{2} \left( g(t^{M+1} \xi^0 + \tilde{x}^0(t)) \frac{\partial \Sigma}{\partial y}, \frac{\partial \Sigma}{\partial y} \right) - \left( g(\tilde{x}^0(t))\tilde{q}(t), \frac{\partial \Sigma}{\partial y} \right) - R_{2(M+2)}(x(t, \xi) + \tilde{x}(t), y + \tilde{y})
\]

\[
- \frac{t^M \xi^0 + R_1(x(t, \xi) + \tilde{x}(t), y + \tilde{y}(t)) - R_1(\tilde{x}(t), \tilde{y}(t)) \frac{\partial \Sigma}{\partial \xi^0}}{t^{M+1}} - \frac{\xi^M + R_{M+1}(x(t, \xi) + \tilde{x}(t), y + \tilde{y}(t)) - R_{M+1}(\tilde{x}(t), \tilde{y}(t)) \frac{\partial \Sigma}{\partial \xi^M}}{t} - (R_{M+2}(x(t, \xi) + \tilde{x}(t), y + \tilde{y}(t)) - R_{M+2}(\tilde{x}(t), \tilde{y}(t))) \frac{\partial \Sigma}{\partial y}. \quad (2.5)
\]

It turns out that by expanding the solution of this equation as a power series in its arguments one does get uniquely solvable recurrent equations. In this procedure lies indeed the source of the main definition of regular Hamiltonians, which may appear to be rather artificial at first sight. This definition insures that after expansion of obtained formal power series solution of (2.5) in terms of initial variables \((t, x, y)\) one gets the expansion of \(S\) in the form \(t^{-2M+3} \text{Reg}(t, x - \tilde{x}, y - \tilde{y})\) (where \(\text{Reg}\) is again a regular, i.e. positive power series, expansion with respect to its arguments), and not in the form of a Laurent type expansion with infinitely many negatives powers. More precisely, the following main result holds.

**Theorem 2.1.** Under the assumptions of the main definition of regular Hamiltonians (see Sect. 4 in Chapter 2), there exists a unique solution of equation (2.5) of the form

\[
\Sigma = \frac{\Sigma_{-1}}{t} + \Sigma_0 + t\Sigma_1 + t^2\Sigma_2 + \ldots \quad (2.6)
\]

such that \(\Sigma_{-1}\) and \(\Sigma_0\) vanish in the origin, \(\Sigma_{-1}\) is strictly convex in a neighbourhood of the origin, and all \(\Sigma_j\) are regular power series in \((\xi, y)\). Moreover, in this solution
(i) \( \Sigma_{-1} \) is the quadratic form with the matrix \( \frac{1}{2}(E^0)^{-1}(1) \), where \( E^0(t) \) and its inverse are as in Lemmas 1.2.2, 1.2.4,

(ii) all \( \Sigma_j \) are polynomials in \((\xi, y)\) such that the degrees of \( \Sigma_{-1}, \Sigma_0, ..., \Sigma_{M-1} \) do not exceed 2, the degrees of \( \Sigma_M, ..., \Sigma_{2M} \) do not exceed 3 and so on, i.e. the degree of \( \Sigma_{k(M+1)-1+j} \) does not exceed \( k + 2 \) for any \( j = 0, ..., M \) and \( k = 0, 1, ... \)

**Corollary.** For the function \( \sigma \) corresponding to \( \Sigma \) according to (2.4) (and to the two-point function \( S \) according to (2.2)) one obtains an expansion in the form

\[
\sigma(t, x, y) = t^{-(2M+3)} \sum_{j=0}^{\infty} t^j P_j(x, y), \tag{2.7}
\]

where each \( P_j \) is a polynomial in \((x^1, ..., x^{M+1})\) of degree \( \deg P_j \leq j \) with the coefficients being regular power series in \( x^0 \). Moreover, \( P_0 \) and its derivative vanish at the origin.

**Remark 1.** Clearly, in order to have the complete series (2.6) or (2.7) one must assume all coefficients of the Hamiltonian to be infinitely differentiable functions of \( x^0 \). More generally, one should understand the result of Theorem 2.1 in the sense that if these coefficients have continuous derivatives up to the order \( j \), then the terms \( \Sigma_l \) of expansion (2.6) can be uniquely defined for \( l = -1, 0, 1, ..., j - 1 \) and the remainder can be estimated by means of the Theorem 3.2 of the previous chapter.

**Remark 2.** One can see that if the conditions on the degrees of the coefficients of the regular Hamiltonians (RH) 2.4.1 are not satisfied, then after the series expansion of the solution (2.6) with respect to \( t, x, y \) one necessarily gets infinitely many negative powers of \( t \) and therefore the definition of RH gives a necessary and sufficient condition for a second order parabolic equation to have the asymptotics of the Green function in the form (0.6) with \( \phi \) and \( S \) being regular power series in \((x - x_0), t\) (up to a multiplier \( t^{-\alpha}\)).

This section is devoted to the constructive proof of Theorem 2.1, which is based essentially on Proposition 7.1 obtained in the special section at the end of this chapter. For brevity, we confine ourselves to the simplest nontrivial case, when \( M = 0 \), i.e. to the case, which was considered in detail in Section 2.3, and we shall
use the notations of Section 2.3. The general case is similar, but one should use the canonical coordinate system in a neighbourhood of \( x_0, y_0 \), which was described in Chapter 2. In the case of Hamiltonian (2.3.4), equation (2.5) takes the form

\[
\frac{\partial \Sigma}{\partial t} = \xi + \left( a(t\xi + \tilde{x}) - a(\tilde{x}) \right) + \alpha(t\xi + \tilde{x})(y + \tilde{y}) - \alpha(\tilde{x})\tilde{y} \frac{\partial \Sigma}{\partial \xi} \\
-\left[ b(t\xi + \tilde{x}) - b(\tilde{x}) \right] + \left( \beta(t\xi + \tilde{x})(y + \tilde{y}) - \beta(\tilde{x})\tilde{y} \right) \\
+ \frac{1}{2} \left( \gamma(t\xi + \tilde{x})(y + \tilde{y}), y + \tilde{y} \right) - \frac{1}{2} \left( \gamma(\tilde{x})\tilde{y}, \tilde{y} \right) \frac{\partial \Sigma}{\partial y} \\
- \left( g(\tilde{x})\tilde{q}, \frac{\partial \Sigma}{\partial y} \right) + \frac{1}{2} \left( g(t\xi + \tilde{x}) \frac{\partial \Sigma}{\partial y}, \frac{\partial \Sigma}{\partial y} \right) - V(t\xi + \tilde{x}, y + \tilde{y}) = 0, 
\]

(2.8)

where

\[
\Sigma(t, \xi, y) = \sigma(t, t\xi, y) = S(t, t\xi + \tilde{x}, y + \tilde{y}; x_0, y_0). 
\]

(2.9)

We are looking for the solution of (2.8) of form (2.6) with additional conditions as described in Theorem 2.1. Inserting (2.6) in (2.8) and comparing coefficients of \( t^{-2} \) yields

\[
-\Sigma_{-1} - (\alpha_0 y + \xi) \frac{\partial \Sigma_{-1}}{\partial \xi} + \frac{1}{2} \left( g_0 \frac{\partial \Sigma_{-1}}{\partial y}, \frac{\partial \Sigma_{-1}}{\partial y} \right) = 0. 
\]

(2.10)

Actually we already know the solution. It is the quadratic form (2.3.49) with \( t = 1 \) and \( \delta = 0 \). However, let us prove independently in the present setting a stronger result, which includes the uniqueness property.

**Proposition 2.1.** Under the additional assumption that \( \Sigma_{-1} \) vanishes and is strictly convex at the origin, equation (2.10) has a unique analytic solution (in fact a unique solution in the class of formal power series) and this solution is the quadratic form (2.3.49), where \( t = 1 \) and \( \delta = 0 \).

**Proof.** We consider only the case \( k = n \), i.e. a quadratic non-degenerate matrix \( \alpha(x_0) \). The general case similar, but one needs the decomposition of \( Y \) as the direct sum of the kernel of
\( \alpha(x_0) \sqrt{g(x_0)} \) and its orthogonal complement (as in Section 2.3), which results in more complicated expressions. Thus, let \( \alpha_0 \) be quadratic and non-degenerate. It follows then directly that \( \Sigma_{-1}(0,0) = 0 \) implies that \( \frac{\partial \Sigma_{-1}}{\partial y}(0,0) = 0 \). Furthermore, differentiating (2.10) with respect to \( y \) yields

\[
- \frac{\partial \Sigma_{-1}}{\partial y} - \alpha_0 \frac{\partial \Sigma_{-1}}{\partial \xi} - (\alpha_0 y + \xi) \frac{\partial^2 \Sigma_{-1}}{\partial y \partial \xi} + \left( g_0 \frac{\partial \Sigma_{-1}}{\partial y}, \frac{\partial^2 \Sigma_{-1}}{\partial y^2} \right) = 0,
\]

and using the non-degeneracy of \( \alpha_0 \) one sees that \( \frac{\partial \Sigma_{-1}}{\partial \xi}(0) \) also vanishes.

Let us now find the quadratic part

\[
\frac{1}{2}(A \xi, \xi) + (B \xi, y) + \frac{1}{2}(C y, y)
\]

of \( \Sigma_{-1} \) supposing that \( A \) is non-degenerate. From (2.10) one has

\[
- \frac{1}{2}(A \xi, \xi) - (B \xi, y) - \frac{1}{2}(C y, y)
\]

\[
-(\alpha_0 y + \xi)(A \xi + B'y) + \frac{1}{2}(g_0(B \xi + C y), B \xi + C y) = 0. \tag{2.12}
\]

This equation implies the 3 equations for the matrices \( A, B, C \):

\[
A = \frac{1}{3} B' g_0 B, \quad 2B + \alpha_0' A = C g_0 B, \quad \frac{1}{2} C + B \alpha_0 = \frac{1}{2} C g_0 C. \tag{2.13}
\]

By the first equation of (2.13) and the non-degeneracy of \( A \) and \( g_0 \), the matrix \( B \) is non-degenerate as well. Therefore, inserting the first equation in the second one gets

\[
2 + \frac{1}{3} \alpha_0' B' g_0 = C g_0 \quad \text{or} \quad g_0 B \alpha_0 = 3 g_0 C - 6.
\]

Inserting this in the third equation (2.13) yields

\[
(g_0 C)^2 - 7 g_0 C + 12 = 0,
\]

and consequently \( g_0 C \) is equal to 3 or 4 (here by 3, for example, we mean the unit matrix multiplied by 3).
Supposing \( g_0 C = 3 \) gives
\[
C = 3g_0^{-1}, \quad B = 3g_0^{-1}\alpha_0^{-1}, \quad A = 3(\alpha_0^{-1})'g_0^{-1}\alpha_0^{-1},
\]
and the quadratic form (2.11) is then equal to
\[
\frac{3}{2} \left[ (g_0^{-1}\alpha_0^{-1}\xi, \alpha_0^{-1}\xi) + 2(g_0^{-1}\alpha_0^{-1}\xi, y) + (g_0^{-1}y, y) \right] = \frac{3}{2} \left[ g_0^{-1/2}(\alpha_0^{-1}\xi + y) \right]^2
\]
so that this form would not be strictly positive. Thus, we must take \( g_0 C = 4 \), and therefore
\[
C = 4g_0^{-1}, \quad B = 6g_0^{-1}\alpha_0^{-1}, \quad A = 12(\alpha_0^{-1})'g_0^{-1}\alpha_0^{-1},
\]
and the quadratic form (2.11) is
\[
6(g_0^{-1}\alpha_0^{-1}\xi, \alpha_0^{-1}\xi) + 6(g_0^{-1}\alpha_0^{-1}\xi, y) + 2(g_0^{-1}y, y). \tag{2.14}
\]
Therefore, the quadratic part of \( \Sigma_{-1} \) is as required. It remains for us to prove that all terms \( \sigma_j, j > 2 \), vanish in the expansion
\[
\Sigma_{-1} = \sigma_2 + \sigma_3 + \ldots \text{ of } \Sigma_{-1} \text{ as a series of homogeneous polynomials } \sigma_j.
\]
For \( \sigma_3 \) one gets the equation
\[
-\sigma_3 - (\alpha_0 y + \xi) \frac{\partial \sigma_3}{\partial \xi} + \left( g_0 \frac{\partial \sigma_2}{\partial \xi}, \frac{\partial \sigma_3}{\partial y} \right) = 0
\]
or, by (2.14),
\[
-\sigma_3 - (\alpha_0 y + \xi) \frac{\partial \sigma_3}{\partial \xi} + (6\alpha_0^{-1}\xi + 4y) \frac{\partial \sigma_3}{\partial y} = 0.
\]
This implies that \( \sigma_3 = 0 \) by Proposition 7.1, since for the case under consideration the matrix \( A \) in (7.1) is
\[
\begin{pmatrix}
-1 & -\alpha_0 \\
6\alpha_0^{-1} & 4
\end{pmatrix} \tag{2.15}
\]
and has eigenvalues 1 and 2 for any invertible \( \alpha_0 \). (The simplest way to prove the last assertion is to use (2.3.41) when calculating the characteristic polynomial for the matrix (2.15).) One proves
similarly that all $\sigma_j$, $j > 2$, vanish, which completes the proof of Proposition 2.1.

Therefore, $\Sigma_{-1}$ is given by (2.14). For example, in a particular important case with unit matrices $g_0$ and $\alpha_0$, one has

$$\Sigma_{-1} = 6\xi^2 + 6(\xi, y) + 2y^2. \quad (2.16)$$

Furthermore, comparing the coefficients of $t^{-1}$ in (2.8) and using (2.3.24), (2.3.25) yields

$$-(\alpha_0 y + \xi) \frac{\partial \Sigma_0}{\partial \xi} + \left( g_0 \frac{\partial \Sigma_{-1}}{\partial y}, \frac{\partial \Sigma_0}{\partial y} \right) - \left( \beta_0 y + \frac{1}{2} (\gamma_0 y, y), \frac{\partial \Sigma_{-1}}{\partial y} \right)$$

$$- \left( \frac{\partial a}{\partial x}(x_0) \xi + \frac{\partial a}{\partial x}(x_0) \xi (y + y^0) - \frac{\partial a}{\partial x}(x_0) (a_0 + \alpha_0 y^0) y, \frac{\partial \Sigma_{-1}}{\partial \xi} \right) = 0. \quad (2.17)$$

This equation is of the type (7.1) with $F$ being a sum of polynomials of degree 2 and 3, and the matrix $A$ given by (2.15). Thus, by Proposition 7.1, the solution (with the additional condition $\Sigma_0(0, 0) = 0$) is defined uniquely and is a polynomial of degree 2 and 3 in $\xi, y$. The statement of Theorem 2.1 about the other $\Sigma_j$ can be obtained by induction using Proposition 7.1, because comparing the coefficients of $t^{-(k+1)}$ in (2.8) always yields equation of the type (7.1) on $\Sigma_k$ with the same matrix $A$. Thus, we have completed the proof of Theorem 2.1.

### 3. Asymptotic solution of the transport equation

After the asymptotics of the two-point function has been carried out, the next stage in the construction of the exponential multiplicative asymptotics of the Green function for a second order parabolic equation is the asymptotic solution of the transport equation (1.13). On the one hand, it can be solved using (1.18) and the results of the previous chapter. We shall use this representation of the solution in the next section to get the estimates for the remainder (1.21). On the other hand, when one is interested only in small time and small distances from initial point, one can solve the transport equation by formal expansions similarly to the construction of the two-point function in the previous section. We shall now
explain this formal method in some detail. In the non-degenerate case one simply looks for the solution of (1.13) in the form of a regular power series in $t$ and $(x - x_0)$ with a multiplier $(2\pi h t)^{-m/2}$. It is a rather standard procedure and we omit it. Let us consider the case of a degenerate regular Hamiltonian (2.4.1). Proceeding as in the previous section one first make a shift in the variables introducing the function

$$
\psi(t, x, y) = \phi(t, x + \tilde{x}(t), y + \tilde{y}(t), x_0, y_0),
$$

and then one must make the change of the variables $x^I = t^{M-I+1} \xi^I$ as in (2.4). A new feature in comparison with (2.4) consists in the observation that in the case of the transport equation one also needs ”the explicit introduction of the normalising constant”, i.e. one defines the new unknown function by the formula

$$
\Psi(t, \xi^0, ..., \xi^M, y) = t^{\alpha} \psi(t, t^{M+1} \xi^0, ..., t \xi^M, y),
$$

where $\alpha$ is some positive constant (which is to be calculated). For the Hamiltonian (2.4.1) written in terms of the function $\Psi$ equation (1.13) takes the form

$$
\frac{\partial \Psi}{\partial t} - \frac{\alpha}{t} \Psi + \frac{1}{2} \Psi \text{tr} \left( g(t^{M+1} \xi^0 + \tilde{x}^0(t)) \frac{\partial^2 \Sigma}{\partial y^2} \right) + \left( g(t^{M+1} \xi^0 + \tilde{x}^0(t)) \frac{\partial \Psi}{\partial y}, \frac{\partial \Sigma}{\partial y} \right) - \left( g(\tilde{x}^0(t)) \tilde{q}(t), \frac{\partial \Psi}{\partial y} \right) - \frac{t^M \xi^0 + R_1(x(t, \xi) + \tilde{x}(t), y + \tilde{y}(t)) - R_1(\tilde{x}(t), \tilde{y}(t)) \frac{\partial \Psi}{\partial \xi^0}}{t^{M+1}} - \cdots
$$

$$
- \frac{\xi^M + R_{M+1}(x(t, \xi) + \tilde{x}(t), y + \tilde{y}(t)) - R_{M+1}(\tilde{x}(t), \tilde{y}(t)) \frac{\partial \Psi}{\partial \xi^M}}{t} - (R_{M+2}(x(t, \xi) + \tilde{x}(t), y + \tilde{y}(t)) - R_{M+2}(\tilde{x}(t), \tilde{y}(t))) \frac{\partial \Psi}{\partial y}.
$$

The main result of this section is the following.

**Theorem 3.1.** There exists a unique $\alpha > 0$, in fact this $\alpha$ is given by (1.2.11), such that there exists a solution of (3.3) in the form

$$
\Psi = \Psi + t \Psi_1 + t^2 \Psi_2 + ...
$$

(3.4)
with each $\Psi_j$ being a regular power series in $(\xi, y)$ and $\Psi_0$ being some constant. Moreover, this solution is unique up to a constant multiplier and all $\Psi_j$ turn out to be polynomials in $\xi, y$ such that the degree of $\Psi_{k(M+1)-j}$, $j = 0, ..., M$, does not exceed $k - 1$ for any $k = 1, 2, ...$

Proof. Inserting (3.4) in (3.3) and using the condition that $\Psi_0$ is a constant one gets comparing the coefficients of $t^{-1}$:

$$\alpha \Psi_0 + \frac{1}{2} \Psi_0 \operatorname{tr} \left( g(x_0) \frac{\partial^2 \Sigma^{-1}}{\partial y^2}(x_0, y_0) \right) = 0,$$

and therefore

$$\alpha = \frac{1}{2} \operatorname{tr} \left( g(x_0) \frac{\partial^2 \Sigma^{-1}}{\partial y^2}(x_0, y_0) \right). \quad (3.5)$$

Clearly $\alpha$ is positive. Using the canonical coordinates of Lemmas 1.2.2, 1.2.4, one proves that (3.5) coincides with (1.2.11). The remaining part of the proof of the theorem is the same as the proof of Theorem 2.1. Comparing the coefficients of $t^q$, $q = 0, 1, ..., $ one get a recurrent system of equations for $\Psi_q$ of the form (2.8) with polynomials $F_q$ of the required degree. Proposition 2.1 completes the proof.

Corollary. The function $\psi(t, x, y)$ corresponding to the solution $\phi$ of (1.13) via (3.1) has the form of a regular power expansion in $(t, x, y)$ with multiplier $Ct^{-\alpha}$, where $C$ is a constant.

This implies in particular that the solution $\phi$ of the transport equation also has the form of a regular power expansion in $t, x - x_0, y - y_0$ with the same multiplier. Comparing the asymptotic solution constructed with the exact solution for Gaussian approximation, one sees that in order to satisfy the initial condition (1.4) by the function $u_G^\phi$ of form (1.19), where $S$ and $\phi$ are constructed above, one must take the constant $C$ such that $Ct^{-\alpha}$ is equal to the amplitude (pre-exponential term) in formula (1.2.10) multiplied by $h^{-m/2}$. With this choice of $C$ the dominant term of the asymptotic formula (1.19) will coincide with the dominant term of the asymptotics (1.2.10) for its Gaussian approximation, which in its turn by Theorem 1.2.2 coincides with the exact Green
function for the "canonical representative" of the class of Gaussian diffusions defined by the corresponding Young scheme.

4. Local asymptotics of the Green function for regular Hamiltonians

In Sect. 1.1 we have described the construction of the asymptotic solution (1.19) for problem (1.1), (1.4) and in Sect. 1.2, 1.3 we have presented an effective procedure for the calculation of all its elements. In this section we are going to justify this asymptotical formula, i.e. to prove that the exact Green function can be presented in form (1.9). Roughly speaking, the proof consists in two steps. One should obtain an appropriate estimate for the remainder (1.21) and then use it in performing a rather standard procedure (based on Du Hammel principle) of reconstructing the exact Green function by its approximation. When one is interested only in asymptotics for small times and small distances, it is enough to use only the approximations for $S$ and $\phi$ obtained in two previous sections (a good exposition of this way of justification for non-degenerate diffusion see e.g. in [Roe]). But in order to be able to justify as well the global "small diffusion" asymptotics, as we intend to do in the next section, one has to use the exact global formulas (2.5), (1.18) for $S$ and $\phi$. We shall proceed systematically with this second approach. The starting point for justification is the estimate of the r.h.s. in (1.14), when $\phi$ is given by (1.18).

Proposition 4.1. If $\phi$ is given by (1.18), then the r.h.s. of (1.14) (in a neighbourhood of $x_0$, where (1.18) is well defined) has the form

$$O(h^2)C(h)t^{2M+2}\exp\{-\frac{S(t,x,x_0)}{h}\}\phi(t,x;x_0) = O(h^2t^{2M+2}\omega_G^0),$$

where as always $M+1$ is the rank of the regular Hamiltonian under consideration.

Proof. We omit the details concerning the simplest case of non-degenerate diffusion ($M + 1 = 0$) and reduce ourselves to the degenerate regular case, when $M \geq 0$ and therefore the Hamiltonian is defined by (2.4.1). Then clearly the first term under the integral in (1.18) vanishes and it is enough to prove that

$$\frac{\partial \nu}{\partial y^j}J^{-1/2}(t,x,x_0) = O(t^{\nu(M+1)}J^{-1/2}(t,x,x_0), \quad \nu = 1, 2, \quad (4.1)$$
\[ \frac{\partial \nu}{\partial y^i} \exp \left\{ -\frac{1}{2} \int_0^t \operatorname{tr} \frac{\partial A}{\partial x}(X(\tau)) \, d\tau \right\} \]

\[ = O(t^{\nu(M+1)}) \exp \left\{ -\frac{1}{2} \int_0^t \operatorname{tr} \frac{\partial A}{\partial x}(X(\tau)) \, d\tau \right\}, \quad \nu = 1, 2, \quad (4.2) \]

where \( X(\tau) = X(\tau, x_0, p_0(t, x; x_0)) \). We have

\[ \frac{\partial}{\partial x^I} J^{-1/2} = -\frac{1}{2} J^{-1/2} \left( J^{-1} \frac{\partial J}{\partial x^I} \right) = -\frac{1}{2} J^{-1/2} \operatorname{tr} \left( \frac{\partial}{\partial x^I} \left( \frac{\partial X}{\partial p_0} \right) \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) \]

\[ = -\frac{1}{2} J^{-1/2} \frac{\partial^2 X^K}{\partial p_0^T \partial p_0^N} \left( \frac{\partial X}{\partial p_0} \right)^{-1} \left( \frac{\partial X}{\partial p_0} \right)^{-1}_{L_1} \left( \frac{\partial X}{\partial p_0} \right)^{-1}_{N_1}, \quad (4.3) \]

and by estimates (2.4.3)-(2.4.5) it can be presented in the form

\[ J^{-1/2} O \left( t^{6+4M-K-L-N} t^{-((2M+3-L-I)_{I'}-(2M+3-N-K))} \right) = J^{-1/2} O(t^I). \]

For the derivatives with respect to \( y = x^{M+1} \), one has \( I = M + 1 \) and one gets (4.1) with \( \nu = 1 \). Differentiating the r.h.s. in (4.3) once more and again using (2.4.3)-(2.4.5) one gets (4.1) for \( \nu = 2 \).

Let us turn now to (4.2). Let us prove only one of these formula, namely that with \( \nu = 1 \), the other being proved similarly. Note that due to the main definition of \( RH \), the function under the integral in (4.2) depends only on \( x_0 \) and \( x^1 \), because it is a polynomial \( Q_1(x) \) in \( x^1, ..., x^{M+1} \) of degree \( I \). Therefore, one should prove that

\[ \frac{\partial}{\partial y} \exp \left\{ -\frac{1}{2} \int_0^t Q_1(X(\tau)) \, d\tau \right\} = O(t^{M+1}) \exp \left\{ -\frac{1}{2} \int_0^t Q_1(X(\tau)) \, d\tau \right\}. \]

(4.4)

One has

\[ \frac{\partial}{\partial y} \exp \left\{ -\frac{1}{2} \int_0^t Q_1(X(\tau)) \, d\tau \right\} \]

\[ = \int_0^t \sum_{l=0}^1 \frac{\partial Q_1}{\partial x^I \partial p_0^K}(\tau) \left( \frac{\partial X}{\partial p_0} \right)^{-1}_{K,M+1} (t) \, d\tau \exp \left\{ -\frac{1}{2} \int_0^t Q_1(X(\tau)) \, d\tau \right\}, \]

and using again (2.4.3)-(2.4.5) one sees that the coefficient before the exponential in the r.h.s. of this expression has the form

\[ \int_0^t O(\tau^{2M+3-1-K}) \left( t^{-(2M+3-K-M-1)} \right) \, d\tau = O(t^{M+1}), \]
which proves (4.4) and thus completes the proof of Proposition 4.1.

Consider now the globally defined function (1.19). For RH (2.4.1) it is convenient to take the polydisc $D_t^r = B_r(x_0^0) \times B_{r/\ell}(x_1^0) \times \cdots \times B_{rM+1/\ell M+1}(x_{M+1}^0)$ as the domain $D$. The following is the direct consequence of the previous result.

**Proposition 4.2.** For the remainder $F$ in (1.21) one has the estimate

$$F = O(t^{M+1}) u_G^{as} + O\left(\exp\{-\frac{\Omega}{ht^{2M+3}}\}\right)$$

with some positive $\Omega$.

Now, in order to prove the representation (1.9) for the exact solution of (1.1), (1.4) we shall use the following classical general method. Due to the Du Hammel principle (the presentation of the solutions of a non-homogeneous linear equation in terms of the general solution of the corresponding homogeneous one), the solution $u_G^{as}$ of problem (1.21), (1.4) is equal to

$$u_G^{as}(t, x; x_0) = u_G(t, x; x_0) - h \int_0^t \int_{\mathbb{R}^m} u_G(t-\tau, x, \eta) F(\tau, \eta, x_0) \, d\eta d\tau, \tag{4.6}$$

where $u_G$ is the exact Green function for equation (1.1). It is convenient to rewrite (4.6) in the abstract operator form

$$u_G^{as} = (1 - h \mathcal{F}_t) u_G, \tag{4.7}$$

with $\mathcal{F}_t$ being the integral operator

$$(\mathcal{F}_t \phi)(t, x, \xi) = (\phi \otimes F)(t, x, \xi) \equiv \int_0^t \int_{\mathbb{R}^m} \phi(t-\tau, x, \eta) F(\tau, \eta, \xi) \, d\eta d\tau, \tag{4.8}$$

where we have denoted by $\phi \ast F$ the (convolution type) integral in the r.h.s. of (4.8). It follows from (4.7) that

$$u_G = (1 - h \mathcal{F}_t)^{-1} u_G^{as} = (1 + h \mathcal{F}_t + h^2 \mathcal{F}_t^2 + \cdots) u_G^{as}$$

$$= u_G^{as} + hu_G^{as} \otimes F + h^2 u_G^{as} \otimes F \otimes F + \cdots \tag{4.9}$$
Therefore, in order to prove the representation (1.9) for \( u_G \) one ought to show the convergence of series (4.9) and its presentation in form (1.9). This is done in the following main Theorem of this section.

**Theorem 4.1.** For small \( t \), the Green function of equation (1.2) with regular Hamiltonian (2.4.1), whose coefficients can increase polynomially as \( x \to \infty \), has the form

\[
u\; \frac{G(1 + O(ht)) + O\left(\exp\left(-\frac{\Omega}{ht}\right)\right)}{
\]

where \( u^G_{as} \) is given by (1.19) with the domain \( D \) defined in Proposition 4.2 above, the functions \( S \) and \( \phi \) defined by formulas (2.1.5) and (1.18), and calculated asymptotically in Sect. 1.2, 1.3. Moreover, the last term in (4.10) is an integrable function of \( x \), which is exponentially small as \( x \to \infty \).

**Remark 1.** The result of this theorem is essentially known for the case of non-degenerate diffusion. Let us note however that usually in the literature one obtains separately and by different methods the small time and small distance asymptotics, either without a small parameter \( h \) (see e.g. a completely analytical exposition in [Roe], [CFKS]), or with a small parameter (see e.g. [Var1],[MC1],[Mol], which are essentially based on the probabilistic approach), and global estimates are often given for bounded coefficients and without a small parameter. (see e.g. [PE], [Da1], where completely different technique is used). Therefore, the uniform analytic exposition of all these facts together as given here can be perhaps of interest even in non-degenerate situation.

**Remark 2.** In our proof of the Theorem we obtain first for the case of bounded coefficients the estimate for the additive remainder in (4.10) in the form \( O(e^{-|x|}) \), which allows afterwards to extend the result to the case of polynomially increasing coefficients. More elaborate estimate of the series (4.9) in the case of bounded coefficients gives for the additive remainder in (4.10) more exact estimate \( O\left(\exp\left(-\Omega|x|^2/ht\right)\right) \), which allows to generalise the result of the Theorem to the case of the unbounded coefficients increasing exponentially as \( x \to \infty \).

**Remark 3.** In the previous arguments, namely in formula (4.6), we have supposed the existence of the Green function for (1.1),
which follows surely from general results on parabolic second order equations, see e.g. [IK]. But this assumption proves to be a consequence of our construction. In fact, when the convergence of series (4.9) and its representation in form (1.9) is proved, one verifies by simple direct calculations that the sum of series (4.9) satisfies equation (1.1).

Remark 4. When the Theorem is proved, the justification of more exact asymptotics as constructed in Sect. 1, Step 5, can be now carried out automatically. In fact, if

\[ h \frac{\partial u^{as}_G}{\partial t} - H(x, -h \frac{\partial}{\partial x}) u^{as}_G = O(t^j h^k) u^{as}_G, \]

then from (4.6)

\[ u_G = u^{as}_G + \int_0^t \int_{R^m} u_G(t - \tau, x, \eta) O(t^j h^k) u^{as}_G(\tau, \eta, x_0) \, d\eta d\tau, \]

and due to (4.10) and the semigroup property of $u_G$, one concludes that

\[ u_G = u^{as}_G (1 + O(t^{j+1} h^k)) + O(\exp\{-\frac{\Omega}{ht}\}). \]

Proof. Though in principle the convergence of (4.9) is rather clear from the estimate of the first nontrivial term by the Laplace method using Proposition 2.1.4, the rigorous estimate of the whole series involves the application of the Laplace method infinitely many times, where one should keep control over the growth of the remainder in this procedure, which requires a "good organisation" of the recursive estimates of the terms of (4.9). Let us present the complete proof in the simplest case of the non-degenerate diffusion, the general case being carried out similarly due to Proposition 4.2, but requires the consideration of polydisks instead of the disks, which makes all expressions much longer. Consider first the diffusion with bounded coefficients. In non-degenerate case one can take the ball $B_r(x_0)$ as the domain $D$ for the mollifier $\chi_D$. Let

\[ \Omega = \min\{t S(t, x, \xi) : |x - \xi| = r - \epsilon\}. \]  

(4.11)

For given $\delta > 0, h_0 > 0$ one can take $t_0$ such that for $t \leq t_0$, $h \leq h_0$

\[ (2\pi h t)^{-m/2} \leq \exp\{\frac{\delta}{th}\}, \quad \frac{1}{ht} \leq \exp\{\frac{\delta}{th}\}. \]

(4.12)
To write the formulas in a compact form let us introduce additional notations. Let
\[ f(t, x, x_0) = \Theta_r(|x - x_0|)(2\pi ht)^{-m/2} \exp\{-S(t, x, x_0)/h\}, \]
\[ g_k(t, x, x_0) = \Theta_r(|x - x_0|) \exp\{-\frac{\Omega - \delta}{ht}\}. \]

From Proposition 4.2
\[ F(t, x, x_0) = O(u_G^a(t, x, x_0)) + O((ht)^{-1} \exp\{-S(t, x, x_0)/h\}), \]
where the second function has a support in the ring \( B_{x_0}(r) \setminus B_{x_0}(r - \epsilon) \). Using these formulas and the estimates for the solution \( \phi \) of the transport equation one can choose a constant \( C > 1 \) such that
\[ \frac{1}{C} \chi_{D}(x - x_0)f(t, x, x_0) \leq u_G^a(t, x, x_0) \leq Cf(t, x, x_0), \]
\[ F(t, x, x_0) \leq C(f(t, x, x_0) + g_1(t, x, x_0)). \]

To estimate the terms \( u_G^a \otimes F \otimes F \) in series (4.9) we shall systematically use the simple estimate of the Laplace integral with convex phase, namely the formula (B3) from Appendix B. Let us choose \( d \) such that
\[ \frac{\partial^2 S}{\partial x^2}(t, x, \xi) \geq \frac{d}{t}, \quad \frac{\partial^2 S}{\partial \xi^2}(t, x, \xi) \geq \frac{d}{t}, \]
for \( |x - \xi| \leq r \) and \( t \leq t_0 \). Such \( d \) exists due to the asymptotic formula for \( S \) given in Sect. 2.2 or 3.3. We claim that the following inequalities hold (perhaps, for a smaller \( t_0 \)):
\[ f \otimes f \leq td^{-m/2}(f + g_2), \quad f \otimes g_k \leq td^{-m/2}g_{k+1}, \quad g_k \otimes g_1 \leq td^{-m/2}g_{k+1}. \]

In fact, since
\[ \min_{\eta}(S(t - \tau, x, \eta) + S(\tau, \eta, x_0)) = S(t, x, x_0) \]
and the minimum point \( \eta_0 \) lies on the minimal extremal joining \( x_0 \) and \( x \) in time \( t \), it follows from (B3) that
\[ (f \otimes f)(t, x, x_0) \leq \theta_{2r}(x - x_0) \int_0^t (2\pi h(t - \tau))^{-m/2}(2\pi h\tau)^{-m/2} \]
\begin{equation*}
\times \exp\{ -S(t, x, x_0)/h \} \left( \frac{d}{t} + \frac{d}{t - \tau} \right)^{-m/2} (2\pi h)^{m/2} d\tau
\end{equation*}

\begin{equation*}
= \Theta_{2r}(|x - x_0|) d^{-m/2} t (2\pi h t)^{-m/2} \exp\{ -S(t, x, x_0)/h \}.
\end{equation*}

To estimate this function outside \( B_{r_0}(x_0) \) we use (4.12) and thus get the first inequality in (4.18). Furthermore,

\begin{equation*}(f \otimes g_k)(t, x, x_0)
\end{equation*}

\begin{equation*}
\leq g_{k+1}(x-x_0) \int_0^t \int_{\mathbb{R}^d} (2\pi h(t-\tau))^{-m/2} \exp\{ -S(t-\tau, x, \eta)/h \} d\eta d\tau.
\end{equation*}

Since \( S \geq 0 \) and due to (B3), this implies the second inequality in (4.18). At last, obviously, \( g_k * g_1 \leq b_m r^m g_{k+1} \), where \( b_m \) denotes the volume of the unit ball in \( \mathbb{R}^m \). This implies the last inequality in (4.18) for small enough \( t_0 \).

It is easy now to estimate the terms of series (4.18):

\begin{equation*}
h u_G^{as} \otimes F \leq h C^2 (f \otimes f + f \otimes g_1) = h C^2 t d^{-m/2} (f + 2g_2),
\end{equation*}

\begin{equation*}
h^2 (u_G^{as} \otimes F) \otimes f \leq h^2 C^3 t d^{-m/2} (f + 2g_2) (f + g_1) \leq C (C h t d^{-m/2})^2 (f + 2g_2 + 4g_3),
\end{equation*}

and by induction

\begin{equation*}
h^{k-1} F^{k-1} u_G^{as} \leq C (C h t d^{-m/2})^{k-1} (f + 2g_2 + 4g_3 + \ldots + \ldots + 2^{k-1} g_k).
\end{equation*}

Since \( 2g_2 + 4g_3 + \ldots + 2^{k-1} g_k \leq 2^k g_k \), one has for \( k > 1 \)

\begin{equation*}
h^{k-1} F^{k-1} u_G^{as} \leq 2 C (C h t d^{-m/2})^{k-1} (f + g_k).
\end{equation*}

Therefore, series (4.9) is convergent (uniformly on the compacts); outside the ball \( B_{r_k}, k \geq 1 \), it can be estimated by

\begin{equation*}
2 C \sum_{l=k}^{\infty} (2 C h t d^{-m/2})^l \exp\{ -\frac{\Omega - \delta}{th} \} \leq \frac{2 C (2 C h t d^{-m/2})^k}{1 - 2 C t_0 h_0 d^{-m/2}} \exp\{ -\frac{\Omega - \delta}{th} \},
\end{equation*}

(4.20)

and inside the ball \( B_r \), \( |u_G - u_G^{as}| \) does not exceed

\begin{equation*}
\frac{4 C^2 thd^{-m/2}}{1 - 2 C t_0 h_0 d^{-m/2}} \left[ (2\pi h)^{-m/2} \exp\{ -S(t, x, x_0)/h \} + \exp\{ -\frac{\Omega - \delta}{th} \} \right],
\end{equation*}

(4.21)
Notice that the number $k$ in (4.20) is of the order $|x - x_0|/r$ and therefore the coefficient $t^k$ can be estimated by a function of the form $e^{-\kappa|x-x_0|}$ with some $\kappa > 0$. The statement of the theorem follows now from (4.16),(4.20),(4.21).

Now let the functions $A, G, V$ are not bounded but can increase polynomially as $x \to \infty$ (the uniform boundedness of $V$ from below is supposed always). This case can be reduced to the case of bounded coefficients in following way. Let $x_0$ be given and let $\hat{G}(x), \hat{A}(x), \hat{V}(x)$ be the functions which are uniformly bounded and coincide with $G(x)$, $A(x), V(x)$ respectively in a neighbourhood of $x_0$. Taking the Green function $\hat{u}_G$ of the diffusion equation with coefficients $\hat{G}, \hat{A}, \hat{V}$ as the first approximation to the Green function $u_G(t, x, x_0)$ yields for $u_G$ the series representation

$$u_G = \hat{u}_G + \hat{u}_G \otimes F + \hat{u}_G \otimes F \otimes F + ...$$

with

$$F = \frac{1}{2} tr(\hat{G} - G) \frac{\partial^2 \hat{u}_G}{\partial x^2} - (\hat{A} - A) \frac{\partial \hat{u}}{\partial x} - (\hat{V} - V) \hat{u}.$$ 

Due to the exponential decrease (of type $e^{-\kappa|x-x_0|}$ with some $\kappa > 0$) of $\hat{u}$ (and, as one shows similarly, the same rate of decrease holds for the first and second derivatives of $\hat{u}$) all terms of this series are well defined and it is convergent, which completes the proof.

Let us note that by passing we have proved a convergent series representation for the Green function, i.e. the following result, which we shall use in Chapter 9.

**Proposition 4.3.** Under the assumptions of Theorem 4.1, the Green function of equation (1.2) can be presented in the form of absolutely convergent series (4.9), where

$$u_G^{as} = C(h)\chi_D(x - x_0)\phi(t, x, x_0) \exp\{-S(t, x, x_0)/h\},$$

$F$ is defined by (1.21) and the operation $\otimes$ is defined by (4.8).

Theorem 4.1 gives for the Green function of certain diffusion equations the multiplicative asymptotics for small times and small distances, but only a rough estimate for large distances. In the next section we shall show how to modify this asymptotics in order
to have an asymptotic representation valid for all (finite) distances. There is however a special case when the global asymptotic formula is as simple as the local one (at least for small times), this is the case of diffusion equations with constant drift and diffusion coefficients. This special case is important for the study of the semi-classical spectral asymptotics of the Shr"odinger equation and therefore we formulate here the corresponding result obtained in [DKM1].

**Theorem 4.2.** Let \( V(x) \) be a positive smooth function in \( \mathbb{R}^m \) with uniformly bounded derivatives of the second, third and fourth order. Then there exists \( t_0 > 0 \) such that for \( t \leq t_0 \) the boundary value problem for the corresponding Hamiltonian system with the Hamiltonian \( H = \frac{1}{2}p^2 - V(x) \) is uniquely solvable for all \( x, x_0 \) and \( t_0 \) and the Green function for the equation

\[
\frac{\hbar}{\partial t} u = \frac{h^2}{2} \Delta u - V(x)u \quad \text{(4.22)}
\]

has the form

\[
u_G(t, x, x_0, h) = (2\pi h)^{-m/2} J(t, x, x_0)^{-1/2} \exp\{-S(t, x, x_0)/h\}(1+O(h^3)) \tag{4.23}\]

with \( O(h^3) \) being uniform with respect to all \( x, x_0 \).

**Remark.** Notice the remainder is of the order \( t^3 \), which holds only in the described situation.

5. Global small diffusion asymptotics and large deviations

In the previous section we have written the exponential asymptotics of the Green function of equation (1.1) for small times. Moreover, for large distances it states only that the Green function is exponentially small. In order to obtain the asymptotics for any finite \( t \) and also give a more precise formula for large \( x - x_0 \), one can use the semigroup property of the Green function. Namely, for any \( n \in \mathbb{N}, \tau > 0, \) and \( x \in \mathbb{R}^m \)

\[
u_G(n\tau, x, x_0)
\]

\[
= \int_{\mathbb{R}^m} \ldots \int_{\mathbb{R}^m} \nu_G(\tau, x, \eta_1)\nu_G(\tau, \eta_1, \eta_2)\ldots\nu_G(\tau, \eta_{n-1}, x_0) \, d\eta_1 \ldots d\eta_{n-1}. \tag{5.1}\]
Notice that according to the result of sect. 2.2, 2.3, the set \( \text{Reg}(x_0) \) of regular pairs \((t, x)\), i.e. such pairs for which there exists a unique minimising extremal joining \( x_0 \) and \( x \) in time \( t \), is open and everywhere dense in \( \mathcal{R}_+ \times \mathcal{R}^m \) for any regular Hamiltonian. Therefore, formula (1.19) without the multiplier \( \chi_D \) is correctly defined globally (for all \( x \) and \( t > 0 \)) almost everywhere, because \( S(t, x, x_0) \) is defined globally for all \( t, x \) as the minimum of the functional (2.1.12) and for regular points \( S, \phi \) are given by (2.24), (2.2.5), and (1.18) with integrals in both formulas taken along the unique minimising extremal. It turns out that though this function does not give a correct asymptotics to the Green function in a neighbourhood of a non-regular point, its convolution with itself already does. We restrict ourselves to the approximations of the first order. Next orders can be obtained by formulas (1.22)–(1.25).

**Theorem 5.1.** For any \( t, x \) and \( \tau < t \)

\[
 u_G(t, x; x_0) = (2\pi h)^{-m}(1 + O(h)) \int_{\mathcal{R}^m} \phi(t - \tau, x, \eta)\phi(\tau, \eta, x_0)
 \times \exp \left\{ -\frac{S(t - \tau, x, \eta) + S(\tau, \eta, x_0)}{h} \right\} \, d\eta.
\]

(5.2)

In particular, for any \((t, x) \in \text{Reg}(x_0)\)

\[
 u_G(t, x, x_0) = (2\pi h)^{-m/2}\phi(t, x, x_0)(1 + O(h))\exp\{-S(t, x, x_0)/h\},
\]

(5.3)

**Proof.** First let us show that the integral in (5.2) is well defined. To this end, we use the Cauchy inequality and (1.18) to estimate (5.2) by

\[
 \int_{\mathcal{R}^m} J^{-1}(t - \tau, x, \eta) \exp \left\{ -\frac{2S(t - \tau, x, \eta)}{h} \right\} \, d\eta
 \times \int_{\mathcal{R}^m} J^{-1}(\tau, \eta, x_0) \exp \left\{ -\frac{2S(\tau, \eta, x_0)}{h} \right\} \, d\eta
\]

We shall estimate the second integral in this product, the first one being dealt in the completely similar way. Let us make in this second integral the change of the variable of integration \( \eta \mapsto \)
\( p_0(\tau, \eta, x_0) \), where \( p_0 \) is the initial momentum of the minimising extremal joining \( x_0 \) and \( \eta \) in time \( \tau \). The mapping \( \eta \mapsto p_0 \) is well defined for regular, and thus for almost all \( \eta \). Thus the second integral can be estimated by the integral
\[
\int_{\mathbb{R}^m} \exp \left\{ -\frac{2S(\tau, \eta(\tau, x_0, p_0), x_0)}{\hbar} \right\} \, dp_0,
\]
which already does not contain any singularities. To see that this integral converges one only need to observe that due to the estimates of the two-point function \( S \), the function under the integral here is decreasing exponentially as \( p_0 \to \infty \).

We have shown that integral (5.2) is well defined. It follows from the Laplace method and Proposition 2.1.4 that that for regular \( t, x \) formula (5.2) can be written in form (5.3). To show that (5.2) presents the global asymptotics for the Green function, let us start first with the simplest case of equation (4.22), where the asymptotics of the Green function for small times is proved to be given by (4.23). For any \( t \) there exists \( n \in \mathbb{N} \) such that \( t/n < t_0 \) and one can present the Green function for the time \( t \) in form (5.1) with function (4.23) instead of \( u_G \). If the point \( (t, x) \) is regular, then there is only one and non-degenerate minimum point \((\eta_1, ..., \eta_{n-1})^{min}\) of the "compound action"
\[
S(\tau, x, \eta_1) + S(\tau, \eta_1, \eta_2) + ... + S(\tau, \eta_{n-1}, x_0)
\]
given by the formula
\[
\eta_j^{min} = X(j\tau, x_0, p_0(t, x, x_0)),
\]
i.e. all \( \eta_j^{min} \) lie on the unique minimising extremal. Using Proposition 2.1.4 and the Laplace method one gets (5.3). Alternatively, one can use the induction in \( n \). Thus we have proved (5.3) for all regular points. Now, for any non-regular \( (t, x) \) let us use (5.1) with \( n = 2 \). It follows from the Laplace method that only those \( \eta \) contribute to the first order asymptotics of this integral that lie on minimising extremals (which may not be unique now) joining \( x_0 \) and \( x \) in time \( t \). But by the Jacobi theory these points \( \eta \) are regular with respect to \( x_0 \) and \( x \) and hence around this point one can use
formula (5.3) for $u_G$. Therefore the asymptotics of this integral is the same as that of (5.2).

In the case of a general regular Hamiltonian, there is only one additional difficulty. Namely, if one calculates the asymptotic of the Green function for a regular point using (5.1) with the function (4.10) instead of $u_G$, then for sufficiently large $n$ and $x - x_0$ the exponentially small remainders in (4.10) begin to spoil the correct phase of the corresponding Laplace integral. Hence, in order to get the correct asymptotics for $(t, x)$ from any fixed compact one should improve (4.10) respectively. Namely, in proving theorem 4.1, one must take instead of the approximation (1.19), its convolution with itself of the form

$$\tilde{u}_{G}(n\tau, x, x_0) = \int_{R^m} \ldots \int_{R^m} u_{G}(\tau, x, \eta_1) u_{G}(\tau, \eta_1, \eta_2) \ldots u_{G}(\tau, \eta_{n-1}, x_0) \, d\eta_1 \ldots d\eta_{n-1}.$$  

Formulas (4.9) and (4.10) are then modified respectively. Increasing $n$ to infinity, one increases to infinity the range of $x$ for which (5.2) is valid. This argumentation completes the proof.

The global integral formula (valid for regular and non-regular points) for the asymptotics of the Green function for non-degenerate diffusion was first written by Maslov [M2] by means of his tunnel canonical operator. We have given here an equivalent but essentially more simple formula (5.2) thus avoiding the beautiful but rather sophisticated definition of the tunnel canonical operator (see [M2], [DKM1]). Moreover, we have presented the rigorous proof including a large class of degenerate diffusions.

For some non-regular points, the integral (5.2) can still be calculated explicitly. The two important cases are the following.

(i) There exist a finite number of non-degenerate extremals joining $x_0$ and $x$ in time $t$. Then (5.2) is equal to the sum of expressions (5.3) corresponding to each extremal.

(ii) There is a (non-degenerate) closed manifold of extremals (as for instance is often the case for geodesics on symmetric spaces) joining $x_0$ and $x$ in time $t$. Then one integrates (5.2) by means of the modified Laplace method (see, e.g. [Fed1], [K3]) standing for the case of the whole manifold of minimal points of the phase.
For general non-regular points one can write down explicitly only the logarithmic asymptotics of the solution. To this end, let us recall first a general result on logarithmic asymptotics of Laplace integrals.

**Proposition 5.1** [MF2], [Fed1]. Let the functions $f$ and $\phi$ in the integral

$$F(h) = \int_{\mathbb{R}^m} \phi(x) \exp\left\{ -\frac{S(x)}{h} \right\} dx$$

(5.4)

be continuous, $\phi$ having finite support $\text{supp} \phi$. Let $M(S)$ denote the set of all $x \in \text{supp} \phi$, where $S$ is equal to its minimum $M$, and let $M_c(S) \subset \text{supp} \phi$ be the set of $x$, where $S(x) \leq M + c$. Denote by $V(c)$ the volume of the set $M_c(S)$. Suppose $\phi \geq \delta$ in a neighbourhood of $M(S)$ for some positive constant $\delta$.

(i) Then

$$\lim_{h \to 0} h \log F(h) = -M.$$  

(5.5)

(ii) If

$$\lim_{c \to 0} \frac{\log V(c)}{\log c} = \alpha > 0,$$

(5.6)

then

$$\log F(h) = -\frac{M}{h} + \alpha \log h + o(\log h).$$

(5.7)

(iii) If $V(0) = 0$ and (5.7) holds, then (5.6) holds as well.

(iv) If $M(S)$ consists of a unique point and $S$ is real analytic in a neighbourhood of this point, then the limit (5.6) exists and (5.7) holds.

The last statement is in fact a consequence of a theorem from [BG], see e.g. [At].

Theorem 5.1 and Proposition 5.1 imply the principle of large deviation for the Green function of regular diffusions.

**Proposition 5.2.** For all $t, x$

$$\lim_{h \to 0} h \ u_G(t, x, x_0) = -S(t, x, x_0).$$

(5.8)

This principle for regular points of non-degenerate diffusion was obtained by Varadhan, see [Var1]-[Var4]. In some cases, one can
calculate the logarithmic asymptotic more precisely. For instance, Theorem 5.1 and Proposition 5.1 imply the following result.

**Proposition 5.3.** If there exists a unique minimising extremal joining $x_0$ and $x$ in time $t$ (generally speaking, degenerate, i.e. the points $x_0$ and $x$ can be conjugate along this extremal) and if $S(t, y, x_0)$ is real analytic in a neighbourhood of this extremal, then there exists $\alpha > 0$ such that for small $h$

$$\log h \ u_G(t, x, x_0) = -\frac{S(t, x, x_0)}{h} + \alpha \log h + o(\log h). \quad (5.9)$$

Formula (5.9) for the case of non-degenerate diffusion was first written in [MC1] (and proved there under some additional assumptions), where $\alpha$ was called the invariant of the degeneracy of the extremal.

Let us present the solution of the general large deviation problem for regular diffusions. If in (1.1) the last term $V(x)$ vanishes, then the corresponding second order equation describes the evolution of the expectations (and its adjoint operator - the probability density) of the diffusion process defined by the stochastic equation

$$dX = A(X) \, dt + h\sqrt{G(x)} \, dW. \quad (5.10)$$

One is especially interested in the solution of (1.1) with the discontinuous initial function

$$u_0(x) = \begin{cases} 
1, & \text{if } x \in D \\
0, & \text{otherwise},
\end{cases} \quad (5.11)$$

where $D$ is some closed bounded domain in $\mathbb{R}^m$. This solution corresponds to the diffusion starting in $D$. The problem of large deviation is to find the small $h$ asymptotics of this solution on large distances from $D$. The solution of (1.1), (5.11) is given by formula (1.5), (5.3). To simplify it, one can use the Laplace method. As in the case of the Green function, for a general non-regular point only the logarithmic limit can be found explicitly. Namely, the following result is the direct consequence of formulas (1.5), (5.2), (5.5).

**Proposition 5.4** (Large deviation principle for regular diffusions). For the solution $u(t, x)$ of the problem (1.2), (5.11) with a regular Hamiltonian, one has

$$\lim_{h \to 0} h \ \log u(t, x) = -S(t, x),$$
where $S(t, x)$ is the generalised solution of the Cauchy problem for Hamilton-Jacobi equation (1.11) with initial data

$$S(0, x) = \begin{cases} 0, & x \in D \\ +\infty, & \text{otherwise,} \end{cases}$$

i.e., $S(t, x)$ is given by the formula

$$S(t, x) = \min_{\xi}(S(t, x, \xi) + S(0, \xi)) = \min_{\xi \in D} S(t, x, \xi), \quad (5.12)$$

where $S(t, x; \xi)$ denotes as always the corresponding two-point function.

The explicit formula (without integration) for the asymptotics of $u(t, x)$ exists on the open everywhere dense set of regular (with respect to the domain $D$) points, where the critical point of the phase used in the integration of (1.5) by the Laplace method is unique and non-degenerate. On the complement to this set the asymptotics can be only written in the integral form similar to (5.3). Let us give the precise results, which follow more or less straightforwardly from (1.5), (5.2) and the Laplace method. For the case of the equation of form (4.22) this result was proved in [DKM1]. Let Hamiltonian (1.3) be regular with vanishing $V$, i.e. for some Young scheme $M$ it has the form (2.4.1) with vanishing $R_{2(M+1)}$. Let $Y(t, y_0)$ denote the solution of the system

$$\dot{y} = -A(y) \quad (5.13)$$

with initial value $y(0) = y_0$. Note that the solution of (5.13) is in fact the characteristic of the Hamiltonian system on which the momentum vanishes identically (the insertion of the vanishing momentum in the Hamiltonian system does not lead to a contradiction due to the assumption of vanishing $V$). Let $D_t$ denote the smooth manifold with boundary, which is the image of $D = D_0$ with respect to the mapping $y_0 \mapsto Y(t, y_0)$.

**Proposition 5.5.** On the set $\text{Int} D_t$ of the internal points of the domain $D_t$ the solution $u(t, x)$ of problem (1.1), (5.11) can be presented in the form of regular series in $h$. More precisely, if $x \in \text{Int} D_t$, then

$$u(t, x) = \left(\det \frac{\partial Y}{\partial y_0}(t, y_0)\right)^{-1/2} (1 + h\phi_1 + \ldots + h^k\phi_k + O(h^{k+1})),$$
where \( \phi_j \) can be found by the formulas similar to (1.24), (1.25).

As we have mentioned, the most interesting is the problem of calculating the solution far away from \( D \), in particular outside \( D_t \). To formulate the result of the calculation of the Laplace integral (1.5) in that case, we need some other notations. Consider the \( m \)-dimensional manifold \( \Lambda_0 = \partial D \times \mathbb{R}^+ \) with coordinates \((\alpha_1, \ldots, \alpha_{m-1}, s)\), where \( s \geq 0 \) and \( \alpha = (\alpha_1, \ldots, \alpha_{m-1}) \) are some orthogonal coordinates on \( \partial D \). Let \( n(\alpha) \) denote the unit vector of the external normal to \( \partial D \) at the point \( \alpha \) and let \( \Gamma(D) \) be the family of characteristics \( X(t, \alpha, sn(\alpha)) \) with initial conditions \( x_0 = \alpha, p_0 = sn(\alpha) \). For any \( t \) and \( x \in \mathbb{R}^m \setminus D_t \), there exists a pair \((\alpha, s) = (\alpha, s)(t, x)\) (perhaps not unique) such that the characteristic \( X(t, \alpha, sn(\alpha)) \) comes to \( x \) at the time \( t \) and \( S(t, x) \) (as defined in (5.12)) is equal to the action (2.1.4) along this characteristic. In fact, \( \alpha \) is the coordinate of the point \( \xi \in D \) that furnishes minimum in (5.8). Clear that \( p_0 \) is perpendicular to \( \partial D \) at \( \xi \) and thus has the form \( p_0 = sn(\alpha) \) for some \( s > 0 \). Let \( Reg_D \) denote the set of pairs \((t, x)\) such that \((\alpha, s)(t, x)\) is unique and moreover, the Jacobian \( J(t, x) = \det \frac{\partial X}{\partial (\alpha, s)} \) does not vanish. Similarly to the proof of Proposition 2.2.7, 2.3.7 one shows that the set \( Reg_D \) is open and everywhere dense in the outside of the set \( \{(t, x \in D_t)\} \).

**Proposition 5.6.** For \((t, x) \in Reg_D \) the solution \( u(t, x) \) of problem (1.2), (5.11) has the following asymptotics for small \( h \):

\[
\begin{align*}
\quad u(t, x) &= \left( \det \frac{\partial X}{\partial (\alpha, s)} |_{(\alpha, s) = (\alpha, s)(t, x)} \right)^{-1/2} \\
&\times \exp \left\{\frac{-S(t, x)}{h} \right\} \left\{1 + \ldots + h^k \phi_k + O(h^{k+1}) \right\}.
\end{align*}
\]

The asymptotics of the global representation (1.5), (5.3) can be also calculated explicitly for some classes of non-regular points described similarly to the case of the Green function (see (i), (ii) after Theorem 5.2 and Theorem 5.4).

### 6. Non-regular degenerate diffusions: an example

In this Chapter we have constructed the theory of global semi-classical asymptotics and large deviations for a class of degenerate
diffusions that were called regular. This class is characterised in particular by regular asymptotic representation (0.6) of the Green function. It seems however that the global small $h$ asymptotics are valid actually for a larger class of degenerate diffusions. We present here an example of a non-regular diffusion for which small $h$ and small time asymptotics can be calculated explicitly, so to say, by hands, and shall see that the small $h$ asymptotics can be obtained as well by a formal application of the formulas of Section 6. We consider the equation

$$h \frac{\partial u}{\partial t} = \frac{h^2}{2} \frac{\partial^2 u}{\partial y^2} + \frac{h}{2} y \frac{\partial u}{\partial x},$$

(6.1)

which corresponds to the simple non-regular Hamiltonian $H = (q^2 - y^2 p)/2$ discussed at the end of Section 2.3, where we have noted that for this Hamiltonians the boundary value problem is not solvable if $x > x_0$ for any time. We are going to construct the Green function $u_G$ for this equation corresponding to the initial point $(0,0)$, i.e. the solution with initial condition

$$u_G(t,x,y)|_{t=0} = \delta(x)\delta(y).$$

**Proposition 6.1.** (i) The Green function $u_G$ vanishes for $x \geq 0$.

(ii) If $x < 0$ and $y = 0$, then

$$u_G(t,x,0) = \frac{1}{\sqrt{|x|ht^{3/2}}} \exp\{-\frac{\pi^2|x|}{ht^2}\}(1 + O(h^2|x|)).$$

(6.2)

(iii) if $x < 0$ and $y < 0$, then there exists a unique real solution $\lambda(t,x,y) > -\pi^2$ of the equation

$$\frac{4x}{ty^2} = \frac{1}{\sinh^2 \sqrt{\lambda}} - \frac{\cot \sqrt{\lambda}}{\sqrt{\lambda}},$$

(6.3)

and

$$u_G = \frac{1}{2\pi ht^2 \sqrt{|S''(\lambda(t,x,y))|}} \sqrt{\frac{\sqrt{\lambda(t,x,y)}}{\sinh \sqrt{\lambda(t,x,y)}}}$$
\[
\times \exp\{-\frac{1}{\hbar t} S(\lambda(t, x, y))\}(1 + O(\hbar t)), \quad (6.4)
\]

where the function \( S \) is defined by the formula

\[
S(\lambda; t, x, y) = \frac{\lambda x}{t} + \frac{\sqrt{\lambda}}{2} y^2 \coth \sqrt{\lambda}; \quad (6.5)
\]

moreover \( \lambda(t, x, y) \in (-\pi^2, 0) \), \( \lambda = 0 \), \( \lambda > 0 \) respectively for \( x < -ty^2/6 \), \( x = -ty^2/6 \), \( x > -ty^2/6 \) and in the first case \( \sqrt{\lambda}/\sinh \sqrt{\lambda} \) should be understood as \( \sqrt{|\lambda|}/\sin \sqrt{|\lambda|} \); at last, for small

\[
\epsilon = \frac{x}{ty^2} + \frac{1}{6}
\]

the function \( \lambda(t, x, y) \) can be presented as the convergent power series in \( \epsilon \): \( \lambda = 45\epsilon + O(\epsilon^2) \), so that for small \( \epsilon \)

\[
u_G = \frac{3\sqrt{5}}{2\pi \hbar t^2 |y|}(1 + O(\epsilon))(1 + O(\hbar t)) \exp\{-\frac{y^2}{2\hbar t}(1 + O(\epsilon))\}. \quad (6.6)
\]

**Sketch of the proof.** It is done essentially by direct calculations using the Fourier transform and the saddle-point method. Namely, carrying out the \( h \)-Fourier transform \( F_h \) of equation (6.1) with respect to the variable \( y \) one finds for \( \tilde{u}(t, x, p) = (F_h u)(t, x, p) \) the equation

\[
h \frac{\partial \tilde{u}}{\partial t} = \frac{h^2}{2} \frac{\partial^2 \tilde{u}}{\partial y^2} + \frac{i}{2} y^2 \tilde{u},
\]

which is actually the equation of the evolution of the quantum oscillator in imaginary time and with the complex frequency \( \sqrt{-ip} = \sqrt{|p|} \exp\{-i\pi \text{ sgn} p/4\} \). Since the Green function for such equation is well known, one obtains for \( u_G \) the following integral representation

\[
u_G = -\frac{i}{(2\pi)^{3/2} t^{5/2}} \int_{-\infty}^{i\infty} \sqrt{\frac{\lambda}{\sinh \sqrt{\lambda}}} \exp\{-\frac{1}{\hbar t} S(\lambda(t, x, y))\} d\lambda. \quad (6.7)
\]

Notice that the function under the integral in this representation is regular everywhere except for singularities at points \( -k^2 \pi^2, k = \)
1, 2, ..., and is a one-valued analytic function on the complex plane cut along the line \((-\infty, \pi^2)\). For \(\lambda = \Re \phi\) with \(|\phi| < \pi\), one has

\[
|\sinh \sqrt{\lambda}|^2 = \sinh^2(\sqrt{R} \cos \frac{\phi}{2}) + \sin^2(\sqrt{R} \sin \frac{\phi}{2}),
\]

\[
\Re S(\lambda; t, x, y) = \frac{x}{t} R \cos \phi
\]

\[
y^2 \sqrt{R} \left[ \cos \frac{\phi}{2} \sinh(2\sqrt{R} \cos \frac{\phi}{2}) + \sin \frac{\phi}{2} \sin(2\sqrt{R} \sin \frac{\phi}{2}) \right]
\]

\[
\frac{1}{2} \left[ \cosh(2\sqrt{R} \cos \frac{\phi}{2}) - \cos(2\sqrt{R} \sin \frac{\phi}{2}) \right].
\]

It implies that for \(x \geq 0\) one can close the contour of integration by a semi-circle on the right half of the complex plane, which by Cauchy theorem gives the statement (i) of the Proposition. Let \(x < 0\) and \(y = 0\). Then one can transform the contour of integration in (6.7) to the contour \(C\) which goes from \(-\infty\) to \(-\pi^2\) along the lower edge of the half-line \((-\infty, -\pi^2)\) and then returns to the \(-\infty\) along the upper edge of this half-line (notice that all singularities at \(\lambda = -k^2\pi^2\) are of the type \(z^{-1/2}\) and are therefore integrable). The simple analysis of the argument of \(\sqrt{\sinh \sqrt{\lambda}}\) shows that the values of the integrand in (6.7) on the upper edge of the cut coincides (respectively differs by the sign) with its corresponding values on the lower edge on the intervals \((2k\pi)^2, (2k + 1)^2\pi^2\) (resp. on the intervals \((2k - 1)^2\pi^2, (2k\pi)^2\)), which yields (after the change \(\lambda = v^2\)) the formula

\[
u_G = \frac{4}{(2\pi h)^{3/2} t^{5/2}} \sum_{k=1}^{\infty} \int_{\pi(2k-1)}^{2k\pi} (-1)^{k-1} v \exp \left\{ -\frac{v^2|x|}{ht^2} \right\} \sqrt{\frac{v}{|\sin v|}} dv
\]

\[
= \frac{\sqrt{2}}{(\pi h)^{3/2} t^{5/2}} \int_0^\pi \sum_{k=1}^{\infty} (-1)^{k-1} \frac{(u + \pi(2k - 1))^3}{\sqrt{|\sin u|}} \exp \left\{ -\frac{|x|(u + \pi(2k - 1))^2}{ht^2} \right\} dv.
\]

For large \(|x|/(ht^2)\) all terms in this sum are exponentially small as compared with the first one. Calculating this first term for large \(|x|/(ht^2)\) by the Laplace method yields (6.2).

Consider now the main case \(x < 0, y < 0\). To calculate this integral asymptotically for small \(h\) one can use the saddle-point
method. The equation $S'(\lambda) = 0$ for saddle points is just equation (6.3), and simple manipulations show the properties of the solution $\lambda(t, x, y)$ given in the formulation of the Proposition. Now the application of the saddle-point method to the integral in (6.7) amounts to the shift of the contour of integration on $\lambda(t, x, y)$ and the following calculation of thus obtained integral by means of the Laplace method, which yields (6.4), (6.6) and thus completes the proof.

Notice now that as we have mentioned above, the formal application of semi-classical formulas of Sections 1 or 5, i.e. of representation (1.19) with $S$ being the two point function corresponding to Hamiltonian $H = (q^2 - y^2)p/2$ and $\phi$ being given by (1.18), would give the same result as we have obtained above using the explicit expression for the $h$-Fourier transform of $u_G$. In fact, the Cauchy problem for the Hamiltonian system with the Hamiltonian $H$ and initial conditions $(0, 0, p_0, q_0)$ has the explicit solution

$$y = \frac{q_0}{\sqrt{p_0}} \sinh(\sqrt{p_0}t), \quad x = \frac{q_0^2}{4p_0}(t - \frac{\sinh(2\sqrt{p_0}t)}{2\sqrt{p_0}}),$$

and the problem of finding the solution to the boundary value problem with $x(t) = x, y(t) = y$ reduces to the solution of equation (6.3) for $\lambda = pt^2$. For $x > 0$ there is no solution to this boundary value problem, i.e. $S$ is infinity and the $u_G$ should vanish. Similarly for $x < 0$ one finds that semi-classical formulas (5.2), (5.1) yield (6.2) and (6.4). That is where the natural question arises, which we pose for the conclusion. For what class of non-regular Hamiltonians, to begin with those given by (2.4.7), one can justify asymptotic representations of type (1.19) or (5.2) for the Green function with the two-point function as the phase? Notice that unless $f = y^2$ as in the example before, exact representation of type (6.7) does not exist, and since these Hamiltonians are not regular (unless $f = y$) the machinery presented above in Sections 3-5 also does not work.
7. Analytic solutions to some linear PDE

In this short section we collect some general facts on analytic (or even formal power series) solutions to linear first order partial differential equations of the form

$$\lambda S + \left( Ax, \frac{\partial S}{\partial x} \right) = F(x),$$  \hspace{1cm} (7.1)

where $x \in \mathbb{R}^d$, $F(x)$ is a polynomial, $\lambda$ is a constant and $A$ is a matrix with strictly positive eigenvalues $a_1 \leq \ldots \leq a_d$ which are simple, i.e. there exists an invertible matrix $C$ such that $C^{-1} AC = D$ is the diagonal matrix $\text{diag}(a_1, \ldots, a_d)$. These facts are used in the asymptotic calculations of the two point function and of the solutions to the transport equation, which are carried out in Sections 3.2, 3.3 and Chapter 4.

Let $p$ be the smallest non-negative integer such that $\lambda + pa_1 > 0$. In the most of examples $\lambda > 0$, and therefore $p = 0$.

**Proposition 7.1.** (i) Let $F(x)$ be a homogeneous polynomial of degree $q \geq p$. Then there exists a solution $S$ of (7.1) which is a polynomial of degree $q$ with coefficients defined by:

$$\frac{\partial^q S}{\partial x_{i_1} \ldots \partial x_{i_q}} = \frac{1}{\lambda + a_{j_1} + \ldots + a_{j_q}} (C^{-1})_{j_1 i_1} \ldots (C^{-1})_{j_q i_q} \frac{\partial^q F}{\partial x_{l_1} \ldots \partial x_{l_q}} C_{l_1 j_1} \ldots C_{l_q j_q}. \hspace{1cm} (7.2)$$

This solution is unique in the class of real analytic functions (in fact, even in the class of formal power series) under the additional assumption that all its derivatives at the origin up to order $p - 1$ vanish (this additional assumption is void in the main case $p = 0$).

(ii) Let $F$ be a sum $F = \sum_{q=p}^{m} F_q$ of homogeneous polynomials $F_q$ of degree $q$. If $m = \infty$, let us suppose that this sum is absolutely convergent in a ball $B_R$ ($R$ may be finite or not). Then the analytic solution of (7.2) exists and is again unique under the condition above, and is given by the sum $\sum_{q=p}^{m} S_q$ of the solutions corresponding to each $F_q$. If $m = \infty$, this sum is convergent in the same ball $B_R$, as the sum presenting the function $F$.

**Proof.** The change of variables $x = Cy$ transforms (7.1) to

$$\lambda \tilde{S} + \sum_{m=1}^{d} a_m y_m \frac{\partial \tilde{S}}{\partial y_m} = \tilde{F}(y), \hspace{1cm} (7.3)$$
where $\tilde{S}(y) = S(Cy)$ and $\tilde{F}(y) = F(Cy)$. Differentiating this equation $k \geq p$ times yields

$$(\lambda + a_{i_1} + \ldots + a_{i_k}) \frac{\partial^k \tilde{S}}{\partial y_{i_1} \ldots \partial y_{i_k}} + \sum a_m y_m \frac{\partial^{k+1} \tilde{S}}{\partial y_m \partial y_{i_1} \ldots \partial y_{i_k}} = \frac{\partial^k \tilde{F}}{\partial y_{i_1} \ldots \partial y_{i_k}}.$$ 

It follows that under the conditions of (i) only the derivatives of order $q$ at the origin do not vanish, and for the derivatives of order $q$ one gets

$$\frac{\partial^q \tilde{S}}{\partial y_{i_1} \ldots \partial y_{i_q}}(0) = \frac{1}{\lambda + a_{i_1} + \ldots + a_{i_q}} \frac{\partial^q \tilde{F}}{\partial y_{i_1} \ldots \partial y_{i_q}}(0). \quad (7.4)$$

Returning to the original variables $x$ yields (7.2), because

$$\frac{\partial^q S}{\partial x_{l_1} \ldots \partial x_{l_q}}(0) = \frac{\partial^q \tilde{S}}{\partial y_{j_1} \ldots \partial y_{j_q}}(0)(C^{-1})_{j_1,i_1} \ldots (C^{-1})_{j_q,i_q},$$

$$\frac{\partial^q \tilde{F}}{\partial y_{j_1} \ldots \partial y_{j_q}}(0) = \frac{\partial^q F}{\partial x_{l_1} \ldots \partial x_{l_q}}(0)C_{l_1,j_1} \ldots C_{l_q,j_q}.$$ 

Similar arguments prove (ii) for finite $m$. If $m = \infty$, the convergence of the series representing the solution $S$ (and thus the analyticity of $S$ in the ball $B_R$) follows from (7.4), because this equations imply that

$$\left| \frac{\partial^q \tilde{S}}{\partial y_{i_1} \ldots \partial y_{i_q}}(0) \right| = O(1) \frac{q}{\lambda} \left| \frac{\partial^k \tilde{F}}{\partial y_{i_1} \ldots \partial y_{i_k}}(0) \right|.$$ 

We are going now to present an equivalent form of formula (7.2), which is more convenient for calculations. This formula will be used only in Section 4.3.

Consider the graph $\Gamma_q$ with vertices of two kinds such that there are exactly $d^q$ vertices of each kind, and the vertices of the first kind (resp. second kind) are labeled by the sequences $(l_1, \ldots, l_q)_x$ (resp. $(l_1, \ldots, l_q)_y)$ with each $l_j \in \{1, \ldots, d\}$. The graph $\Gamma_q$ is considered to be a complete oriented bipartite graph, which means that any pair of the vertices of different kind are connected by a (unique) arc,
and the vertices of the same kind are not connected. Let us define the weights of the arcs by the formulas
\[
W[(l_1, ..., l_q)_x \rightarrow (j_1, ..., j_q)_y] = C_{l_1j_1}...C_{l_qj_q},
\]
\[
W[(j_1, ..., j_q)_y \rightarrow (l_1, ..., l_q)_x] = (C^{-1})_{j_1l_1}...(C^{-1})_{j_ql_q}.
\]
Furthermore, let us consider the weight of any vertex of the first kind to be one, and the weights of the vertices \((j_1, ..., j_q)_y\) of the second kind being equal to \((\lambda + a_{j_1} + ... + a_{j_q})^{-1}\). The weight of any path in the graph \(\Gamma_q\) will be equal (by definition) to the product of the weights of its arcs and vertices. In particular, the weight of a two-step path is given by the formula
\[
W[(l_1, ..., l_q)_x \rightarrow (j_1, ..., j_q)_y \rightarrow (i_1...i_q)_x] = W[(l_1, ..., l_q)_x \rightarrow (j_1, ..., j_q)_y] \frac{1}{\lambda + a_{j_1} + ... + a_{j_q}} W[(j_1, ..., j_q)_y \rightarrow (i_1, ..., i_q)_x].
\]
(7.5)

The following statement is a direct consequence of Proposition 7.1 and the definition of the bipartite weighted graph \(\Gamma_q\).

**Corollary.** Formula (7.2) can be written in the following geometric form
\[
\frac{\partial^q S}{\partial x_{i_1}...\partial x_{i_q}} = \sum_{(l_1,...,l_q)_x} \sum_{(j_1,...,j_q)_y} \frac{\partial^q F}{\partial x_{i_1}...\partial x_{i_q}} W[(l_1, ..., l_q)_x \rightarrow (j_1, ..., j_q)_y \rightarrow (i_1...i_q)_x].
\]
(7.6)

Let us discuss now the computational aspects of this formula for a special type of equation (7.1), which appears in the calculation (in Chapter 4) of the trace of the Green function of regular invariant diffusions corresponding to the stochastic geodesic flows. This equation has additional symmetries, which allow to reduce a large number of calculations encoded in formulas (7.2) or (7.6). The equation we are going to discuss, has the form
\[
\lambda f - \left(\xi + y, \frac{\partial f}{\partial \xi}\right) + \left(6\xi + 4y, \frac{\partial f}{\partial y}\right) = F,
\]
(7.7)
where $\xi$ and $y$ belong to $\mathcal{R}^k$, $\lambda$ is a positive integer, and $F$ is a polynomial in $\xi, y$. By Proposition 2.1 it is enough to be able to calculate the solutions corresponding to homogeneous polynomials $F$ of each degree $q$. The solution is then given by the polynomial of degree $q$ whose coefficients are calculated from (7.6). In the case of equation (7.7), $A$ is the block-diagonal $2k \times 2k$-matrix with $2 \times 2$-blocks $\begin{pmatrix} -1 & -1 \\ 6 & 4 \end{pmatrix}$ on its diagonal. The corresponding matrix $C$ is then also block-diagonal with $2 \times 2$-blocks $\begin{pmatrix} 1 & -1 \\ -2 & 3 \end{pmatrix}$ on its diagonal. It means that the change of the variables, which was used in the proof of Proposition 7.1 is now $(\xi, y)^i \mapsto (\eta, z)^i$, $i = 1, \ldots, k$, with

$$
\begin{pmatrix} \xi^i \\ y^i \end{pmatrix} = \begin{pmatrix} 1 & -1 \\ -2 & 3 \end{pmatrix} \begin{pmatrix} \eta^i \\ z^i \end{pmatrix} = C \begin{pmatrix} \eta^i \\ z^i \end{pmatrix},
$$

and thus equation (7.3) is

$$
\tilde{f} + \eta^i \frac{\partial \tilde{f}}{\partial \eta^i} + 2z^i \frac{\partial \tilde{f}}{\partial z^i} = \tilde{F}(\eta, z),
$$

which implies

$$
\frac{\partial^{q+p} \tilde{f}}{\partial \eta^1 \ldots \partial \eta^q \partial z^1 \ldots \partial z^p} = \frac{1}{\lambda + q + 2p} \frac{\partial^{q+p} \tilde{F}}{\partial \eta^1 \ldots \partial \eta^q \partial z^1 \ldots \partial z^p}. \tag{7.9}
$$

Due to the special block-diagonal form of $C$ one sees that in the sum (7.2) consisting of $(2k)^{2q}$ terms only $2^{2q}$ terms do not necessarily vanish. Moreover, there is a large amount of symmetry, since $A$ has only two different eigenvalues. Using simple combinatorial considerations we shall obtain now the following result.

**Proposition 7.2.** If $F$ is a polynomial of degree $q$ and $\lambda$ is positive number, then the unique analytic solution of (7.5) is the homogeneous polynomial of degree $q$ in $\xi, y$ with derivatives of the order $q$ at the origin given by the formula

$$
\frac{\partial^q f}{\partial \xi^I \partial y^J} = \sum_{I \subset I} \sum_{J \subset J} A_{I||J|}^{I||J|} \frac{\partial^q F}{\partial \xi^I \partial y^I \partial \xi^J \partial y^J}, \tag{7.10}
$$
where $I$ and $J$ are arbitrary sequences of indices from $\{1, \ldots, k\}$ such that $|I| + |J| = q$, and the coefficients $A$ are given by the formula

$$A_{\mu \nu}^{\sigma \kappa} = \sum_{l=0}^{\mu} \sum_{m=0}^{\sigma - \mu} \sum_{n=0}^{\kappa - \nu} \sum_{p=0}^{\nu} C_{\mu}^{l} C_{\sigma - \mu}^{m} C_{\kappa - \nu}^{n} C_{\nu}^{p} \times \frac{1}{\lambda + 2q - l - m - n - p} (-1)^{m-n+k-\nu} 2^{p-l} (-3)^{l-p+\nu-\mu} 6^{\sigma}, \quad (7.11)$$

where $C_{i}^{j}$ are the binomial coefficients.

**Proof.** In the case under consideration the vertices of the first kind (resp. of the second) of the graph $q$ can be labeled by sequences $I; y, J$ (resp. $I; z, J$), where both $I$ and $J$ are sequences of numbers from the set $1, \ldots, k$ of the lengths $|I|$ and $|J|$ respectively with $|I| + |J| = q$. Consequently, formula (7.6) takes the form

$$\frac{\partial q f}{\partial \xi^I \partial y^I} = \sum_{i \subseteq I} \sum_{j \subseteq J} \frac{\partial q F}{\partial \xi^I \partial y^I \partial \xi^J \partial y^J} \times \sum_{\omega} W[(\xi^I, y^I \setminus i, \xi^J \setminus j, y^J) \rightarrow (\omega^I, \omega^I \setminus i, \omega^J \setminus j, \omega^J) \rightarrow (\xi^I, \xi^I \setminus i, y^I \setminus j, y^J)], \quad (7.12)$$

where each $\omega$ can be either $\eta$ or $z$ with the corresponding index. Therefore we obtained (7.10), and it remains only to obtain formula for the weights in (7.12). To this end, we denote by $l, m, n$ and $p$ the number of variables $\eta$ in $\omega^I$, $\omega^I \setminus i$, $\omega^J \setminus j$ and $\omega^J$ respectively, and we have

$$A_{\mu \nu}^{\sigma \kappa} = \sum_{l=0}^{\mu} \sum_{m=0}^{\sigma - \mu} \sum_{n=0}^{\kappa - \nu} \sum_{p=0}^{\nu} C_{\mu}^{l} C_{\sigma - \mu}^{m} C_{\kappa - \nu}^{n} C_{\nu}^{p} W_{l,m,n,p}^{\mu,\sigma-\mu,k-\nu,\nu},$$

where $W_{l,m,n,p}^{\mu,\sigma-\mu,k-\nu,\nu}$ is the weight of an arc having $l$ transactions of the type $\xi \rightarrow \eta \rightarrow \xi$, $\mu - l$ transactions of the type $\xi \rightarrow z \rightarrow \xi$, $m$ transactions of the type $y \rightarrow \eta \rightarrow \xi$, $\sigma - \mu - m$ transactions of the type $y \rightarrow z \rightarrow \xi$, $n$ transactions of the type $\xi \rightarrow \eta \rightarrow y$, $k - \nu - n$ transactions of the type $\xi \rightarrow z \rightarrow y$, $p$ transactions of the type $y \rightarrow \eta \rightarrow y$, and $\nu - p$ transactions of the type $y \rightarrow z \rightarrow y$. 
Due to (7.8), the weights of the transactions $\eta \to \xi$, $\eta \to y$, $z \to \xi$, $z \to y$ equal to $1, -2, -1, 3$ respectively, and the weights of the transactions $\xi \to \eta$, $\xi \to z$, $y \to \eta$, $y \to z$ equal to $3, 2, 1, 1$ respectively. Multiplying the corresponding weights yields

$$W_{t, m, n, p}^{\mu, \sigma, -\mu, k-\nu, \nu} = \frac{1}{\lambda + 2q - l - m - n - p} \times 3^l 2^{m} (-1)^{\mu - l} 3^{n - (2^k - n) 3^{k-\nu-n}} (-2)^{p 3^{-\nu-p}}$$

which implies (7.11), and the Proposition is proved.

Notice that it follows from (7.9) that

$$A_{00}^{\sigma, \nu} = (-6)^{\sigma - \nu} A_{00}^{\nu, \sigma}.$$ (7.13)

In the next chapter, we shall need to solve equation (7.7) for the polynomials $F$ of the fourth order. Actually, we shall need the full solution for the case of polynomials of order 2, and only a part of it for orders 3 and 4. We obtain now the necessary formulas as an example of the application of Proposition 7.2.

**Proposition 7.3.** Let $f_j$ be the solution of equation (7.7) with $\lambda = 1$ and the r.h.s. $F_j$ being a homogeneous polynomials in $\xi, y$ of degree $j$. Then $f_0 = F_0$ and

$$f_1 = \left( \frac{5}{6} \frac{\partial F_1}{\partial y_i} - \frac{\partial F_1}{\partial y_j} \right) \xi^i + \frac{1}{6} \frac{\partial F_1}{\partial y_j} y^j,$$ (7.14)

$$f_2 = \frac{1}{2} \left[ \frac{6}{5} \frac{\partial^2 F_2}{\partial y^i \partial y^j} - \frac{9}{10} \left( \frac{\partial^2 F_2}{\partial y^i \partial \xi^j} \frac{\partial^2 F_2}{\partial y^j \partial \xi^i} \right) + \frac{1}{6} \frac{\partial^2 F_2}{\partial \xi^i \partial y^j} \right] \xi^i \xi^j + \frac{1}{20} \frac{\partial^2 F_2}{\partial \xi^i \partial y^j} \xi^i y^j$$

$$+ \frac{1}{2} \left[ \frac{1}{30} \frac{\partial^2 F_2}{\partial \xi^i \partial \xi^j} - \frac{1}{15} \left( \frac{\partial^2 F_2}{\partial \xi^i \partial y^j} \frac{\partial^2 F_2}{\partial \xi^j \partial y^i} \right) \right] y^i y^j.$$ (7.15)

Moreover,

$$\frac{\partial^3 f_3}{\partial \xi_i \partial \xi_j \partial \xi_k} = -\frac{54}{35} \frac{\partial^3 F_3}{\partial y_i \partial y_j \partial y_k} + \frac{39}{35} \left( \frac{\partial^3 F_3}{\partial \xi_i \partial y_j \partial y_k} + \frac{\partial^3 F_3}{\partial y_i \partial \xi_j \partial y_k} + \frac{\partial^3 F_3}{\partial y_i \partial y_j \partial \xi_k} \right).$$
\[
-\frac{61}{70} \left( \frac{\partial^3 F_3}{\partial \xi_i \partial \xi_j \partial y_k} + \frac{\partial^3 F_3}{\partial \xi_i \partial y_j \partial \xi_k} + \frac{\partial^3 F_3}{\partial y_i \partial \xi_j \partial \xi_k} \right) + \frac{113}{140} \frac{\partial^3 F_3}{\partial \xi_i \partial \xi_j \partial \xi_k},
\]

and
\[
\frac{\partial^4 f_4}{\partial \xi_i \partial \xi_j \partial \xi_k \partial \xi_l} = \frac{72}{35} \frac{\partial^4 F_4}{\partial y_i \partial y_j \partial y_k \partial y_l} + \frac{263}{315} \frac{\partial^4 F_4}{\partial \xi_i \partial \xi_j \partial \xi_k \partial y_l} + \frac{51}{35} \left( \frac{\partial^4 F_4}{\partial \xi_i \partial \xi_j \partial y_k \partial y_l} + \frac{\partial^4 F_4}{\partial \xi_i \partial y_j \partial \xi_k \partial y_l} + \frac{\partial^4 F_4}{\partial \xi_i \partial y_j \partial y_k \partial \xi_l} + \frac{\partial^4 F_4}{\partial y_i \partial \xi_j \partial \xi_k \partial \xi_l} \right)
\]
\[
-\frac{92}{105} \left( \frac{\partial^4 F_4}{\partial \xi_i \partial \xi_j \partial \xi_k \partial \xi_l} + \frac{\partial^4 F_4}{\partial \xi_i \partial y_j \partial \xi_k \partial y_l} + \frac{\partial^4 F_4}{\partial \xi_i \partial y_j \partial y_k \partial \xi_l} + \frac{\partial^4 F_4}{\partial y_i \partial \xi_j \partial \xi_k \partial y_l} + \frac{\partial^4 F_4}{\partial y_i \partial y_j \partial \xi_k \partial \xi_l} + \frac{\partial^4 F_4}{\partial y_i \partial y_j \partial y_k \partial \xi_l} \right)
\]
\[+ \frac{38}{35} \sum_{I \subset \{i,j,k,l\} : |I| = 2} \frac{\partial^4 F_4}{\xi^I \partial y_{(i,j,k,l)} \partial I}.\]

**Proof.** Using (7.10) yields
\[
\frac{\partial f}{\partial \xi_i} = A_{10}^{10} \frac{\partial F}{\partial y_i} + A_{10}^{10} \frac{\partial F}{\partial \xi_i},
\]
\[
\frac{\partial f}{\partial y_i} = A_{01}^{01} \frac{\partial F}{\partial \xi_i} + A_{01}^{01} \frac{\partial F}{\partial y_i},
\]
and from (7.11) one obtains
\[
A_{10}^{10} = \sum_{m=0}^{1} \frac{6}{3-m} (-1)^m = 6 \left( \frac{1}{3} - \frac{1}{2} \right) = -1,
\]
\[
A_{10}^{10} = \sum_{l=0}^{1} \frac{6}{3-l} 2^{-l} (-3)^{l-1} = 6 \left( -\frac{1}{9} + \frac{1}{4} \right) = \frac{5}{6},
\]
\[
A_{01}^{01} = \sum_{n=0}^{1} \frac{1}{3-n} (-1)^{1-n} = -\frac{1}{3} + \frac{1}{2} = \frac{1}{6},
\]
\[
A_{01}^{01} = \sum_{p=0}^{1} \frac{1}{3-p} (-1)2^p (-3)^{1-p} = 1 - 1 = 0,
\]
which implies (7.14).

To get (7.15) one first uses (7.10) to obtain the formulas

\[
\frac{\partial^2 f}{\partial \xi_i \partial \xi_j} = A^{20}_{00} \frac{\partial^2 F}{\partial y_i \partial y_j} + A^{20}_{10} \left( \frac{\partial^2 F}{\partial \xi_i \partial \xi_j} + \frac{\partial^2 f}{\partial y_i \partial \xi_j} \right) + A^{20}_{20} \frac{\partial^2 F}{\partial \xi_i \partial \xi_j},
\]

\[
\frac{\partial^2 f}{\partial \xi_i \partial y_j} = A^{11}_{00} \frac{\partial^2 F}{\partial y_i \partial \xi_j} + A^{11}_{01} \frac{\partial^2 F}{\partial \xi_i \partial \xi_j} + A^{11}_{11} \frac{\partial^2 F}{\partial \xi_i \partial \xi_j},
\]

\[
\frac{\partial^2 f}{\partial y_i \partial y_j} = A^{02}_{00} \frac{\partial^2 F}{\partial \xi_i \partial \xi_j} + A^{02}_{01} \left( \frac{\partial^2 F}{\partial \xi_i \partial \xi_j} + \frac{\partial^2 f}{\partial \xi_i \partial \xi_j} \right) + A^{02}_{02} \frac{\partial^2 F}{\partial \xi_i \partial \xi_j}.
\]

Using (7.11) one calculates

\[
A^{20}_{00} = \sum_{m=0}^{2} C^m_2 6^2 \frac{1}{5 - m} (-1)^m = 36 \left( \frac{1}{5} \cdot \frac{1}{2} + \frac{1}{3} \right) = \frac{6}{5},
\]

\[
A^{20}_{10} = \sum_{l=0}^{1} \sum_{m=0}^{1} 6^2 \frac{1}{5 - l - m} (-1)^{m+l-1} 2^{-l} 3^{l-1} = 36 \left( \frac{1}{15} \cdot \frac{1}{12} + \frac{1}{8} \cdot \frac{1}{6} \right) = -\frac{9}{10},
\]

\[
A^{20}_{20} = \sum_{l=0}^{2} C^l_2 6^2 \frac{1}{5 - l} (-3)^{l-2} = 36 \left( \frac{1}{45} \cdot \frac{1}{12} + \frac{1}{12} \right) = \frac{4}{5},
\]

\[
A^{02}_{01} = \sum_{n=0}^{1} \sum_{p=0}^{1} \frac{1}{5 - n - p} (-1)^{n-p} 2^{p} 3^{-p+1} = -\frac{3}{5} + \frac{3}{4} + \frac{2}{4} = -\frac{1}{60},
\]

\[
A^{02}_{02} = \sum_{p=0}^{2} C^p_2 \frac{1}{5 - p} (-1)^{p} 2^{p} 3^{-p} = \frac{9}{5} - 3 + \frac{4}{3} = \frac{2}{15},
\]

\[
A^{02}_{00} = \sum_{n=0}^{2} C^n_2 \frac{1}{5 - n} (-1)^{n+2} = \frac{1}{5} \cdot \frac{1}{2} + \frac{1}{3} = \frac{1}{30},
\]

the last coefficient could be also obtain using the previous calculations and formula (7.13). Furthermore,

\[
A^{11}_{00} = 6 \sum_{m=0}^{1} \sum_{n=0}^{1} \frac{1}{5 - m - n} (-1)^{m-n+1} = 6 \left( \frac{1}{5} \cdot \frac{1}{2} - \frac{1}{3} \right) = -\frac{1}{5},
\]
\[ A_{01}^{11} = 6 \sum_{m=0}^{1} \sum_{p=0}^{1} \frac{1}{5-m-p} (-1)^{m-p} 2^p 3^{p+1} = 6 \left( \frac{3}{5} - \frac{3}{4} - \frac{2}{4} + \frac{2}{3} \right) = \frac{1}{10} \]

\[ A_{10}^{11} = 6 \sum_{l=0}^{1} \sum_{n=0}^{1} \frac{1}{5-l-n} (-1)^{l-n} 2^{-l} 3^{l-1} = 6 \left( \frac{1}{15} - \frac{1}{12} - \frac{1}{8} + \frac{1}{6} \right) = \frac{3}{20} \]

\[ A_{11}^{11} = 6 \sum_{l=0}^{1} \sum_{p=0}^{1} \frac{1}{5-l-p} (-1)^{l-p+1} 2^p 3^{l-p} = 6 \left( -\frac{1}{5} + \frac{1}{6} + \frac{3}{8} - \frac{1}{3} \right) = \frac{1}{20} \]

Substituting these formulas in (7.18) yields (7.15).

To obtain (7.16) one uses (7.10) to write

\[ \frac{\partial^3 f_3}{\partial i \partial j \partial k} = A_{00}^{30} \frac{\partial^3 F_3}{\partial y_i \partial y_j \partial y_k} + A_{10}^{30} \left( \frac{\partial^3 F_3}{\partial y_i \partial y_j \partial y_k} + \frac{\partial^3 F_3}{\partial y_i \partial \xi_j \partial \xi_k} + \frac{\partial^3 F_3}{\partial \xi_i \partial y_j \partial \xi_k} \right) + A_{20}^{30} \left( \frac{\partial^3 F_3}{\partial \xi_i \partial \xi_j \partial y_k} + \frac{\partial^3 F_3}{\partial \xi_i \partial y_j \partial \xi_k} + \frac{\partial^3 F_3}{\partial y_i \partial \xi_j \partial \xi_k} \right) \]

Then one uses formula (7.11) to calculate

\[ A_{00}^{30} = 6^3 \sum_{m=0}^{3} C_m^3 \frac{1}{7-m} (-1)^m = 6^3 \left( \frac{1}{7} - \frac{1}{2} + \frac{3}{5} - \frac{1}{4} \right) = -\frac{54}{35}, \]

\[ A_{10}^{30} = 6^3 \sum_{l=0}^{1} \sum_{m=0}^{2} C_l^m \frac{1}{7-l-m} (-1)^{m+l-1} 2^{-l} 3^{l-1} \]

\[ = 6^3 \left( -\frac{1}{21} + \frac{1}{9} - \frac{1}{15} + \frac{1}{12} - \frac{1}{5} + \frac{1}{8} \right) = \frac{39}{35}, \]

\[ A_{20}^{30} = 6^3 \sum_{l=0}^{2} \sum_{m=0}^{1} C_l^m \frac{1}{7-l-m} (-1)^{m+l-2} 2^{-l} 3^{l-2} \]

\[ = 6^3 \left( \frac{1}{9} \left( \frac{1}{7} - \frac{1}{6} \right) + \frac{1}{3} \left( \frac{1}{5} - \frac{1}{6} \right) + \frac{1}{4} \left( \frac{1}{5} - \frac{1}{4} \right) \right) = -\frac{61}{70}, \]

\[ A_{30}^{30} = 6^3 \sum_{l=0}^{3} C_l^3 \frac{1}{7-l} (-3)^{l-3} = 6^3 \left( -\frac{1}{189} + \frac{1}{36} - \frac{1}{20} + \frac{1}{32} \right) = \frac{113}{140}. \]
Substituting these coefficients in (7.19) yields (7.16). Similarly, to get (7.17) one needs the following coefficients (which are again obtained from the general formula (7.11):

\[
A_{40}^{40} = 6^4 \sum_{l=0}^{4} C_4^l \frac{1}{9-l} 2^{-l} (-3)^{l-4} = 6^4 \left( \frac{1}{9} 3^4 - \frac{1}{4} 1 \frac{1}{27} + \frac{1}{42} - \frac{1}{36} + \frac{1}{80} \right) = \frac{263}{315},
\]

\[
A_{30}^{40} = 6^4 \sum_{l=0}^{3} \sum_{m=0}^{1} C_3^l \frac{1}{9-l-m} (-1)^{m+l-3} 2^{-l} 3^{l-3} = \frac{92}{105},
\]

\[
A_{20}^{40} = 6^4 \sum_{l=0}^{2} \sum_{m=0}^{2} C_2^l C_2^m \frac{1}{9-l-m} (-1)^{m+l-2} 2^{-l} 3^{l-2} = \frac{38}{35},
\]

\[
A_{10}^{40} = 6^4 \sum_{l=0}^{1} \sum_{m=0}^{3} C_3^l \frac{1}{9-l-m} (-1)^{m+l-1} 2^{-l} 3^{l-1} = \frac{51}{35},
\]

\[
A_{00}^{40} = 6^4 \sum_{m=0}^{4} C_4^m \frac{1}{9-m} (-1)^m = 6^4 \left( \frac{1}{9} \frac{1}{2} + \frac{6}{7} \frac{2}{3} + \frac{1}{5} \right) = \frac{72}{35}.
\]

Proposition is proved.
Chapter 4. INVARIANT DEGENERATE DIFFUSION ON COTANGENT BUNDLES

1. Curvilinear Ornstein-Uhlenbeck process and stochastic geodesic flow

In this chapter we apply the theory developed in the previous chapter to the investigation of invariant degenerate diffusions on manifolds. We confine ourselves to the case of a regular degenerate diffusion of rank one. Since in the conditions of the regularity of a Hamiltonian the linearity of some coefficient in the second variable $y$ is included, one has to suppose when constructing an invariant object that this second variable lives in a linear space. Therefore, an invariant operator ought to be defined on a vector bundle over some manifold: coordinates $y$ in fibres and coordinate $x$ on a base. We reduce ourselves to the most commonly used vector bundle, namely to the cotangent bundle $T^*M$ of a compact $n$-dimensional manifold $M$. In local coordinates, a regular Hamiltonian $H$ of a degenerate diffusion of rank one has form (2.3.4), where the matrix $g$ is positive definite and $\alpha$ is non-degenerate. The corresponding diffusion equation (3.1.2) has the form

$$h \frac{\partial u}{\partial t} = Lu = H \left( x, y, -h \frac{\partial}{\partial x}, -h \frac{\partial}{\partial y} \right) = \frac{h^2}{2} g_{ij} \frac{\partial^2 u}{\partial y_i \partial y_j}$$

$$+ h (a^i(x) + \alpha^{ij}(x)y_j) \frac{\partial u}{\partial x^i} + h (b_i(x) + \beta^i_j(x)y_j + \frac{1}{2} \gamma^{ij}_k(x)y_jy_l) \frac{\partial u}{\partial y_i} - V(x, y) u.$$  \hspace{1cm} (1.1)

In this section, we give the complete description of the invariant operators of that kind on $T^*M$. Let us recall that a tensor $\gamma$ of type $(q, p)$ on a manifold $M$ is by definition a set of $n^{p+q}$ smooth functions $\gamma^{i_1 \ldots i_p}_{j_1 \ldots j_q}(x)$ on $x$ that under the change of coordinates $x \mapsto \tilde{x}$ changes by the law

$$\tilde{\gamma}^{i_1 \ldots i_p}_{j_1 \ldots j_q}(\tilde{x}) = \gamma^{k_1 \ldots k_p}_{l_1 \ldots l_q}(x) \frac{\partial \tilde{x}^{k_1}}{\partial x^{i_1}} \ldots \frac{\partial \tilde{x}^{k_p}}{\partial x^{i_p}} \frac{\partial x^{l_1}}{\partial \tilde{x}^{j_1}} \ldots \frac{\partial x^{l_q}}{\partial \tilde{x}^{j_q}}.$$  

To each tensor of the type $(0, p)$ corresponds the polylinear function on the cotangent bundle $T^* M$ defined by the formula $\gamma(x, y) = \gamma^{i_1 \ldots i_p}(x)y_{i_1} \ldots y_{i_p}$. 
Theorem 1.1 Suppose the following objects are given on $M$:

(i) Riemannian metric, which in local coordinates $x$ on $M$ is given by a positive definite matrix $g(x)$, $x \in M$;

(ii) non-degenerate tensor $\alpha = \{\alpha^{ij}(x)\}$ of the type $(0, 2)$ (non-degeneracy means that the matrix $\alpha$ is non-degenerate everywhere) and a tensor $a = \{a^i(x)\}$ of the type $(0, 1)$ (i.e. a vector field); these tensors obviously define a quadratic function $f(x, y) = \alpha^{ij}(x)y_iy_j + a^i(x)y_i$ on $T^*M$;

(iii) tensors $b$, $\beta$, $\gamma$ of the types $(1, 0), (1, 1), (1, 2)$ respectively;

(iv) the sum $V$ of tensors of the types $(0, 0), (0, 1), (0, 2), (0, 3), (0, 4)$, which defines a bounded from below function $V(x, y)$ on $T^*M$.

Then the second order differential operator

$$L = \frac{1}{2}g_{ij}(x)\frac{\partial^2}{\partial y_i \partial y_j} + \frac{\partial f}{\partial y_i}(x, y)\frac{\partial}{\partial x_i} - \frac{\partial f}{\partial x_i}(x, y)\frac{\partial}{\partial y_i} + \left(b_i(x) + \beta_i^j(x)y_j + \frac{1}{2}\gamma_{ij}^k(x)y_ky_i\right)\frac{\partial}{\partial y_i} - V(x, y) \quad (1.2)$$

is an invariant operator on $T^*M$, which is a regular diffusion of the rank one.

Conversely, each such operator has this form.

Proof. Under the change of the variables $x \mapsto \tilde{x}(x)$ the moments change by the rule $\tilde{y} = y\frac{\partial \tilde{x}}{\partial x}$. Therefore,

$$\frac{\partial u}{\partial y_i} = \frac{\partial u}{\partial \tilde{y}_j} \frac{\partial \tilde{y}_j}{\partial y_i}, \quad \frac{\partial^2 u}{\partial y_i \partial y_j} = \frac{\partial^2 u}{\partial \tilde{y}_k \partial \tilde{y}_m} \frac{\partial \tilde{y}_m}{\partial y_j} \frac{\partial \tilde{y}_k}{\partial y_i}. \quad (1.3)$$

$$\frac{\partial u}{\partial x^i} = \frac{\partial u}{\partial \tilde{x}^j} \frac{\partial \tilde{x}^j}{\partial x^i} + \frac{\partial u}{\partial \tilde{y}_j} \frac{\partial \tilde{y}_j}{\partial x^i} + \frac{\partial u}{\partial y_j} \frac{\partial y_j}{\partial x^i} = \frac{\partial x^j}{\partial \tilde{x}^k}. \quad (1.4)$$

It follows, in particular, that under the change $(x, y) \mapsto (\tilde{x}, \tilde{y})$, the second order part of (1.1), the first order part of (1.1), and the zero order part of (1.1) transforms to second order, first order, and zero order operators respectively, and consequently, if the operator (1.1) is invariant, then its second order part, its first order part, and its zero order part must be invariant. In order that the zero order term $V(x, y)u$ was invariant it is necessary and sufficient that
\(V(x,y)\) is invariant and therefore \(V(x,y)\) is a function. From the invariance of the second order part one has
\[
g_{ij}(x) \frac{\partial^2 u}{\partial y_i \partial y_j} = g_{ij}(x) \frac{\partial^2 u}{\partial y_k \partial y_m} \frac{\partial y_m}{\partial y_j} \frac{\partial y_k}{\partial y_i}
\]
\[
= g_{ij}(x) \frac{\partial^2 u}{\partial y_k \partial y_m} \frac{\partial x^j}{\partial \tilde{x}^m} \frac{\partial x^i}{\partial \tilde{x}^k} = \tilde{g}_{km}(\tilde{x}) \frac{\partial^2 u}{\partial y_k \partial y_m},
\]
and consequently, the invariance of the second order part is equivalent to the requirement that \(g\) is a tensor, and therefore defines a riemannian metric. Let us write now the condition of the invariance of the first order part of operator (1.1). Changing the variable \((x,y) \mapsto (\tilde{x}, \tilde{y})\) in the first order part of (1.1) one has
\[
\left( a^i(x) + \alpha^{ij}(x) y_j \right) \frac{\partial u}{\partial x^i} + \left( b_i(x) + \beta^i_j(x) y_j + \frac{1}{2} \gamma^i_{jl}(x) y_j y_l \right) \frac{\partial u}{\partial y_i}
\]
\[
= \left( a^i(x) + \alpha^{ij}(x) \tilde{y}_m \frac{\partial \tilde{x}^m}{\partial x^j} \right) \left( \frac{\partial u}{\partial \tilde{x}^l} \frac{\partial \tilde{x}^l}{\partial x^i} + \frac{\partial u}{\partial \tilde{y}_i} \frac{\partial y_i}{\partial x^i} \right)
\]
\[
+ \left( b_i(x) + \beta^i_j(x) \tilde{y}_m \frac{\partial \tilde{x}^m}{\partial x^j} + \frac{1}{2} \gamma^i_{jl}(x) \tilde{y}_m \tilde{y}_p \frac{\partial \tilde{x}^m}{\partial \tilde{x}^j} \frac{\partial \tilde{x}^p}{\partial \tilde{x}^l} \right) \frac{\partial u}{\partial \tilde{y}_q} \frac{\partial y_q}{\partial y_i}.
\]
Therefore, the invariance of this first order part is equivalent to the following two equations:
\[
\tilde{a}^i(\tilde{x}) + \tilde{\alpha}^{ij}(\tilde{x}) \tilde{y}_j = \left( a^l(x) + \alpha^{ij}(x) \tilde{y}_m \frac{\partial \tilde{x}^m}{\partial x^l} \right) \frac{\partial \tilde{x}^i}{\partial x^l},
\] (1.5)
and
\[
\left( \tilde{b}_i(\tilde{x}) + \tilde{\beta}^i_j(\tilde{x}) \tilde{y}_j + \frac{1}{2} \gamma^i_{jl}(\tilde{x}) \tilde{y}_j \tilde{y}_l \right) = \left( a^l(x) + \alpha^{ij}(x) \tilde{y}_m \frac{\partial \tilde{x}^m}{\partial x^l} \right) \frac{\partial \tilde{y}_i}{\partial x^l}
\]
\[
+ \left( b_q(x) + \beta^j_q(x) \tilde{y}_m \frac{\partial \tilde{x}^m}{\partial x^j} + \frac{1}{2} \gamma^j_{ql}(x) \tilde{y}_m \tilde{y}_p \frac{\partial \tilde{x}^m}{\partial \tilde{x}^j} \frac{\partial \tilde{x}^p}{\partial \tilde{x}^l} \right) \frac{\partial \tilde{y}_i}{\partial y_q}. \] (1.6)
From (1.5) one obtains that \(a\) and \(\alpha\) are tensors, as is required. Next,
\[
\frac{\partial \tilde{y}_i}{\partial x^l} = -\tilde{y}_p \frac{\partial \tilde{x}^p}{\partial x^l} \frac{\partial x^m}{\partial \tilde{x}^i}.
Therefore, equating in (1.6) the terms which do not depend on \(\tilde{y}\), the terms depending on \(\tilde{y}\) linearly, and the terms depending on \(\tilde{y}\) quadratically, one gets that \(b\) is a tensor of the type \((1,0)\), and that the law of the transformation of \(\beta\) and \(\gamma\) has the form

\[
\tilde{\gamma}^{mp}_{i}(\tilde{x}) = \gamma^{ij}_{q}(x) \frac{\partial \tilde{x}^{m}}{\partial x^{j}} \frac{\partial \tilde{x}^{p}}{\partial x^{i}} - 2\alpha^{ij}_{q}(x) \frac{\partial \tilde{x}^{m}}{\partial x^{j}} \frac{\partial^{2} \tilde{x}^{p}}{\partial x^{i} \partial x^{q}},
\]

\[
\tilde{\beta}^{p}_{i}(\tilde{x}) = \beta^{ij}_{q}(x) \frac{\partial \tilde{x}^{p}}{\partial x^{j}} \frac{\partial x^{q}}{\partial \tilde{x}^{i}} - a^{i}(x) \frac{\partial^{2} \tilde{x}^{p}}{\partial x^{i} \partial x^{j}} \frac{\partial x^{m}}{\partial \tilde{x}^{i}}.
\]

Since

\[
\frac{\partial \tilde{\alpha}^{p}_{i}}{\partial \tilde{x}^{i}}(\tilde{x}) = \frac{\partial a^{j}_{q}}{\partial x^{j}} \frac{\partial \tilde{x}^{p}}{\partial x^{q}} + a^{i}(x) \frac{\partial^{2} \tilde{x}^{p}}{\partial x^{i} \partial x^{j}} \frac{\partial x^{m}}{\partial \tilde{x}^{i}},
\]

\[
\frac{\partial \tilde{\alpha}^{mp}_{ij}}{\partial \tilde{x}^{i}}(\tilde{x}) = \frac{\partial a^{lj}_{k}}{\partial x^{l}} \frac{\partial \tilde{x}^{m}}{\partial x^{k}} \frac{\partial \tilde{x}^{p}}{\partial x^{j}} + 2a^{ij}_{k}(x) \frac{\partial^{2} \tilde{x}^{p}}{\partial x^{i} \partial x^{j}} \frac{\partial x^{q}}{\partial \tilde{x}^{i}} \frac{\partial x^{m}}{\partial \tilde{x}^{i}},
\]

it follows that \(\{\tilde{\gamma}^{mp}_{i} + \frac{\partial \tilde{\alpha}^{mp}_{ij}}{\partial \tilde{x}^{i}}\}\) and \(\{\tilde{\beta}^{p}_{i} + \frac{\partial a^{p}_{i}}{\partial \tilde{x}^{i}}\}\) are tensors of the types \((1,2)\) and \((1,1)\) respectively. Denoting these tensors again by \(\gamma\) and \(\beta\) respectively, yields representation (1.2). The proof is complete.

Let us write the stochastic differential equation for the diffusion process corresponding to the operator (1.2) with vanishing \(V\). Let \(r : M \rightarrow \mathcal{R}^{N}\) be an embedding of the Riemannian manifold \(M\) in the Euclidean space (as is well known, such embedding always exists). The operator (1.2) stands for the diffusion on \(T^{*}M\) defined by the stochastic system

\[
\begin{align*}
\frac{dx}{dt} &= \frac{\partial f}{\partial y} dt \\
\frac{dy_{i}}{dt} &= -\frac{\partial f}{\partial x^{i}} dt + (b_{i}(x) + \beta^{i}_{i}(x)y_{i} + \frac{1}{2}\gamma^{kl}_{i}(x)y_{k}y_{l}) dt + \frac{\partial y_{i}}{\partial x^{q}} dw_{q},
\end{align*}
\]

(1.7)

where \(w\) is the standard \(N\)-dimensional Wiener process. This statement follows from the well known formula for the Riemannian metric

\[
g_{ij}(x) = \sum_{k=1}^{N} \frac{\partial x^{k}}{\partial x^{i}} \frac{\partial x^{k}}{\partial x^{j}}
\]

and the Ito formula. It is interesting to note that though system (1.7) depends explicitly on the embedding \(r\), the corresponding
operator $L$ defining the transition probabilities for diffusion process (1.7) depends only on the Riemannian structure.

One sees that system (1.7) describes a curvilinear version of the classical Ornstein-Uhlenbeck process (see e.g. [Joe] for an invarian definition) defined originally (see, e.g.[Nel1]) by the system $(x,y \in \mathcal{R}^n)$

$$
\begin{cases}
\dot{x} = y \\
y = -\frac{\partial V}{\partial x} \, dt - \beta y \, dt + dw(t)
\end{cases}
$$

(1.8)
as a model of Brownian motion, where $\beta \geq 0$ is some constant and $V(x)$ is some (usually bounded from below) function (potential). System (1.8) defines a Newton particle (Hamiltonian system with the Hamiltonian $V(x) + y^2/2$) disturbed by the friction force $\beta y$ and by the white noise random force $dw$. System (1.7) describes a Hamiltonian system (defined by the Hamiltonian function $f$ which is quadratic in momentum but with varying coefficients) with additional deterministic force (defined by the 1-form $b$), the friction $\beta^i_j(x)y_j + \frac{1}{2}\gamma^i_{kl}(x)ykyl$ (which can depend on the first and second degree of the velocity) and the white noise force depending on the position of the particle.

In the case of vanishing $b, \beta, \gamma$ system (1.7) is a stochastic Hamiltonian system with non-homogeneous singular random Hamiltonian $f(x,y) + r(x)\dot{w}$, which describes the deterministic Hamiltonian flow disturbed by the white noise force:

$$
\begin{cases}
dx = \frac{\partial f}{\partial y} \, dt \\
dy = -\frac{\partial f}{\partial x} \, dt + \frac{\partial}{\partial x}(r, dw).
\end{cases}
$$

(1.9)
The "plane" stochastic Hamiltonian systems, i.e. (1.9) for $M = \mathcal{R}^n$, were investigated recently in connection with their application to the theory of stochastic partial differential equation, see [K1], [TZ1], [TZ2].

The mostly used example of the Hamiltonian system on the cotangent bundle $T^* M$ of a Riemannian manifold is of course the geodesic flow, which stands for the Hamiltonian function $f = (G(x)y, y)/2$, where $G(x) = g^{-1}(x)$. For this $f$, system (1.9) takes the form

$$
\begin{cases}
\dot{x} = G(x)y \\
y = -\frac{1}{2} \frac{\partial}{\partial x}(G(x)y, y) \, dt + \frac{\partial}{\partial x}(r, dw),
\end{cases}
$$

(1.10)
This system was called in [K1] the stochastic geodesic flow. The investigation of its small time asymptotics was begun in [AHK2]. Corresponding Hamiltonian (2.3.4) of the stochastic geodesic flow is

\[ H = \frac{1}{2} (g(x)q, q) - (G(x)y, p) + \frac{1}{2} \left( \frac{\partial}{\partial x} (G(x)y, y), q \right) \] (1.11)

and the invariant diffusion equation is

\[ \frac{\partial u}{\partial t} = Lu = h \frac{1}{2} tr \left( g(x) \frac{\partial^2 u}{\partial y_i \partial y_j} \right) + \left( G(x)y, \frac{\partial u}{\partial x} \right) - \frac{1}{2} \left( \frac{\partial}{\partial x} (G(x)y, y), \frac{\partial u}{\partial y} \right) \] (1.12)

It depends only on the Riemannian structure and therefore its property should reflect the geometry of \( M \), which explain more explicitly in the next sections.

2. Small time asymptotics for stochastic geodesic flow

The stochastic geodesic flow is a good example for performing the general results of the previous chapter. Using these results we present now the calculation of the main terms of the small time asymptotics for the Green function of equation (1.12), i. e. its solution with the initial data

\[ u_G(0, x; y; x_0, y^0) = \delta(x - x_0)\delta(y - y^0) \] (2.1)

in a neighbourhood of the point \((x_0, y^0) \in T^* M\).

All calculations will be carried out in normal coordinates around \( x_0 \) (see, e.g. [CFKS]), in which \( x_0 = 0 \),

\[ g_{ij}(x) = \delta_i^j + \frac{1}{2} g_{ij}^{kl} x^k x^l + O(|x|^3), \] (2.2)

and \( \det g(x) = 1 \) identically. These conditions imply that

\[ \sum_{i=1}^n g_{ii}^{kl} = 0 \quad \forall k, l \] (2.3)
and that the Gaussian (or scalar) curvature in \(x_0\) is equal to
\[
R = \sum_{i,k} g_{ik}^i.
\] (2.4)

**Remark.** Some authors do not include the requirement \(\det g = 1\) in the definition of normal coordinates. Notice however that if a system of coordinates \(x\) on a \(n\)-dimensional Riemannian manifold \(M\) satisfies all other conditions of normality but for the condition \(\det g = 1\), then the coordinates \(\tilde{x}\) defined by the formula
\[
\tilde{x}^1 = \int_0^{x^1} \sqrt{g(s, x^2, ..., x^n)} \, ds, \quad \tilde{x}^i = x^i, \ i \geq 2,
\]
satisfies all the conditions of normality given above, as one checks easily (see [CFKS]).

Moreover, from (2.2) one gets obviously the expansions
\[
G_{ij} = \delta_{ij} - \frac{1}{2} g_{ik}^{kl} x^k x^l + O(|x|^3),
\] (2.5)
for the inverse matrix \(G(x) = g^{-1}(x)\), and also
\[
\frac{\partial G_{ij}}{\partial x^k}(x) = -g_{ij}^{kl} + O(|x|^2).
\] (2.6)

To find the asymptotics of the two-point function one should solve the main equation (3.2.12), which for the case of Hamiltonian (1.11) takes the form
\[
\frac{\partial \Sigma}{\partial t} - \frac{\xi + G(t\xi + \tilde{x})(y + \tilde{y}) - G(\tilde{x})\tilde{y} \frac{\partial \Sigma}{\partial \xi} - \left( g(\tilde{x})\tilde{q}, \frac{\partial \Sigma}{\partial y} \right)}{t} \nonumber \\
+ \frac{1}{2} \left[ \left( \frac{\partial G}{\partial x}(t\xi + \tilde{x})(y + \tilde{y}), y + \tilde{y} \right) - \left( \frac{\partial G}{\partial x}(\tilde{x})\tilde{y}, \tilde{y} \right) \right] \frac{\partial \Sigma}{\partial y} \\
+ \frac{1}{2} \left( g(t\xi + \tilde{x}) \frac{\partial \Sigma}{\partial y}, \frac{\partial \Sigma}{\partial y} \right) = 0.
\] (2.7)

Using (2.2), (2.3) one concludes that
\[
\tilde{x} = x_0 - ty^0 + O(t^3), \quad \tilde{y} = y^0 + O(t^2), \quad \tilde{q} = O(t^2),
\] (2.8)
and then one rewrites (2.7) in the coordinate form (using now low indices for both $\xi$ and $y$):

$$\frac{\partial \Sigma}{\partial t} \left( \xi + y \right)_i - \frac{t^2}{2} g_{ij}^{kl} \left[ (\xi_k - y^0_k) (\xi_l - y^0_l) (y_j + y^0_j) - y^0_k y^0_l y^0_j \right] + O(t^3) \frac{\partial \Sigma}{\partial \xi_i}$$

$$- \left[ \frac{t}{2} g_{ij}^{kl} ((\xi_l - y^0_l) (y_i + y^0_i) (y_j + y^0_j) + y^0_i y^0_j y^0_l) + O(t^2) \right] \frac{\partial \Sigma}{\partial y_k}$$

$$+ \frac{1}{2} \left( 1 + \frac{t^2}{2} g_{ij}^{kl} (\xi_k - y^0_k) (\xi_l - y^0_l) + O(t^3) \right) \frac{\partial \Sigma}{\partial y_i} \frac{\partial \Sigma}{\partial y_j} = 0. \quad (2.9)$$

Following the arguments of Sect.2 of the previous chapter one looks for the solution of this equation in form (3.2.6), where $\Sigma_1$ is a positive quadratic form and $\Sigma_0(0,0) = 0$. For $\Sigma_{-1}$ one gets equation (3.2.10) with $\alpha_0$ and $g_0$ being unit matrices. Its solution is given by (3.2.16). For $\Sigma_0$ one finds then the equation

$$-(y + \xi) \frac{\partial \Sigma_0}{\partial \xi} + (6\xi + 4y) \frac{\partial \Sigma_0}{\partial y} = 0,$$

whose solution vanishes, due to Proposition 3.7.1. Furthermore, for $\Sigma_1$ one obtains the equation

$$\Sigma_1 - (y + \xi)_i \frac{\partial \Sigma_1}{\partial \xi_i} + (6\xi + 4y)_i \frac{\partial \Sigma_1}{\partial y_i}$$

$$+ g_{ij}^{kl} [(\xi_k - y^0_k) (\xi_l - y^0_l)(y_j + y^0_j) - y^0_k y^0_l y^0_j] (6\xi + 3y);$$

$$- g_{ij}^{kl} [(\xi_l - y^0_l) (y_i + y^0_i) (y_j + y^0_j) + y^0_i y^0_j y^0_l] (3\xi + 2y)_k$$

$$+ g_{ij}^{kl} (\xi_k - y^0_k) (\xi_l - y^0_l) (3\xi + 2y)_i (3\xi + 2y)_j = 0.$$}

Opening the brackets one presents this equation in the form

$$\Sigma_1 - (y + \xi)_i \frac{\partial \Sigma_1}{\partial \xi_i} + (6\xi + 4y)_i \frac{\partial \Sigma_1}{\partial y_i} = F(\xi, y), \quad (2.10)$$

where $F$ is the sum $F_2 + F_3 + F_4$ of the homogeneous polynomials of degree 2,3,4 given by the formulas

$$F_2 = g_{ij}^{kl} [(12\xi_i \xi_k - 4y_i y_k) y_j^0 y_l^0 - (18\xi_i y_j + 7y_i y_j + 9\xi_i \xi_j) y_k y_l^0 + (3\xi_i \xi_l + 2\xi_k y_l) y_i^0 y_j^0]. \quad (2.11)$$
\[
F_3 = g_{ij}^{kl} \left[ (-6\xi_6\xi_k\xi_l + 3\xi_k\xi_l y_i + 4\xi_k y_i y_i) y_j^0 \right.
\]
\[+ (36\xi_6\xi_k y_j + 11\xi_k y_i y_j - 2 y_i y_j y_k + 18\xi_i\xi_j\xi_k) y_i^0 \right],
\]  
(2.12)
\[
F_4 = g_{ij}^{kl} \left[ 2\xi_6\xi_k y_j y_i - 4\xi_k\xi_i y_i y_j - 18\xi_i\xi_k\xi_l y_j - 9\xi_i\xi_j\xi_k\xi_l \right].
\]  
(2.13)

The solution of this equation is the sum of the solutions \(\Sigma_2^2, \Sigma_3^4\), \(\Sigma_1^4\) corresponding to \(F_2, F_3\), and \(F_4\) in the r.h.s. of (2.10). These solutions can be calculated by formula (3.7.10). For instance, \(\Sigma_2^2\) is given by (3.7.15) with \(F_2\) being equal to (2.11). These calculations are rather long, but the form of the solution is clear:

\[
\Sigma_1 = g_{ij}^{kl} R_{ijkl}(\xi, y, y^0),
\]  
(2.14)

where \(R_{ijkl}\) are homogeneous polynomials of degree 4 in the variables \(\xi, y, y^0\). Similarly one sees that the other terms \(\Sigma_j\) are homogeneous polynomials in \(\xi, y, y^0\) of degree \(j + 3\), which is important to know when making the estimates uniform in \(y^0\).

Let us find now the first nontrivial term of the asymptotic solution of the transport equation. In the case of Hamiltonian (1.11), the general equation (3.3.3) takes the form

\[
\frac{\partial \Psi}{\partial t} - \frac{\alpha}{t} \Psi - \frac{\xi + G(\xi \xi + \ddot{x})(y + \ddot{y}) - G(\ddot{x})\ddot{y} \frac{\partial \Psi}{\partial \xi}}{t}
\]
\[+ \frac{1}{2} \left[ \left( \frac{\partial G}{\partial x} (t \xi + \ddot{x})(y + \ddot{y}), y + \ddot{y} \right) - \left( \frac{\partial G}{\partial x} (\ddot{x})\ddot{y}, \ddot{y} \right) \right] \frac{\partial \Psi}{\partial y}
\]
\[+ \left( g(\ddot{x})\ddot{y}, \frac{\partial \Psi}{\partial y} \right) + \left( g(t \xi + \ddot{x}) \frac{\partial \Sigma}{\partial y}, \frac{\partial \Psi}{\partial y} \right) + \frac{1}{2} \Psi \operatorname{tr} \left( g(t \xi + \ddot{x}) \frac{\partial^2 \Sigma}{\partial y^2} \right) = 0.
\]  
(2.15)

where

\[
\Psi(t, \xi, y) = t^\alpha \phi(t, t \xi + \ddot{x}, y + \ddot{y} : 0, y^0).
\]  
(2.16)

From (3.3.5) one finds \(\alpha = 2n\). Looking for the solution of (2.15) in the form

\[
\Psi = 1 + t \Psi_1 + t^2 \Psi_2 + ...
\]

one gets comparing the terms at \(t^0\) the following equation (since \(\Sigma_0 = 0\)):

\[
\Psi_1 - \left( \xi + y, \frac{\partial \Psi_1}{\partial \xi} \right) + \left( 6\xi + 4y, \frac{\partial \Psi_1}{\partial y} \right) = 0.
\]
Due to Proposition 3.7.1, $\Psi_1$ vanishes. Comparing the coefficients at $t$ yields
\[
\Psi_2 - \left( \xi + y, \frac{\partial \Psi_2}{\partial \xi} \right) + \left( 6\xi + 4y, \frac{\partial \Psi_2}{\partial y} \right) + \text{tr} \left( \frac{1}{2} \frac{\partial^2 \Sigma}{\partial y^2} + g^{k\ell}(\xi_k - y_k^0)(\xi_\ell - y_\ell^0) \right) = 0. \tag{2.17}
\]
It is again the equation of type (2.10) with the polynomials of degree 0,1,2 in the r.h.s. The solution of this equation is therefore given by Proposition 3.7.3. Again the calculations are rather long but the form of the solution is clear:
\[
\Psi_2 = \sum_i g^{i\ell}_{kl} P_{kl} + g^{i\ell}_{kl} Q_{kl} + G^{i\ell}_{kl} R_{kl}, \tag{2.18}
\]
where $P_{kl}, Q_{kl}, R_{kl}$ are some homogeneous polynomials in $\xi, y, y^0$ of degree 2.

3. The trace of the Green function and geometric invariants

It turns out that similarly to the case of non-degenerate diffusion on a compact manifold (see, e.g. \[Gr\],[Roe]), the resolving operator for the Cauchy problem for equation (1.12) belongs to the trace class, i.e. the trace
\[
\text{tr} e^{-tL} = \int_{T \times M} u_G(t, x, y; x, y) \, dx \, dy \tag{3.1}
\]
exists. Moreover, this integral can be developed in asymptotic power series in $t$ with coefficients being the invariants of the Riemannian manifold. For brevity, let us put $h = 1$. The following result was announced in [AHK2] and its complete proof will be published elsewhere. We shall sketch here only the main line of necessary calculations using the technique developed in Section 3.7.

**Theorem 3.1.** Integral (3.1) exists and has the asymptotical expansion for small time in the form
\[
(2\pi t^3)^{-n/2}(\text{Vol} M + a_3 t^3 + a_4 t^4 + ...),
\]
the first nontrivial coefficient $a_3$ being proportional to the Gaussian curvature $G(M) = \int_M R \, dx$ of $M$ and $\text{Vol} \, M = \int_M \, dx$ being the Riemannian volume.

**Sketch of the Proof.** The existence of the expansion follows from the asymptotic formula for the Green function obtained above. Let us show how to prove the last statement, indicating as well the main steps of the exact calculation of $a_3$. From (3.2.2),(3.2.4) it follows that

$$S(t, x_0, y^0; x_0, y^0) = \Sigma(t, \frac{x_0 - \tilde{x}}{t}, y^0 - \tilde{y}).$$

Therefore in normal coordinate around the point $x_0 = 0$ one has

$$S = \frac{1}{t} \left( 6 \frac{\tilde{x}^2}{t^2} - 6 \frac{\tilde{x}}{t} (y^0 - \tilde{y}) + 2(y^0 - \tilde{y})^2 \right) + t \Sigma_1 \left( \frac{-\tilde{x}}{t}, y^0 - \tilde{y} \right) + O(t^2).$$

Using (2.3.5), (2.3.14) and expansion (2.2), (2.5), (2.6) let us make formulas (2.8) more precise:

$$\left\{ \begin{array}{l}
\tilde{x}^i = -ty_i^0 + \frac{1}{6}t^3(g^{kl}_{ij} - \frac{1}{2}g_{kl}g_{ij})y_j^0 y_k^0 y_l^0 + O(t^4) \\
\tilde{y}_i = y_i^0 + \frac{1}{4}t^2 g_{kl} y_j^0 y_k^0 y_l^0 + O(t^3).
\end{array} \right. \quad (3.3)$$

Therefore

$$S = \frac{6}{t} \sum_i (y_i^0 - \frac{1}{6}t^2(g^{kl}_{ij} - \frac{1}{2}g_{kl}g_{ij})y_j^0 y_k^0 y_l^0)^2 - \frac{3t}{2} y_i^0 y_j^0 y_k^0 y_l^0 + t \Sigma_1(y^0, 0) + O(t^2).$$

Consequently,

$$S = \frac{6}{t}(y^0, y^0) - \frac{5}{2} t g^{kl}_{ij} y_j^0 y_k^0 y_l^0 + t \Sigma_1(y^0, 0) + O(t^2). \quad (3.4)$$

Therefore, to get the first nontrivial term of the expansion of $S$ one needs the solution of (2.10) at $y = 0, \xi = y^0$.

Similarly, we have

$$\phi(t, 0, y^0; 0, y^0) = t^{-2n} \Psi(t, \frac{-\tilde{x}}{t}, y^0 - \tilde{y})$$
\[ t^{-2n}(1 + t^2 \Psi_2(-\frac{\xi}{t}, y^0 - \tilde{y}) + O(t^3) = t^{-2n}(1 + t^2 \Psi_2(y^0, 0) + O(t^3)), \]

(3.5)

and therefore we need the solution of (2.17) also only at \( y = 0, \xi = y^0 \). From (2.14) and (2.18) it follows that

\[ \Sigma_1(y^0, 0) = \sigma g_{ij}^{kl} y_i^0 y_j^0 y_k^0 y_l^0, \]

(3.6)

\[ \Psi_2(y^0, 0) = \sum_k (\beta g_{kk}^{ij} + \gamma g_{ik}^{jk} + \delta g_{jk}^{ik}) y_i^0 y_j^0 \]

(3.7)

with some constants \( \sigma, \beta, \gamma, \delta \).

The key point in the proof of the theorem is the following fact.

**Lemma 3.1.** In formula (3.6), one has \( \sigma = \frac{5}{2} \).

**Proof.** To simplify calculations let us first note that formula (7.31) will not change if we take instead of the tensor \( g_{ij}^{kl} \) its symmetrisation, and therefore, when calculating \( \Sigma_1(y^0, 0) \) from equation (7.18) we can consider the coefficients \( g_{ij}^{kl} \) in the expression for \( F \) to be completely symmetric (with respect to any change of the order of its indices \( i,j,k,l \). In particular, it means that instead of \( F_2 \) and \( F_3 \) from (2.11), (2.12) we can take

\[ F_2 = (6\xi_i \xi_j - 16\xi_i y_j - 11 y_i y_j) g_{ij}^{kl} y_k y_l, \]

(3.8)

\[ F_3 = (12\xi_i \xi_j \xi_k + 39\xi_i \xi_k y_j + 15\xi_i y_j y_k - 2 y_i y_j y_k) g_{ij}^{kl} y_l. \]

(3.9)

Next, clearly

\[ \Sigma_1(y^0, 0) = \frac{1}{2} \frac{\partial^2 \Sigma_1^2}{\partial \xi_i \partial \xi_j} y_i^0 y_j^0 + \frac{1}{3!} \frac{\partial^3 \Sigma_1^3}{\partial \xi_i \partial \xi_j \partial \xi_k} y_i^0 y_j^0 y_k^0 + \frac{1}{4!} \frac{\partial^4 \Sigma_1^4}{\partial \xi_i \partial \xi_j \partial \xi_k \partial \xi_l} y_i^0 y_j^0 y_k^0 y_l^0, \]

(3.10)

where \( \Sigma_1^p, p = 2, 3, 4, \) denote the corresponding homogeneous part of \( \Sigma_1 \). Now taking into consideration the assumed symmetricity of the coefficients of \( g_{ij}^{kl} \) one gets from (3.7.15) and (3.8) that

\[ \frac{1}{2} \frac{\partial^2 \Sigma_1^2}{\partial \xi_i \partial \xi_j} (y^0, 0) = \left( -\frac{5}{6} \times 11 + \frac{9}{10} \times 16 + \frac{4}{5} \times 6 \right) g_{ij}^{kl} y_i^0 y_j^0 y_k^0 y_l^0 = 6g_{ij}^{kl} y_k^0 y_l^0. \]

from (3.7.16) and (3.9) that

\[ \frac{1}{3!} \frac{\partial^3 \Sigma_1^3}{\partial \xi_i \partial \xi_j \partial \xi_k} (y^0, 0) = \left( \frac{54}{35} \times 2 + \frac{39}{35} \times 15 - \frac{61}{70} \times 39 + \frac{113}{140} \times 12 \right) g_{ij}^{kl} y_i^0 y_l^0 = -\frac{9}{2} g_{ij}^{kl} y_l^0. \]
and from (3.7.17) and (2.13) that
\[
\frac{1}{4!} \frac{\partial^4 \Sigma^4_1}{\partial \xi_i \partial \xi_j \partial \xi_k \partial \xi_l} = \left( -\frac{263}{315} \times 9 - \frac{51}{35} \times 2 + \frac{92}{105} \times 18 - \frac{38}{35} \times 4 \right) g^{kl}_{ij} = g^{kl}_{ij}.
\]
Substituting these formulas to (3.10) yields
\[
\Sigma_1(y^0, 0) = (6 - \frac{9}{2} + 1) g^{kl}_{ij} y_i^0 y_j^0 y_k^0 y_l^0 = \frac{5}{2} g^{kl}_{ij} y_i^0 y_j^0 y_k^0 y_l^0,
\]
and the Lemma is proved.

*End of the proof of the Theorem.* Due to the Lemma, the sum of the second and third terms in the expression (3.4) for $S$ vanishes. Therefore, due to (3.4), (3.6), (3.7), and to the fact that the odd degrees of $y^0$ do not contribute to the integral, one concludes that the integral
\[
\int u(t, 0, y; 0, y) \, dy
\]
is equal to
\[
\left( \frac{\sqrt{3}}{\pi t^2} \right)^n e^{-6y^2/t} \left[ 1 + t^2 \sum_k (\beta g^{ij}_{kk} + \gamma g^{kk}_{ij} + \delta g^{jk}_{ij}) y_i y_j + O(t^3 |y|^6) + O(t^4 |y|^4) \right] dy.
\]
Due to (2.3), (2.4), this is equal to
\[
= \left( \frac{\sqrt{3}}{\pi t^2} \right)^n \left( \frac{t \pi}{6} \right)^{n/2} \left[ 1 + \frac{1}{12} t^3 \delta R + O(t^4) \right].
\]
Integrating this expression over $M$ obviously gives (3.2) with $a_3 = \delta G(M)/12$. 

1. Asymptotic properties of one-dimensional stable laws

This chapter is devoted to a study of the transition probability densities for stable jump-diffusions and its natural modifications such as truncated stable jump-diffusions and stable-like diffusions. In the last section, some applications to the study of the sample path properties of these processes are presented.

In this introductory section we recall the well known asymptotical expansions of one-dimensional stable densities. More circumstantial exposition of the theory of one-dimensional stable laws and their applications can be found e.g. in [Lu] or [Zo]. Let us comment only that the first term of the large distance asymptotics for stable laws seemed first to appear in [Pol], and the whole expansions was obtained in [Fel]. The characteristic function of the general (up to a shift) one-dimensional stable law with the index of stability $\alpha \in (0, 2), \alpha \neq 1$, is

$$\exp\{-\sigma |y|^\alpha e^{iz \gamma \text{sgn} y}\} \quad (1.1)$$

(see e.g. Appendix C), where the parameter $\gamma$ (which measures the skewness of the distribution) satisfies the conditions $|\gamma| \leq \alpha$, if $0 < \alpha < 1$, and $|\gamma| \leq 2 - \alpha$, if $1 < \alpha < 2$. Parameter $\sigma > 0$ is called the scale. For $\alpha = 1$ only in symmetric case, i.e. for $\gamma = 0$, the characteristic function can be written in form (1.1). In order to have unified formulas we exclude the non-symmetric stable laws with the index of stability $\alpha = 1$ from our exposition and will always consider $\gamma = 0$ whenever $\alpha = 1$. The probability density corresponding to characteristic function (1.1) is

$$S(x; \alpha, \gamma, \sigma) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \exp\{-ixy - \sigma |y|^\alpha e^{iz \gamma \text{sgn} y}\} \, dy. \quad (1.2)$$

Due to the evident relations

$$S(-x; \alpha, \gamma, \sigma) = S(x; \alpha, -\gamma, \sigma), \quad (1.3)$$
\[ S(x; \alpha, \gamma, \sigma) = \sigma^{-1/\alpha} S(x \sigma^{-1/\alpha}; \alpha, \gamma, 1), \quad (1.4) \]

it is enough to investigate the properties of the normalised density \( S(x; \alpha, \gamma, 1) \) for positive values of \( x \). Clearly for these \( x \)

\[ S(x; \alpha, \gamma, 1) = \frac{1}{\pi} \text{Re} \int_0^\infty \exp\{-ixy - y^\alpha e^{i \pi \gamma}\} \, dy. \quad (1.5) \]

It follows that all \( S \) are infinitely differentiable and bounded

\[ |S(x; \alpha, \gamma, \sigma)| \leq \frac{1}{\alpha \pi} (\sigma \cos \frac{\pi}{2} \gamma)^{-1/\alpha} \Gamma(1/\alpha). \]

Using a linear change of the variable in (1.5) yields for \( x > 0 \)

\[ S(x; \alpha, \gamma, 1) = \frac{1}{\pi x} \text{Re} \int_0^\infty \exp\{-\frac{y^\alpha}{x^\alpha} e^{i \pi \gamma}\} e^{-iy} \, dy. \quad (1.6) \]

**Proposition 1.1.** For small \( x > 0 \) and any \( \alpha \in (0, 2) \), the function \( S(x; \alpha, \gamma, 1) \) has the following asymptotic expansion

\[ S(x; \alpha, \gamma, 1) \sim \frac{1}{\pi x} \sum_{k=1}^\infty \frac{\Gamma(1 + k/\alpha)}{k!} \sin \frac{k \pi (\gamma - \alpha)}{2\alpha} (-x)^k. \quad (1.7) \]

Moreover, for \( \alpha \in (1, 2) \) (resp. for \( \alpha = 1 \)), the series on the r.h.s. of (1.7) is absolutely convergent for all \( x \) (resp. for \( x \) from a neighbourhood of the origin) and its sum is equal to \( S(x; \alpha, \gamma, 1) \). The asymptotic expansion can be differentiated infinitely many times.

**Proof.** Expanding the function \( e^{-ixy} \) in (1.5) in the power series yields for \( S(x; \alpha, \gamma) \) the expression

\[
\frac{1}{\pi} \text{Re} \int_0^\infty \exp\{-y^\alpha e^{i \pi \gamma/2} \left( 1 - ixy + \frac{(-ixy)^k}{k!} + \theta \frac{(xy)^{k+1}}{(k+1)!} \right) \} \, dy
\]

with \( |\theta| \leq 1 \). Since

\[ \int_0^\infty y^{\beta-1} \exp\{-\lambda y^\alpha\} \, dy = \lambda^{-1} \lambda^{-\beta/\alpha} \Gamma(\beta/\alpha), \quad \text{Re} \lambda > 0 \]
(and these integrals are absolutely convergent for $\text{Re} \lambda > 0$), one obtains

$$S(x; \alpha, \gamma, 1) = \frac{1}{\pi \alpha} \text{Re} \sum_{m=0}^{k} \exp\{-i \frac{\pi \gamma (m + 1)}{2\alpha}\} \frac{(-ix)^m}{m!} \Gamma\left(\frac{m + 1}{\alpha}\right) + R_{k+1}$$

with

$$|R_{k+1}| \leq \Gamma\left(\frac{k + 2}{\alpha}\right) \frac{|x|^{k+1}}{(k + 1)!}.$$ 

Therefore, we have got an asymptotic expansion for $S$. It is convenient to rewrite this expansion in the form

$$S(x; \alpha, \gamma, 1) \sim \frac{1}{\pi x \alpha} \text{Re} - \sum_{k=1}^{\infty} (-x)^k \frac{\Gamma(k/\alpha)}{(k - 1)!} \exp\{-i \frac{\pi \gamma}{2} \left(\frac{k}{\alpha} - k + 1\right)\}.$$ 

Using the formula $\Gamma(k/\alpha) = \Gamma(1 + k/\alpha)\alpha/\alpha$ and taking the real part yields (1.7). The statement about convergence follows from the asymptotic formula for $\Gamma$-function (Stirling formula), which implies that the radius of convergence of series (1.7) is equal to infinity, is finite, or is zero, respectively if $\alpha \in (1, 2)$, $\alpha = 1$, or $\alpha \in (0, 1)$.

We are going to discuss now the behaviour of stable densities for large $x$.

**Proposition 1.2** (Zolotarev’s identity). If $x > 0$ and $\alpha \in \left(\frac{1}{2}, 1\right)$ or $\alpha \in (1, 2)$, then

$$S(x; \alpha, \gamma, 1) = x^{-(1+\alpha)} S\left(x^{-\alpha}; \frac{1}{\alpha}, \frac{1}{\alpha} (\gamma + 1) - 1, 1\right). \quad (1.8)$$

**Proposition 1.3.** For any $\alpha \in (0, 2)$ and $x \to \infty$, the function $S(x; \alpha, \gamma)$ has the following asymptotic expansion:

$$S(x; \alpha, \gamma, 1) \sim \frac{1}{\pi x} \sum_{k=1}^{\infty} \frac{\Gamma(1 + k\alpha)}{k!} \sin \frac{k\pi (\gamma - \alpha)}{2} (-x^{-\alpha})^k. \quad (1.9)$$

Moreover, for $\alpha \in (0, 1)$ (resp. $\alpha = 1$, $\gamma = 0$), the series on the r.h.s. of (1.9) is absolutely convergent for all finite $x^{-\alpha}$ (resp.
for $x^{-\alpha}$ in a neighbourhood of the origin) and its sum is equal to $S(x; \alpha, \gamma)$. Asymptotic expansion (1.9) can be differentiated infinitely many times.

Proof of Propositions 1.2, 1.3. First let $\alpha \in (0, 1]$. Due to the Cauchy theorem, one can change the path of integration in (1.6) to the negative imaginary axes, i.e.

$$S(x; \alpha, \gamma) = \frac{1}{\pi x} \text{Re} \int_0^{-i\alpha} \exp\left\{-\frac{y^\alpha}{x^\alpha} e^{iy} \right\} e^{-iy} \, dy,$$  \hspace{1cm} (1.10)

because the magnitude of the integral along the arch $l = \{y = re^{-i\phi}, \phi \in [0, \frac{\pi}{2}]\}$ does not exceed

$$\int_0^{\pi/2} r \exp\{-r \sin \phi - \frac{r^\alpha}{x^\alpha} \cos(\alpha \phi - \frac{\pi}{2} \gamma)\} \, d\phi,$$

and tends to zero as $r \to \infty$, due to the assumptions on $\alpha$ and $\gamma$. Changing now the variable $y = ze^{-i\pi/2}$ in (1.10) yields

$$S(x; \alpha, \gamma) = \text{Re} - \frac{i}{\pi x} \int_0^{\infty} \exp\left\{-z - \frac{z^\alpha}{x^\alpha} e^{-i\frac{\pi}{2} (\gamma-\alpha)}\right\} \, dz.$$

Expanding $\exp\left\{-\frac{z^\alpha}{x^\alpha} e^{-i\frac{\pi}{2} (\gamma-\alpha)}\right\}$ in power series and evaluating the standard integrals one gets

$$S(x; \alpha, \gamma) = \text{Re} - \frac{i}{\pi x} \sum_{k=1}^{\infty} \frac{\Gamma(1 + k\alpha)}{k!} (-x^{-\alpha})^k \exp\left\{i \frac{k\pi}{2} (\alpha - \gamma)\right\},$$

which implies (1.9). As in the proof of Proposition 1.1, one sees from the asymptotic formula for $\Gamma$-function that the radius of convergence of series (1.9) is equal to infinity for $\alpha \in (0, 1)$ and is finite non-vanishing for $\alpha = 1$. Therefore, we have proved (1.9) for $\alpha \in (0, 1]$. Comparing formulas (1.9) for $\alpha \in (1/2, 1)$ and (1.7) for $\alpha \in (1, 2)$ one gets Zolotarev’s identity (1.8). Using this identity and asymptotic expansion (1.7) for $\alpha \in (1/2, 1)$ one obtains asymptotic formula (1.9) for $\alpha \in (1, 2)$. Surely one can easily justify asymptotic expansion (1.9) for $\alpha \in (1, 2)$ independently from Zolotarev’s identity, see proof of Proposition 2.2 below.
2. Asymptotic properties of finite dimensional stable laws

Here we generalise the results of the previous section to the case of finite dimensional symmetric stable densities, and then deduce some estimates for its derivatives, which will be used in the following sections.

Let us start with some bibliographical comments on the subject of this section. The results of Proposition 2.1 are rather trivial but I am not aware whether they appeared somewhere. The results of Proposition 2.2, 2.3 are partially known. Namely, the first term of the large distance asymptotic expansion of stable laws with the uniform spectral measure was obtained in general form in [BG], (see also a different proof in [Ben1]), though some particular cases were known in physics essentially earlier, see e.g. [Cha]. Some generalisations of these results to the infinite dimensional situation can be found in [Ben2]. On the other hand, the existence of an asymptotic expansion in powers of $|x|^{-1}$ was proved for more general Fourier integrals in [Fed2]. In our Propositions 2.2, 2.3, we present explicit formulas for asymptotic expansions of general finite dimensional stable laws, also taking care of the estimates of the remainder, which is of vital importance for our purposes. Further on we give the asymptotic expansions and global estimates for the derivatives of stable densities and for some relevant functions. Some estimates for these functions follow from more general estimates obtained in [Koch], but in [Koch] these functions are estimated in terms of some rational expressions, and our estimates are given in terms of the stable densities themselves, which becomes possible when using the unimodality property of stable laws (see Proposition 2.4), which could not be used in a more general situation considered in [Koch].

The general symmetric stable density (up to a shift) has the form

$$S(x; \alpha, \sigma \mu) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \exp\{-\sigma|p|^{\alpha} \int_{S^{d-1}} |(\bar{p}, s)|^{\alpha} \mu(ds)\} e^{-ipx} dp,$$

where the measure $\mu$ on $S^{d-1}$ is called the spectral measure, and where we have written explicitly a parameter $\sigma$, the scale (which
is normally included in $\mu$, having in mind the future applications to stable motions, where $\sigma$ plays the role of the time.

We shall denote by $\hat{p}$ the unit vector in the direction of $p$, i.e. $\hat{p} = p/|p|$. Using for $\hat{p}$ spherical coordinates $(\theta, \phi)$, $\theta \in [0, \pi]$, $\phi \in S^{d-2}$ with the main axis directed along $x$ and then changing the variable $\theta$ to $t = \cos \theta$ yields

$$S(x; \alpha, \sigma \mu) = \frac{1}{(2\pi)^d} \int_0^\infty dp \int_{-1}^1 dt \int_{S^{d-1}} d\phi \exp\{-\sigma |p|^\alpha \int_{S^{d-1}} |(\hat{p}, s)|^\alpha \mu(ds)\} |p|^{d-1} (1 - t^2)^{(d-3)/2}.$$  

(2.2)

Changing the variable of integration $|p|$ to $y = |p||x|$ one can write it in the equivalent form

$$S(x; \alpha, \sigma \mu) = \frac{1}{(2\pi|x|)^d} \int_0^\infty dy \int_{-1}^1 dt \int_{S^{d-1}} d\phi \exp\{-\sigma \frac{y^\alpha}{|x|^\alpha} \int_{S^{d-1}} |(\hat{p}, s)|^\alpha \mu(ds)\} |y|^{d-1} (1 - t^2)^{(d-3)/2}.$$  

(2.3)

**Proposition 2.1.** If

$$C_1 \leq \int_{S^{d-1}} |(\hat{p}, u)|^\alpha \mu(du) \leq C_2$$  

(2.4)

for all $\hat{p}$ and some positive constants $C_1 \leq C_2$, then for small $|x|/\sigma^{1/\alpha}$ the density $S$ has the asymptotic expansion

$$S(x; \alpha, \sigma \mu) \sim \frac{1}{(2\pi \sigma^{1/\alpha})^d} \sum_{k=0}^\infty \frac{(-1)^k}{(2k)!} a_k(\bar{x}) \left(\frac{|x|}{\sigma^{1/\alpha}}\right)^{2k}$$  

(2.5)

with

$$a_k(\bar{x}) = \int_0^\infty dp |p| \int_{-1}^1 dt \int_{S^{d-1}} d\phi \exp\{-|p|^\alpha \int_{S^{d-1}} |(\hat{p}, s)|^\alpha \mu(ds)\} |p|^{2k+d-1} (1 - t^2)^{(d-3)/2}. $$  

(2.6)
These coefficients satisfy the estimates

\[ C_2^{-(d+2k)/\alpha} \leq \frac{a_k(\bar{x})\alpha}{A_{d-2} \Gamma\left(\frac{2k+d}{\alpha}\right) B\left(k + \frac{1}{2}, \frac{d-1}{2}\right)} \leq C_1^{-(d+2k)/\alpha}, \quad (2.7) \]

where \( A_0 = 2, A_{d-2} \) for \( d > 2 \) denotes the area of the sphere \( S^{d-2} \), and \( \Gamma(p), B(p,q) \) denote the Euler Gamma and Beta functions respectively; in particular, if \( C_1 = C_2 = 1 \) (the case of the uniform spectral measure), the coefficients \( a_k \) do not depend on \( \bar{x} \) and

\[ a_k = \alpha^{-1} A_{d-2} \Gamma\left(\frac{2k+d}{\alpha}\right) B\left(k + \frac{1}{2}, \frac{d-1}{2}\right). \quad (2.8) \]

The modulus of each term in expansion (2.5) serves also as an estimate of the remainder in this asymptotic representation, i.e. for each \( m \), \( S(x;\alpha,\sigma\mu) \) equals

\[ \frac{1}{(2\pi^{1/\alpha})^d} \left( \sum_{k=0}^{m} \frac{(-1)^{k}}{(2k)!} a_k(\bar{x}) \left(\frac{|x|}{\sigma^{1/\alpha}}\right)^{2k} + \theta a_{m+1}(\bar{x}) \left(\frac{|x|}{\sigma^{1/\alpha}}\right)^{2m+1} \right) \quad (2.9) \]

with \( |\theta| \leq 1 \). Finally, if \( \alpha > 1 \) (resp. \( \alpha = 1 \)), the series on the r.h.s. of (2.5) is absolutely convergent for all \( |x| \) (resp. in a neighbourhood of the origin) and equals \( S(x;\alpha,\sigma\mu) \).

Proof. This is rather trivial and uses no new ideas as compared with the one-dimensional case. Let first \( C_1 = C_2 = 1 \). Expanding the function \( \cos(|p||x|) \) in (1.2) in the power series and integrating in \( \phi \), yields

\[ S(x;\alpha,\sigma) = \frac{A_{d-2}}{(2\pi)^d} \int_0^{\infty} d|p| \int_{-1}^{1} dt \exp\{-\sigma|p|^{\alpha}\}|p|^{d-1}(1-t^2)^{(d-3)/2} \]

\[ \left( \sum_{m=0}^{k} (-1)^{m} (|p||x|t)^{2m} \right)^{d-1} \left( \frac{2m+2}{(2m)!} \right) + \theta (|p||x|t)^{2m+2} \left( \frac{2m+2}{(2m+2)!} \right) \]

with \( |\theta| \leq 1 \). Since

\[ \int_{-1}^{1} t^{2m}(1-t^2)^{(d-3)/2} dt = B\left(m + \frac{1}{2}, \frac{d-1}{2}\right), \]
and
\[ \int_0^\infty y^{\beta-1} \exp\{-\sigma y^\alpha\} \, dy = \alpha^{-1} \sigma^{-\beta/\alpha} \Gamma(\beta/\alpha), \quad \text{Re}\beta > 0, \]

one can integrate in $|p|$ and $t$ to obtain for $S(x; \alpha, \sigma)$ the expression
\[ A_{d-2}(2\pi)^d \alpha^{d/\alpha} \sum_{m=0}^k \frac{(-1)^m}{(2m)!} \left( \frac{|x|}{\sigma^{1/\alpha}} \right)^{2m} \frac{2m + d}{\alpha} \left( m + \frac{1}{2} \right) \frac{d - 1}{2} \frac{B(m + \frac{3}{2}, d - 1)}{B(m + \frac{1}{2}, \frac{d - 1}{2})} \]

with $|\theta| \leq 1$. Consequently one obtains the required expansion with $a_k$ given in (2.8). The statement about the convergence of the series for $\alpha \geq 1$ follows from the Stirling formula for the $\Gamma$ function and the well known expression of the function $B$ in terms of $\Gamma$. The case of general $\mu$ is more or less the same: one expands $\cos(|p||x|t)$ in (2.2) in the power series and then changes the variable of integration $\frac{|x|}{\sigma^{1/\alpha}}$ to $|p|$ in each term. Assumption (2.4) ensures firstly the existence of the integrals in (2.6) (in fact, only the left part of (2.4) is necessarily for that) and secondly it allows us to estimate $a_k(x)$ by means of corresponding coefficients (2.8).

We shall consider now two approaches to the construction of the asymptotic expansion of $S$ in a more involved case, namely for large distances. The first of them, will be applied only to the case of the uniform spectral measure, but it gives explicit formulae for the coefficients in terms of special functions. To explain this method, let us recall first some facts on the Bessel and Whittaker functions (see [WW]). For any complex $z$ that is not a negative real and any real $n > 1/2$ the Bessel function $J_n(z)$ and the Whittaker function $W_{0,n}(z)$ can be defined by the integral formulae
\[ J_n(z) = \frac{(z/2)^n}{\Gamma(n + 1/2) \sqrt{\pi}} \int_{-1}^1 (1 - t^2)^{n-1/2} \cos(zt)\, dt, \]
\[ W_{0,n}(z) = \frac{e^{-z/2}}{\Gamma(n + 1/2)} \int_0^\infty [t(1 + t/z)]^{n-1/2} e^{-t} \, dt, \]
where \( \arg z \) is understood to take its principle value, i.e. \( |\arg z| < \pi \). Furthermore, for these \( n \) and \( z \) these functions are connected by the formula

\[
J_n(z) = \frac{1}{\sqrt{2\pi z}} \exp\left\{\frac{1}{2} \left( n + \frac{1}{2} \right) \pi i \right\} W_{0,n}(2iz) \\
+ \exp\left\{ -\frac{1}{2} \left( n + \frac{1}{2} \right) \pi i \right\} W_{0,n}(-2iz),
\]

which for real positive \( z \) implies

\[
J_n(z) = 2\Re\left[ \frac{1}{\sqrt{2\pi z}} \exp\left\{ \frac{1}{2} (n + \frac{1}{2}) \pi i \right\} W_{0,n}(2iz) \right].
\] (2.10)

If \( n = m + 1/2 \) with nonnegative integer \( m \), then \( W_{0,n} \) can be expressed in elementary functions

\[
W_{0,n}(z) = e^{-z/2} \left( 1 + \frac{n^2 - (1/2)^2}{z} + \frac{(n^2 - (1/2)^2)(n^2 - (3/2)^2)}{2z^2} + ... \\
+ \frac{(n^2 - (1/2)^2)...(n^2 - (m-1/2)^2)}{m!z^m} \right).
\] (2.11)

In particular, \( W_{0,1/2}(z) = e^{-z/2} \). More generally, for any \( n > 1/2 \) one has the following asymptotic expansion as \( z \to \infty, |\arg z| \leq \pi - \epsilon \) with some \( \epsilon > 0 \):

\[
W_{0,n}(z) \sim e^{-z/2} \left[ 1 + \frac{n^2 - (1/2)^2}{z} + \frac{(n^2 - (1/2)^2)(n^2 - (3/2)^2)}{2z^2} + ... \right].
\] (2.12)

**Proposition 2.2.** Let the spectral measure \( \mu \) of a stable law be uniform. If, in particular, (2.4) holds with \( C_1 = C_2 = 1 \), we shall denote \( S(x; \alpha, \sigma \mu) \) by \( S(x; \alpha, \sigma) \). In that case, for \( |x|/\sigma^{1/\alpha} \to \infty \), one has the asymptotic expansion

\[
S(x; \alpha, \sigma) \sim \frac{1}{(2\pi |x|)^d} \sum_{k=1}^{\infty} \frac{a_k}{k!} (\sigma |x|^{-\alpha})^k
\] (2.13)
with

\[ a_k = (-1)^{k+1} A_{d-2} 2^{-\alpha k - 1} \sin \left( \frac{\pi}{2} k \alpha \right) \int_0^\infty \xi^{\alpha k + (d-1)/2} W_{0, \frac{d}{2}-1}(\xi) \, d\xi. \]

(2.14)

In particular, \( a_1 \) is positive for all \( d \), and for odd dimensions \( d = 2m + 3 \), \( m \geq 0 \),

\[ a_k = (-1)^{k+1} A_{2m+1} \sin \left( \frac{\pi}{2} k \alpha \right) \Gamma(m + 2 + \alpha k) \]

\times (2^{m+1} + \frac{(m + \frac{1}{2})^2 - (\frac{1}{2})^2}{2(m+1+k)} 2^m + \frac{((m + \frac{1}{2})^2 - (\frac{1}{2})^2)((m + \frac{1}{2})^2 - (\frac{3}{2})^2)}{3!(m + \alpha k + 1)(m + \alpha k)} 2^{m-1} \]

\[ + \ldots + \frac{((m + \frac{1}{2})^2 - (\frac{1}{2})^2) \ldots ((m + \frac{1}{2})^2 - (m - \frac{1}{2})^2)}{m!(m + \alpha k + 1)(m + \alpha k) \ldots (2 + \alpha k)} \].

(2.15)

Moreover, for \( \alpha \in (0, 1) \) (resp. \( \alpha = 1 \)) this series is convergent for all \( |x|^{-1} \) (resp. in a neighbourhood of the origin) and its sum is equal to \( S(x; \alpha, \sigma) \). Furthermore, as in the case of the expansion of Proposition 2.1, each term in (2.13) serves also as an estimate for the remainder, in the sense that the difference between \( S \) and the sum of the \( (k-1) \) terms of the expansion does not exceed in magnitude the magnitude of the \( k \)-th term.

Proof. Due to (2.3), (2.4) with \( C_1 = C_2 = 1 \) and the definition of the Bessel functions,

\[ S(x; \alpha, \sigma) = \frac{A_{d-2}}{(2\pi |x|)^d} \int_0^\infty 2^{d/2-1} \Gamma\left( \frac{d-1}{2} \right) \sqrt{\pi} J_{\frac{d}{2}-1}(y) y^{d/2} \exp\{-\sigma \frac{y^\alpha}{|x|^\alpha}\} \, dy. \]

(2.16)

The key point in the proof is to use (2.10) and rewrite the last expression in the form

\[ S(x; \alpha, \sigma) = \frac{A_{d-2}}{(2\pi |x|)^d} \Re \int_0^\infty \Gamma\left( \frac{d-1}{2} \right) \]

\[ \times W_{0, \frac{d}{2}-1}(2iy)(2y)^{(d-1)/2} \exp\{-\sigma \frac{y^\alpha}{|x|^\alpha}\} e^{(d-1)\pi i/4} \, dy. \]

(2.17)

Suppose now that \( \alpha \in (0, 1] \). From the asymptotic formula (2.9) it follows that one can justify the change of the variable of
the path of integration in (2.17) to the negative imaginary half line. Taking this new path of integration and then changing the variable of integration $y = -i\xi$ yields

$$S(x; \alpha, \sigma) = \frac{A_{d-2}}{(2\pi|x|^d) Re - i \int_0^\infty \Gamma\left(\frac{d-1}{2}\right)$$

$$\times W_{0, \frac{d}{2} - 1}(2\xi)(2\xi)^{(d-1)/2} \exp\{-\sigma \frac{\xi^\alpha}{|x|^\alpha} e^{-i\alpha\pi/2}\} d\xi. \quad (2.18)$$

Expanding the exponent under this integral in the power series and taking the real part yields (2.13), (2.14). Estimating coefficients (2.14) using the asymptotic formula (2.12) and the fact that $z^{m-1/2}W_{0,m}(z)$ is continuous for $z \geq 0$ (which follows from the definition of $W_{0,n}$ given above) one easily gets the convergence of the series (2.13) and the estimate $a_1 > 0$. In the case of odd dimensions one calculates coefficients (2.14) explicitly using (2.11).

Let $\alpha \in (1, 2)$. In this case one cannot rotate the contour of integration in (2.17) through the whole angle $\pi/2$, but one can rotate it through the angle $\pi/(2\alpha)$. This amounts to the possibility of making the change of the variable in (2.17) $y = ze^{-i\pi/2\alpha}$ and then considering $z$ to be again real, which gives

$$S(x; \alpha, \sigma) = \frac{A_{d-2}}{(2\pi|x|^d) Re \left[ \int_0^\infty \Gamma\left(\frac{d-1}{2}\right) W_{0, \frac{d}{2} - 1} \left(2z \exp\left\{\frac{i\pi(\alpha - 1)}{2\alpha}\right\}\right) \right]$$

$$\times (2z)^{(d-1)/2} \exp\{i\sigma \frac{z^\alpha}{|x|^\alpha} + i \frac{i}{4}(d-1)\pi - i \frac{\pi(d+1)}{4\alpha}\} dz].$$

Using the Taylor formula for $\exp\{i\sigma \frac{z^\alpha}{|x|^\alpha}\}$ yields

$$S(x; \alpha, \sigma) = \frac{A_{d-2}}{(2\pi|x|^d) Re \left[ \frac{\pi i}{4\alpha} (\alpha(d - 1) - (d + 1)) \Gamma\left(\frac{d-1}{2}\right) \right]$$

$$\times \int_0^\infty (2z)^{d-1} \left[ 1 + \sum_{k=1}^m \frac{(i\sigma z^\alpha)^k}{x^\alpha(k!)} \right] \left(2z \exp\left\{\frac{i\pi(\alpha - 1)}{2\alpha}\right\}\right) dz$$

$$+ \frac{\theta}{(m+1)! x^\alpha(m+1)} W_{0, \frac{d}{2} - 1} [2z \exp\left\{\frac{i\pi(\alpha - 1)}{2\alpha}\right\}] dz.$$
with $|\theta| \leq 1$. It implies the asymptotic expansion (2.13) with

$$a_k = A_{d-2} \text{Re} \exp\left\{ \frac{\pi i}{4\alpha} (\alpha(d-1) - (d+1)) \right\} \Gamma \left( \frac{d-1}{2} \right) 2^{(d-1)/2} k$$

$$\times \int_0^\infty z^{\alpha k + (d-1)/2} W_{0, \frac{d}{2} - 1} \left( 2z \exp\left\{ \frac{i\pi(\alpha-1)}{2\alpha} \right\} \right) dz.$$ 

To simplify this expression, one makes here a new rotation of the path of integration, which amounts to the change of the variable $\xi = 2z \exp\left\{ \frac{i\pi(\alpha-1)}{2\alpha} \right\}$ and again considering $\xi$ to be real. After simple manipulations one obtains the same formula (2.14) as for the case $\alpha \in (0, 1)$.

Consider now the general case.

**Proposition 2.3.** Let the spectral measure $\mu$ of a stable law satisfy the r.h.s inequality in (2.4) and moreover, let $\mu$ has a smooth density with respect to Lebesgue measure. Then for large $|x|/\sigma^{1/\alpha}$ the density $S(x; \alpha, \sigma \mu)$ has an asymptotic expansion of type (2.13) with some $a_k = a_k(\bar{x})$ depending continuously on $\alpha$, $\mu$ and $\bar{x}$ and with $a_1$ being positive.

**Proof.** Let $\epsilon \in (0, 1/2)$ and let $\chi(t)$ be a smooth even function $\mathbb{R} \to [0, 1]$ that equals one (resp. zero) for $|t| \leq 1 - 2\epsilon$ (resp. for $|t| \geq 1 - \epsilon$). Denote

$$g_\mu(t, \phi) = g_\mu(t, \phi; \alpha, \bar{x}) = \int_{S^{d-1}} |(\bar{p}, s)|^\alpha \mu(ds).$$

Notice that $g_\mu$ depends on $\bar{x}$ because the choice of polar coordinates $(t, \phi)$ for $\bar{p}$ depends on $\bar{x}$. The existence of a smooth density for $\mu$ implies that $g_\mu$ is differentiable with respect to $t$. Let

$$f_1(t) = (1 - t^2)^{(d-3)/2} \chi(t), \quad f_2(t) = (1 - t^2)^{(d-3)/2} (1 - \chi(t)),$$

and let us present density (2.3) as the sum $S_1 + S_2$ with

$$S_j = \frac{1}{(2\pi|x|)^d} \int_0^\infty dy \int_{-1}^1 dt \int_{S^{d-1}} d\phi \exp\{-\sigma \frac{y^\alpha}{|x|^\alpha} g_\mu(t, \phi)\} \cos(yt) y^{d-1} f_j(t).$$
Expanding the exponent in the expression for $S_1$ in the power series leads straightforwardly to the asymptotic expansion

$$S_1 \sim \frac{1}{(2\pi|x|)^d} \sum_{k=0}^{\infty} \frac{1}{k!} b_k(\bar{x}) \left( \frac{\sigma}{|x|^{\alpha}} \right)^k,$$

where

$$b_k(\bar{x}) = (-1)^k \int_0^\infty F_k(y) y^{k\alpha + d - 1} \, dy$$

and

$$F_k(y) = \text{Re} \int_{-\infty}^\infty \int_{S^{d-1}} e^{-iyt} f_1(t) g_{\mu}^k(t, \phi) \, dt \, d\phi.$$

Since $f_1(t) \int g_{\mu}^k(t, \phi) \, d\phi$ is a smooth function of $t$ with a compact support, its Fourier transform $F_k$ belongs to the Schwartz space on $\mathcal{R}$. Hence all coefficients (2.20) are well defined, and (2.19) presents an asymptotic expansion. More precisely, in order to be able to represent $S_1$ as the sum of $k$ terms of this expansion with the estimate of the remainder of the form $O((\sigma/|x|^{\alpha})^{m+1})$, it is sufficient to assume the existence of $l > k\alpha + d$ bounded derivatives of the density of the measure $\mu$.

Next, in the expression for $S_2$ the variable $t$ does not approach zero, and consequently, to expand $S_2$ one can use for each $t, \phi$ the method used for expanding one-dimensional densities. Consider, for instance, the case $\alpha \leq 1$. Clearly

$$S_2 = \frac{2}{(2\pi|x|)^d} \text{Re} \int_0^\infty dy \int_{1-2\epsilon}^1 dt \int_{S^{d-1}} d\phi \exp\{-\frac{\sigma y^{\alpha}}{|x|^{\alpha}} g_{\mu}(t, \phi)\} e^{-iyt} y^{d-1} f_2(t).$$

For any $t, \phi$ one can rotate the contour of integration in $y$ to the negative imaginary axe. Changing then $y$ to $y = -iz$ yields

$$S_2 = \frac{2}{(2\pi|x|)^d} \text{Re} \int_0^\infty dy \int_{1-2\epsilon}^1 dt \int_{S^{d-1}} d\phi \exp\{-\frac{\sigma z^\alpha}{|x|^{\alpha}} g_{\mu}(t, \phi)e^{-i\alpha \pi/2}\} e^{-zt} (-iz)^{d-1} f_2(t).$$
Expanding the first exponent in the power series and taking standard integrals over $z$ yields the asymptotic expansion

$$S_2 \sim \frac{1}{(2\pi|x|)^d} \sum_{k=0}^{\infty} \frac{1}{k!} c_k(\bar{x}) \left( \frac{\sigma}{|x|^\alpha} \right)^k$$

(2.21)

with

$$c_k(\bar{x}) = 2\text{Re} \int_{1-2\epsilon}^{1} dt \int_{S^{d-1}} d\phi (-g_{\mu}(t, \phi))^k (-i)^d f_2(t) e^{-i\pi\alpha k/2} t^{-(\alpha k + d)} \Gamma(\alpha k + d).$$

(2.22)

where again the modulus of each term serves also as an estimate to the remainder. The sum of expansions (2.19) and (2.21) gives the expansions for $S$. To prove the assertion it remains to show that the first coefficient $b_0 + c_0$ in this expansion vanishes. The simplest way to see it is to refer to Proposition 2.2. Namely, due to the construction, the first coefficient $b_0 + c_0$ does not depend on the spectral measure $\mu$, and due to Proposition 2.2, it vanishes when the spectral measure is uniform. Hence, it vanishes for any $\mu$. We can also prove this directly. Let us prove it, for example, for the case of an odd dimension $d = 2m + 1$. In that case, $c_0$ vanishes (because the integral in (2.22) is purely imaginary in this case) and we must show that

$$b_0 = \int_0^{\infty} F_0(y)y^{2m} dy$$

vanishes. But $F_0$ is the Fourier transform of the function $f_1(t) = (1 - t^2)^m \chi(t)$. Hence, $b_0 = f_1^{(2m)}(0)$, which obviously vanishes. The case of $\alpha \geq 1$ is considered similarly, only one should rotate the contour of integration in the expression for $S_2$ through the angle $\pi/(2\alpha)$, as in the proof of Proposition 2.2.

**Proposition 2.4.** For any $K > 1$ there exists $C > 1$ such that $C^{-1}|x|^{-d} \leq S(x; \alpha, \sigma \mu) \leq C|x|^{-d}$ whenever $K^{-1} \leq |x|/\sigma^{1/\alpha} \leq K$ uniformly for all spectral measures satisfying (2.4) and all $\alpha$ from any compact subinterval of the interval $(0, 2)$.

**Proof.** Due to the small distance and large distance asymptotics and the property of unimodality of symmetric stable laws
(see Appendix F), it follows that the stable densities are always (strictly) positive. On the other hand, it follows from (2.3) that \( |x|^d S(x, \alpha, \sigma \mu) \) is a continuous function of \( |x|/\sigma^{1/\alpha}, \ g_\mu, \) and \( \bar{\sigma}. \) Since on any compact set it achieves its minimal and maximal values, which are both positive, the statement of the Proposition readily follows.

In the following sections, we shall need also estimates for the derivatives of stable densities with respect to \( x \) or \( \sigma, \) and also for more general relevant functions of the form

\[
\phi_{b, \nu}(x; \alpha, \sigma \mu) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |p|^b g(\bar{\rho}, b, \nu) \exp\{-\sigma|p|^\alpha \int_{S^{d-1}} |(\bar{\rho}, s)|^\alpha \mu(ds)\} e^{-i p x} dp,
\]

(2.23)

where the real parameter \( b \) is supposed to be such that \( b > -1, \ \ b \neq 0, \) the measure \( \nu \) on \( S^{d-1} \) may be not necessarily positive, but having finite \( |\nu|, \) and

\[
g_\nu(\bar{\rho}; b) = \int_{S^{d-1}} |(\bar{\rho}, s)|^b \nu(ds).
\]

The study of these functions can be carried out in the same way as that of \( S(x; \alpha, \sigma \mu). \) For instance, the function \( \phi_{b, \nu} \) can be presented in form (2.2) with the additional multiplier \( |p|^b g_\nu(\bar{\rho}; b) \) under the integral, which yields for small \( x \sigma^{-1/\alpha} \) (whenever inequalities (2.4) hold) the asymptotic representation

\[
\phi_{b, \nu}(x; \alpha, \sigma \mu) \sim \frac{1}{(2\pi \sigma^{1/\alpha})^d \sigma^{b/\alpha}} \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} a_k(\bar{\sigma}) \left( \frac{|x|}{\sigma^{1/\alpha}} \right)^{2k} \tag{2.24}
\]

with \( a_k \) satisfying the estimates

\[
a_k(\bar{\sigma}) \leq \frac{A_{d-2}}{\alpha} \Gamma \left( \frac{2k + d + b}{\alpha} \right) B \left( k + 1, \frac{d - 1}{2} \right) C_{1}^{-(d+2k+b)/\alpha} \sup_{\bar{\rho}} |g(\bar{\rho}, b, \nu)|. \tag{2.25}
\]

In particular, if \( C_1 = C_2 = 1 \) and \( \nu = \mu, \)

\[
a_k = \alpha^{-1} A_{d-2} \Gamma \left( \frac{2k + d + b}{\alpha} \right) B \left( k + 1, \frac{d - 1}{2} \right).
\]
As in the case of expansion of $S$, the modulus of each term in expansion (2.24) serves also as an estimate for the remainder.

Turning to the estimate of $\phi$ for large $x$, consider first the case when $g_\nu(\bar p; b) = g_\mu(\bar p; \alpha) = 1$. For such $\phi_{b,\nu}$, which we shall denote for brevity $\phi_b = \phi_b(x; \alpha, \sigma)$, one obtains representations (2.16),(2.17) with the additional multiplier $(y/|x|)^b$ under the integral, and representation (2.18) with the multiplier $(-i\xi/|x|)^b$ under the integral. Consequently, in that case, for large $|x|/\sigma^{1/\alpha}$, one obtains for $\phi_b$ the asymptotic expansion similar to (2.13), namely

$$
\phi_b(x; \alpha, \sigma) \sim \frac{1}{(2\pi|x|)^{d/2}|x|^b} \sum_{k=0}^\infty \frac{a_k}{k!} (\sigma|x|^{-\alpha})^k
$$

(2.26)

with

$$
a_k = (-1)^{k+1} A_{d-2} 2^{-\alpha k-1-b} \sin(\frac{\pi}{2}(k\alpha+b)) \int_0^\infty \xi^{\alpha k+b+(d-1)/2} W_{0,\frac{d}{2}-1}(\xi) d\xi.
$$

(2.27)

Notice that $a_0 \neq 0$ in the expansion for $\phi_b$ unlike the case of expansion (2.13). In particular, for all $x$

$$
\phi_b(x; \alpha, \sigma) = -\frac{A_{d-2} \sin(\pi b/2)}{(2\pi)^{d/2}|x|^{d+b}} \int_0^\infty \xi^{b+(d-1)/2} W_{0,\frac{d}{2}-1}(\xi) d\xi (1 + \frac{\omega\sigma}{|x|^\alpha})
$$

(2.28)

with $\omega < |a_1|/|a_0|$. For general $\mu, \nu$ one uses the approach from Proposition 2.3 to obtain the corresponding expansion for $\phi$. All facts about $\phi$ that we shall need further are summarised in the following statement.

**Proposition 2.5.** For any positive $K$ there exists a positive $C$ such that for all $\alpha$ from any compact subinterval of the interval $(0,2)$, all $b$ from a compact subset of the set $(-1,0) \cup (0,\infty)$, all $\mu$ satisfying (2.4) and all uniformly bounded $|\nu|$ one has

$$
\phi_{b,\nu}(x; \alpha, \sigma \mu) \leq C \sigma^{-b/\alpha} S(x; \alpha, \sigma \mu)
$$

(2.29)

or

$$
\phi_{b,\nu}(x; \alpha, \sigma \mu) \leq C|x|^{-b} \sigma^{-1} S(x; \alpha, \sigma \mu)
$$

(2.30)

respectively for $|x|\sigma^{-1/\alpha} \leq K$ or $|x|\sigma^{-1/\alpha} \geq K$. In particular,

$$
\phi_{b,\nu}(x; \alpha, \sigma \mu) \leq C \sigma^{-1} S(x; \alpha, \sigma \mu),
$$
if $\alpha \geq b$ and both $|x|$ and $\sigma$ are bounded. Moreover, if additionally $\nu$ is non-negative and also satisfies (2.4), then
\[
\phi_{b,\nu}(x, \alpha, \sigma \mu) = -\frac{1}{\sigma} S(x; b, \sigma \nu)(1 + O(\sigma|x|^{-\alpha}) + O(\sigma|x|^{-b})) \quad (2.31)
\]
Furthermore,
\[
\left| \frac{\partial \phi_{b,\nu}(x; \alpha, \sigma \mu)}{\partial b} \right| \leq C(1 + |\log \sigma|)\sigma^{-b/\alpha} S(x; \alpha, \sigma \mu) \quad (2.32)
\]
or
\[
\left| \frac{\partial \phi_{b,\nu}(x; \alpha, \sigma \mu)}{\partial b} \right| \leq C(1 + |\log |x|| + |\log \sigma|) |x|^{\alpha-b} \sigma^{-1} S(x; \alpha, \sigma \mu) \quad (2.33)
\]
respectively for $|x|\sigma^{-1/\alpha} \leq K$ or $|x|\sigma^{-1/\alpha} \geq K$.

**Proof.** Comparing the asymptotic expansions of $\phi$ for small and large $x$ with the corresponding expansions for $S$ one obtains (2.29), (2.30) for small and large $|x|\sigma^{-1/\alpha}$. For finite $|x|\sigma^{-1/\alpha}$ these estimates are equivalent and they follow from Proposition 2.4. To estimate the derivative
\[
\frac{\partial \phi_{b,\nu}(x; \alpha, \sigma \mu)}{\partial b} = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |p|^b \int_{S^{d-1}} |(\tilde{p}, v)|^b (\log |p| + \log |(\tilde{p}, v)|) \nu(dv) \]
\[
\times \exp\{-\sigma|p|^\alpha \int_{S^{d-1}} |(\tilde{p}, s)|^{\alpha \mu}(ds) e^{-ipx} dp, \quad (2.34)
\]
or equivalently
\[
\frac{\partial \phi_{b,\nu}(x; \alpha, \sigma \mu)}{\partial b} = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \frac{y^b}{|x|^b} \int_{S^{d-1}} |(\tilde{p}, v)|^b (\log y - \log |x| + \log |(\tilde{p}, v)|) \nu(dv) \]
\[
\times \exp\{-\sigma \frac{y^\alpha}{|x|^\alpha} \int_{S^{d-1}} |(\tilde{p}, s)|^{\alpha \mu}(ds) e^{-ipx} dp, \quad (2.35)
\]
one does in the same way using also the well known integral
\[
\int_0^\infty x^{\beta-1} \log x \exp\{-\sigma x^\alpha\} \, dx = \alpha^{-2} \sigma^{-\beta/\alpha} \left[ \Gamma'(\beta/\alpha) - \Gamma(\beta/\alpha) \log \sigma \right]
\]
(which follows from the trivial formula $\int_0^\infty x^{\beta-1} \log x e^{-x} \, dx = \Gamma'(\beta)$).

For example, for small $|x|\sigma^{-1/\alpha}$ one gets (from (2.34)) for $\frac{\partial \phi_{b,\nu}}{\partial \nu}$ a representation of type (2.2) with the additional multiplier $|p|^b g_\nu(\bar{p}; b)(\log |p| + \log (|\bar{p}, \nu|))$. The term $\log (|\bar{p}, \nu|)$ is bounded from above and from below, and therefore the corresponding term is estimated in the same way as in the case of $\phi_{b,\nu}$. In its turn, the term $\log |p|$ will transform to $(\log |p| - \alpha^{-1} \log \sigma)$ after the change of the variable $\sigma^{1/\alpha}|p|$ to $|p|$, which gives the additional term with $\log \sigma$ in (2.32).

For large $|x|\sigma^{-1/\alpha}$ one deals with representation (2.35) in the same way as in Proposition 3.2 to obtain (2.33).

To prove the important asymptotic equation (2.31) one must show that the major (non-vanishing) term of the expansion of the function $\phi_{b,\nu}(x; \alpha, \sigma \mu)$ as $|x|\sigma^{-1/\alpha} \to \infty$ coincides (up to the multiplier $-\sigma$) with the major term of the expansion of $S(x; b, \sigma \nu)$ as $|x|\sigma^{-1/b} \to \infty$. For the case of the uniform measures $\mu, \nu$, it follows from (2.28), (2.13), (2.14). In order to see this in the general case, one follows the line of the arguments of the proof of Proposition 2.3 and presents $\phi_{b,\nu}$ in the form $\psi_1 + \psi_2$ with

$$
\psi_j = \frac{1}{(2\pi|x|)^d|x|^b} \int_0^\infty dy \int_{-1}^1 dt \int_{S^{d-1}} d\phi
\times \exp\{-\sigma \frac{y^\alpha}{|x|\sigma} g_\mu(t, \phi)\} \cos(yt) y^{b+d-1} f_j(t) g_\nu(t, \phi),
$$

where $f_j$ are the same as in Proposition 2.3. The function $\psi_2$ is the rewritten in the form

$$\psi_2 = \frac{2}{(2\pi|x|)^d|x|^b} Re \int_0^\infty dy \int_{1-2\epsilon}^1 dt \int_{S^{d-1}} d\phi \exp\{-\sigma \frac{z^\alpha}{|x|\sigma} g_\mu(t, \phi) e^{-i\alpha\pi/2}\}
\times e^{-zt} (-iz)^{b+d-1} f_2(t) g_\nu(t, \phi).
$$

One sees now directly that the first terms (corresponding to $k = 1$) of the expansions of $S_1$ and $S_2$ from Proposition 2.3 coincide (up to the multiplier $-\sigma$) with the zero terms (corresponding to $k = 0$) of the corresponding expansions of $\psi_1$ and $\phi_2$ respectively, and thus (2.31) follows.
Similarly one can estimate the partial derivatives $\frac{\partial S}{\partial x}$. Moreover, since $\phi_{\alpha,\mu}$ coincides with $-\frac{\partial S}{\partial \sigma}$ and

$$\frac{\partial S}{\partial \alpha}(x; \alpha, \sigma, \mu) = -\sigma \frac{\partial \phi_{\alpha,\mu}(x; \alpha, \sigma, \mu)}{\partial b}igr|_{b=\alpha}$$

one obtains the estimates for the derivative of $S$ with respect to $\sigma$ and $\alpha$ from Proposition 2.5. Thus one obtains the following result.

**Proposition 2.6.** Suppose as usual that (2.4) holds. There exists a constant $C$ such that for the derivative of $S$ with respect to $\sigma$ one has the asymptotic equation

$$\frac{\partial S}{\partial \sigma}(x; \alpha, \sigma, \mu) = \frac{1}{\sigma}S(x; \alpha, \sigma, \mu)(1 + O(|x|^{-\alpha})). \quad (2.36)$$

and the global estimate

$$\left| \frac{\partial S}{\partial \sigma}(x; \alpha, \sigma, \mu) \right| \leq \frac{C}{\sigma}S(x; \alpha, \sigma, \mu). \quad (2.37)$$

Moreover, for the derivatives of $S$ with respect to $x$ and $\alpha$ one has the global estimates

$$\left| \frac{\partial S}{\partial x}(x; \alpha, \sigma, \mu) \right| \leq C \min(\sigma^{-1/\alpha}, |x|^{-1})S(x; \alpha, \sigma, \mu), \quad (2.38)$$

and

$$\left| \frac{\partial S}{\partial \alpha}(x; \alpha, \sigma, \mu) \right| \leq C(1+\log \sigma + \log \max(1, |x|))S(x; \alpha, \sigma, \mu). \quad (2.39)$$

These estimates are uniform for $\alpha$ from any compact subinterval of the interval $(0, 2)$.

The results of Propositions 2.1, 2.3 can be easily generalised to the case of non-symmetric stable laws. On the other hand, the property of unimodality, which was crucial for Proposition 2.4 and the subsequent results, is not known for general stable laws. However, it is known for general one-dimensional stable laws, see Appendix F. Therefore, one obtains the following result.
Proposition 2.7. The statements of Proposition 2.4 -2.6 hold also for general one-dimensional stable densities $S(x; \alpha, \gamma, \sigma)$ uniformly for $|\gamma| \leq \alpha - \epsilon$ (resp. $|\gamma| \leq 2 - \alpha - \epsilon$) with any positive $\epsilon$ whenever $\alpha < 1$ (resp. $\alpha > 1$).

As a corollary of the formulas of this Section, let us present now some identities (which seem to be of independent interest) expressing the stable densities in odd dimensions in terms of the one-dimensional densities.

**Proposition 2.8.** Let

$$S_d(|x|; \alpha) = \frac{1}{(2\pi)^d} \int_{R^d} \exp\{-i(p,x) - |p|^{-\alpha}\} \, dp$$

be the density of the $d$-dimensional stable law of the index $\alpha$ with the uniform spectral measure, which obviously depends on $|x|$ only. Let $S_d^{(k)}(|x|; \alpha)$ denote its $k$-th derivative with respect to $|x|$. Then

$$S_3(|x|; \alpha) = \frac{-1}{2\pi|x|} S_1'(|x|; \alpha),$$

$$S_5(|x|; \alpha) = \frac{A_3}{8\pi^4|x|^2} \left( S_3''(|x|; \alpha) - \frac{1}{4|x|} S_1'(|x|; \alpha) \right),$$

and in general for each positive integer $m$

$$S_{2m+3} = \frac{(-1)^{m+1}A_{2m+1}}{(2\pi)^{2m+2}} \left[ \frac{2^m}{|x|^{m+1}} S_1^{(m+1)} - \frac{2^{m-1}}{2!|x|^{m+2}} \left( (m + \frac{1}{2})^2 - \left( \frac{1}{2} \right)^2 \right) S_1' \right]$$

$$+ \ldots + \frac{(-1)^m}{(m+1)!|x|^{2m+1}} \left( (m + \frac{1}{2})^2 - \left( \frac{1}{2} \right)^2 \right) \ldots \left( (m + \frac{1}{2})^2 - (m - \frac{1}{2})^2 \right) S_1'. $$

**Proof.** To get this result, one can either compare the coefficients of the power expansions (for large $|x|$, if $\alpha \leq 1$, and for small $|x|$, if $\alpha \geq 1$) of the l.h.s. and the r.h.s. of these identities, or one can use formulas (2.17), (2.11) to express the l.h.s. as the one-dimensional Fourier transform of some elementary function and to compare this function with the corresponding function of the r.h.s.

3. Transition probability density for stable jump-diffusions
This section is devoted to the construction and asymptotic properties of the transition probability densities (Green functions) for stable processes with varying coefficients. In the case of \( \alpha > 1 \), the existence of the transition probability density for such a process was first proved in a more general framework in [Koch]. For general \( \alpha \) it is proved in [Neg],[KN], but under the additional assumption that the coefficients (functions \( A(x) \) and \( \mu(x) \)) are infinitely smooth. The arguments of paper [Koch] are based on the theory of hypersingular integrals developed essentially in [Sam1],[Sam2] (and based also on the regularisation procedure from [Las]), and the arguments of papers [Neg],[KN] are based on the classical theory of \( \Psi DO \) with symbols \( S_{\rho,\delta}^a \) introduced by Hörmander, and its extension to the case of symbols with varying order. We prove the existence of this density by a different method. The main new result is to provide local multiplicative asymptotics and global in \( x \) both-sided estimates of this density for finite times, taking into account also the parameter \( h \). For \( h = 1 \) these results were obtained in [K11]. We need nontrivial dependence on \( h \) in the next chapter, in order to be able to investigate the semiclassical asymptotics as \( h \to 0 \) of the Green functions constructed here. We use here standard notations of the theory of pseudo-differential equations that are collected in Appendix D.

Let us recall that the solution \( u_G(t, x; x_0; h) \) to the Cauchy problem

\[
\begin{align*}
\hbar \frac{\partial u}{\partial t} &= \Phi(x, -\hbar \nabla) u, \quad x \in \mathbb{R}^d, \quad t \geq 0, \quad (3.1) \\
u(x)|_{t=0} &= \delta(x - x_0) \quad (3.2)
\end{align*}
\]

is called the Green function (or the fundamental solution) of equation (3.1). If the function \( \Phi \) does not depend on \( x \), the Green function (if it exists) can be written explicitly

\[
 u_G(t, x; x_0; h) = u_G(t, x-x_0; h) = (2\pi \hbar)^{-d} \int_{\mathbb{R}^d} \exp\left\{ \frac{\Phi(p)t + ip(x-x_0)}{\hbar} \right\} dp, \quad (3.3)
\]

because its \( h \)-Fourier transform obviously satisfies the equation

\[ \hbar(\partial \hat{u}/\partial t)(t, p) = \Phi(p)\hat{u}(t, p) \] with initial condition \( \hat{u}(0, p) = (2\pi \hbar)^{-d/2} \exp\{-ipx_0/\hbar\} \).

To simplify the formulas, we restrict our consideration to the case of processes with the uniform spectral measure (but with vary-
ing scale), noting that due to the general formulas of the previous section, all results can be automatically generalised to the case of general one-dimensional stable diffusions, namely to the case when the skewness parameter $\gamma$ depends nontrivially on $x$ with the only restriction that if $\alpha < 1$ (resp. $\alpha > 1$), then $|\gamma(x)| \leq \alpha - \epsilon$ (resp. $|\gamma| \leq 2 - \alpha - \epsilon$) for all $x$ and some positive $\epsilon$, and to the case of general symmetric stable diffusions, having a varying spectral measure $\mu(x, ds)$ with the only restriction that it satisfies (2.4) uniformly for all $x$ (see details concerning general spectral measures in [K11]).

As it follows from the theory of stochastic processes (see. e.g. [Ja] or Appendix C,D), the transition probability density for the stable processes with varying scale $G(x) > 0$ and shift $A(x)$ is the Green function $u_{st}^G$ for equation (3.1) with the symbol

$$\Phi(x,p) = ipA(x) - G(x)\|p\|^\alpha.$$  \hspace{1cm} (3.4)

Due to (3.3), if $G$ and $A$ are constants, the solution to (3.1), (3.2),(3.4) is equal to

$$u_\alpha(t,x-x_0;G,A,h) = (2\pi h)^{-d} \int_{\mathbb{R}^d} \exp\left\{-\frac{G\|p\|^\alpha t + ip(x+At-x_0)}{h}\right\} dp.$$  \hspace{1cm} (3.5)

and therefore

$$u_\alpha(t,x-x_0,G,A,h) = u_\alpha(t,x+At-x_0,G,0,h) = S(x_0-At-x;\alpha,Gth^\alpha).$$  \hspace{1cm} (3.6)

where the function $S(x;\alpha,\sigma)$ was introduced in Proposition 2.2.

From (3.6) and the results of the previous sections we get directly the following estimates for $u$ and its derivatives in $t$ and $x$:

**Proposition 3.1.** For any $B > 0$, $K > 0$, there exists a constant $C > 1$ such that for

$$G \leq B, \quad G^{-1} \leq B, \quad \|A\| \leq B,$$  \hspace{1cm} (3.7)

the following estimates hold uniformly for $\alpha$ from any compact subset of the interval $(0,2)$:

(i) if $|x_0 - At - x| \leq K(th^\alpha)^{1/\alpha}$, then

$$\frac{1}{C}(th^\alpha)^{-d/\alpha} \leq u_\alpha(t,x-x_0;G,A,h) \leq C(th^\alpha)^{-d/\alpha},$$  \hspace{1cm} (3.8)
(ii) if $|x_0 - At - x| \geq K(t h^{\alpha-1})^{1/\alpha}$, then

$$\frac{th^{\alpha-1}}{C|x_0 - At - x|^{d+\alpha}} \leq u_\alpha(t, x - x_0; G, A, h) \leq \frac{C th^{\alpha-1}}{|x_0 - At - x|^{d+\alpha}}.$$  \hfill (3.9)

(iii) for all $t, x$

$$\left| \frac{\partial u_\alpha}{\partial t}(t, x - x_0; G, A, h) \right| \leq \frac{C}{t} u_\alpha(t, x - x_0; G, A, h), \quad (3.10)$$

$$\left| \frac{\partial u_\alpha}{\partial x}(t, x - x_0; G; A, h) \right| \leq \frac{C}{(th^{\alpha-1})^{1/\alpha}} u_\alpha(t, x - x_0; G, A, h), \quad (3.11)$$

$$\left| \frac{\partial u_\alpha}{\partial x}(t, x - x_0; G; A, h) \right| \leq \frac{C}{|x_0 - At - x|} u_\alpha(t, x - x_0; G, A, h). \quad (3.12)$$

**Corollary.** If $\alpha \geq 1$ (resp. $\alpha \leq 1$), for any pairs $(G_1, A_1), (G_2, A_2)$ satisfying (3.7)

$$u_\alpha(t, x - x_0; G_1, A_1, h) \leq C u_\alpha(t, x - x_0; G_2, A_2, h) \quad (3.13)$$

with some constant $C$ and all sufficiently small $t/h$ (resp. $h/t$). If $A_1 = A_2$, the same holds for all $h, t$ uniformly for $\alpha$ from any compact subset of the open interval $(0, 2)$.

Naturally, one expects that for small times the Green function of equation (3.1) with varying coefficients can be approximated by the Green function (3.6) of the corresponding problem with constant coefficients, i.e. by the function $u_\alpha(t, x - x_0; G(x_0), A(x_0), h)$. This is in fact true. To prove this we first prepare some estimates of the convolutions of $u_\alpha$ with itself and relevant functions.

**Remark.** In future we shall often omit for brevity some of the last arguments in the notation for $u_\alpha$, when it will not lead to ambiguity.

**Lemma 3.1.** Let (3.7) holds. (i) If $\alpha > 1$, then uniformly for $\delta \in [0, 1]$, $t \leq h \leq h_0$ with any $h_0$ and $x_0$

$$\int \min(\delta, |\eta|) u_\alpha(t, \eta; G(x_0), A(x_0), h) d\eta = O((th^{\alpha-1})^{1/\alpha}). \quad (3.14)$$
if \( A \equiv 0 \), this holds uniformly for \( t \leq t_0, h \leq h_0, \delta \in [0, 1] \);

(ii) if \( \alpha \leq 1, A \equiv 0 \), then

\[
\int \min(\delta, |\eta|) u_\alpha(t, \eta; G(x_0), A(x_0), h) \, d\eta = O(th^{\alpha-1}) \quad (3.14')
\]

uniformly for \( \delta \in (0, 1), t \leq h \leq h_0 \) with any \( h_0 \).

**Proof.** We shall consider \( A \equiv 0 \) for brevity, because one sees from the proof, that if \( \alpha > 1 \) and \( t \leq h \), the presence of \( A \) does not change anything. We decompose our integral in the sum \( I_1 + I_2 \) corresponding to the decomposition of the domain of integration in the union \( D_1 \cup D_2 \) with

\[
D_1 = \{ \eta : |\eta| \leq (th^{\alpha-1})^{1/\alpha} \}, \quad D_2 = \{ \eta : |\eta| \geq (th^{\alpha-1})^{1/\alpha} \}.
\]

Then, due to (3.8), \( I_1 = O(1)(th^{\alpha-1})^{1/\alpha} \), which is plainly of the form \( O(th^{\alpha-1}) \) for \( \alpha \leq 1 \) and \( t \leq h \).

Next, if \( \alpha > 1 \),

\[
I_2 = O(t)h^{\alpha-1} \int_{D_2} \frac{d\eta}{|\eta|^{\alpha+d-1}} = O(t)h^{\alpha-1} \int_{(th^{\alpha-1})^{1/\alpha}}^\infty |\eta|^{-\alpha} \, d\eta = O(1)(th^{\alpha-1})^{1/\alpha}.
\]

If \( \alpha \leq 1 \), we decompose \( I_2 = I'_2 + I''_2 \) decomposing \( D_2 \) in the union \( D'_2 \cup D''_2 \) with

\[
D'_2 = \{ \eta : (th^{\alpha-1})^{1/\alpha} \leq |\eta| \leq 1 \}, \quad D''_2 = \{ \eta : |\eta| \geq 1 \}.
\]

We have

\[
I'_2 = O(t)h^{\alpha-1} \int_{D'_2} \frac{d\eta}{|\eta|^{\alpha+d-1}} = O(t)h^{\alpha-1} \int_0^1 |\eta|^{-\alpha} \, d|\eta| = O(t)h^{\alpha-1},
\]

\[
I''_2 = O(t)h^{\alpha-1} \int_{D''_2} \frac{d\eta}{|\eta|^{\alpha+d}} = O(t)h^{\alpha-1} \int_1^\infty |\eta|^{-1-\alpha} \, d|\eta| = O(t)h^{\alpha-1},
\]

which completes the proof.

**Proposition 3.2.** Under the same assumptions as in Lemma 3.1, one has

\[
\int_{\mathcal{R}^d} u_\alpha(t-\tau, x-\eta; G(\eta), A(\eta)) \min(\delta, |\eta-x_0|)\tau^{-1} u_\alpha(\tau, \eta-x_0; G(x_0), A(x_0)) \, d\eta
\]

\[ \leq b(t^{-1} \min(\delta, |x-x_0|) + \Delta(\tau, h))u_\alpha(t, x-x_0; G(x_0), A(x_0)) \quad (3.15) \]

with some \( b \), where

\[
\Delta(t, h) = \begin{cases} 
\frac{(t/h)^{\alpha-1} - 1}{\alpha - 1}, & \alpha > 1, \\
h^{\alpha - 1}, & \alpha \leq 1.
\end{cases} \quad (3.16)
\]

**Proof.** Again consider \( A = 0 \) for brevity. Consider separately two domains of the values of \( x \):

\[ M_1 = \{ x : |x-x_0| \geq (th^{\alpha-1})^{1/\alpha} \}, \quad M_2 = \{ x : |x-x_0| \leq (th^{\alpha-1})^{1/\alpha} \}. \]

First let \( x \in M_1 \). Then

\[ |x - x_0| \geq \frac{1}{2}((t - \tau)h^{\alpha-1})^{1/\alpha} + \frac{1}{2}(\tau h^{\alpha-1})^{1/\alpha}. \]

We decompose the integral on the l.h.s. of (3.15) into the sum \( I_1 + I_2 \) corresponding to the partition of the domain of integration in the union \( D_1 \cup D_2 \) with

\[ D_1 = \{ |x - \eta| \geq \frac{1}{2}|x - x_0| \}, \quad D_2 = \{ |x - \eta| \leq \frac{1}{2}|x - x_0| \}. \]

In \( D_1 \)

\[ |x - \eta| \geq \frac{1}{2}|x - x_0| \geq \frac{1}{4}((t - \tau)h^{\alpha-1})^{1/\alpha}, \]

and consequently

\[
u_\alpha(t-\tau, x-\eta) = O(t-\tau)h^{\alpha-1} = \frac{O(t-\tau)h^{\alpha-1}}{|x - \eta|^{d+\alpha}} = \frac{O(t-\tau)}{t}u_\alpha(t, x-x_0; G(x_0)).\]

Hence

\[
I_1 = \frac{O(t-\tau)}{t}u_\alpha(t, x-x_0; G(x_0)) \int \frac{\min(\delta, |\eta - x_0|)}{\tau}u_\alpha(\tau, \eta-x_0; G(x_0)) \, d\eta.
\]

(3.17)

and due to Lemma 3.1, one has

\[
I_1 = \frac{O(t-\tau)}{t}u_\alpha(t, x-x_0; G(x_0)) \Delta(\tau, h).
\]
Next, in $D_2$,

$$\frac{3}{2} |x - x_0| \geq |\eta - x_0| \geq \frac{1}{2} |x - x_0| \geq \frac{1}{4} (\tau h^{\alpha - 1})^{1/\alpha},$$

and consequently there

$$\min(\delta, |\eta - x_0|) u_\alpha(\tau, \eta - x_0; G(x_0)) = O(1) \min(\delta, |x - x_0|) \frac{\tau}{t} u_\alpha(t, x - x_0; G(x_0)).$$

Hence

$$I_2 = O(t^{-1}) \min(1, |x - x_0|) u_\alpha(t, x - x_0; G(x_0)).$$

Thus the required estimates are proved for $x \in M_1$. Next, let $x \in M_2$. Then $u_\alpha(t, x - x_0)$ is of the order $(th^{\alpha - 1})^{-d/\alpha}$. If $t - \tau > \tau$, one can estimate $u_\alpha(t - \tau, x - \eta)$ by $((t - \tau)h^{\alpha - 1})^{-d/\alpha}$, which is of the order $(th^{\alpha - 1})^{-d/\alpha}$. Consequently, the integral on the l.h.s. of (3.15) can be estimated by

$$O(1)u_\alpha(t, x - x_0; G(x_0)) \int \frac{\min(\delta, |\eta - x_0|)}{\tau} u_\alpha(\tau, \eta - x_0; G(x_0)) d\eta,$$

which is again of the order $\Delta(\tau, h)u_\alpha(t, x - x_0; G(x_0))$. If $\tau > t - \tau$, one decomposes the integral in the sum $I_1 + I_2$ by making the partition of the domain of integration in the union $D_1 \cup D_2$ with

$$D_1 = \{ |\eta - x_0| \leq 2(th^{\alpha - 1})^{1/\alpha} \}, \quad D_2 = \{ |\eta - x_0| \geq 2(th^{\alpha - 1})^{1/\alpha} \}.$$

In $D_1$ one estimates $u_\alpha(\tau, \eta - x_0)$ by $(th^{\alpha - 1})^{1/\alpha}$, and obtains for $I_1$ the estimate $\Delta(t, h)u_\alpha$. In $D_2$ one has plainly that $|\eta - x| \geq (th^{\alpha - 1})^{1/\alpha}$, and therefore

$$u_\alpha(t - \tau, x - \eta) = \frac{O(t - \tau)}{t} th^{\alpha - 1}(th^{\alpha - 1})^{-(d + \alpha)/\alpha} = \frac{O(t - \tau)}{t} u_\alpha(t, x - x_0),$$

and one gets for $I_2$ the estimate (3.17). The proof is complete.

**Proposition 3.3.** Under the assumptions of Lemma 3.1

$$\int \min(\delta, |x - \eta|) u_\alpha(t - \tau, x - \eta; G(\eta), A(\eta))$$
(\tau)^{-1} \min(\delta,|\eta-x_0|)u_\alpha(\tau, \eta-x_0; G(x_0), A(x_0)) \, d\eta

= O(1)\Delta(\tau, h)u_\alpha(t, x-x_0; G(x_0), A(x_0)) \quad (3.18)

uniformly for \delta \in [0, 1], where \Delta(\tau, h) is from (3.16).

**Proof.** It is quite similar to the proof of the previous Proposition. Consider again A = 0 and set M, M_2 as in the previous Proposition. In M_1 one makes the same decomposition in domains D_1 and D_2. In D_1

\min(\delta,|x-\eta|)u_\alpha(t-\tau, x-\eta; G(\eta)) = O(\delta)u_\alpha(t, x-x_0; G(x_0))(t-\tau)/t.

and consequently the integral on the l.h.s. of (3.18) has the form

\begin{align*}
O(1)u_\alpha(t, x-x_0; G(x_0)) \frac{t-\tau}{t} \int \frac{\min(\delta,|\eta-x_0|)}{\tau}u_\alpha(t, \eta-x_0; G(x_0)) \\
= O(1)\Delta(\tau, h)u_\alpha(t, x-x_0; G(x_0)).
\end{align*}

In D_2 one estimates the integral by

\begin{align*}
O(1)\min(\delta,|x-x_0|)u_\alpha(t, x-x_0; G(x_0)) \frac{1}{t} \int \min(\delta,|x-\eta|)u_\alpha(t, x-\eta; G(\eta)),
\end{align*}

which gives nothing new. Similarly one analyses the case with \(x \in M_2\), where we omit the details.

We shall need also to carry out the convolution of \(u_\alpha\) with itself. If A \equiv 0 and G(x) satisfies (3.7), or if A, G satisfy (3.7) and \(t \leq h\), then plainly

\begin{align*}
\int_{\mathbb{R}^d} u_\alpha(t-\tau, x-\eta; G(\eta), A(\eta))u_\alpha(\tau, \eta-x_0; G(x_0), A(x_0)) \, d\eta
\leq bu_\alpha(t, x-x_0; G(x_0), A(x_0)) \quad (3.19)
\end{align*}

with some constant b, because of (3.13) and the semigroup identity

\begin{align*}
\int_{\mathbb{R}^d} u_\alpha(t-\tau, x-\eta; G(x_0), A(x_0))u_\alpha(\tau, \eta-x_0; G(x_0), A(x_0)) \, d\eta
= u_\alpha(t, x-x_0; G(x_0), A(x_0))
\end{align*}
for the Green function (3.5) of equation (3.1),(3.4) with constant coefficients. It can be shown also directly, in the same way as above (see e.g. Lemma 5.1 below). We shall show now that this estimate can be expanded beyond the restriction $t \leq h$ even for non-vanishing $A$. This result can be used for the corresponding generalisations of the main Theorem 3.1 below.

**Proposition 3.4.** Let $A(x)$ and $G(x)$ satisfy the assumptions (3.7) for all $x$ and let $A(x)$ have a uniformly bounded derivative. If $\alpha > 1$, then (3.19) holds for all $x, x_0$ and small $t \leq h^{(\alpha-1)/(2\alpha-1)}$.

**Proof.** Due to the assumptions, one has

$$(t - \tau)^2 \leq ((t - \tau)h^{\alpha-1})^{1/\alpha}$$

for all $\tau \in (0, t]$. To prove (3.19) we decompose the integral in the l.h.s. of (3.19) in the sum $I_1 + I_2$ of the integrals corresponding to the decomposition of the domain of integration into two sets

$$M_1 = \{\eta : |\eta - x| \leq 2B(t - \tau)\}, \quad M_2 = \{\eta : |\eta - x| \geq 2B(t - \tau)\},$$

where the constant $B$ is from estimate (3.7). In $M_1$

$$\eta - A(\eta)(t - \tau) - x = \eta - A(x)(t - \tau) - x + O(t - \tau)^2.$$

Therefore, making the shift of the variable of integration $\eta \mapsto \xi = \eta + A(x_0)\tau$ in the integral $I_1$ and using the semigroup identity yields the estimate

$$I_1 \leq u_\alpha(t, x - x_0 + A(x_0)t + (A(x) - A(x_0))(t - \tau) + O(t - \tau)^2).$$

If $|x - x_0| \geq K(t - \tau)$ with large enough $K$, then $(A(x) - A(x_0))(t - \tau) + O(t - \tau)^2 < |x - x_0|/2$ and the last expression can be estimated by $O(u_\alpha(t, x - x_0))$ due to Proposition 3.1. On the other hand, if $|x - x_0| = O(t - \tau)$, then the last expression is of the form

$$u_\alpha(t, x + O(t - \tau)^2; x_0; G(x_0), A(x_0))$$

$$= u_\alpha(t, x + O((t - \tau)h^{\alpha-1})^{1/\alpha}; x_0; G(x_0), A(x_0)),$$

which again can be estimated by $u_\alpha(t, x - x_0)$ due to (3.8),(3.9). In order to estimate $I_2$, one notes that in $M_2$ the magnitudes $|\eta - x|,$
$|\eta - A(\eta)(t - \tau) - x|$, and $|\eta - A(x_0)(t - \tau) - x|$ are of the same order, and therefore in $M_2$

$$u_\alpha(t - \tau, x - \eta; G(\eta), A(\eta), h) \leq C^2 u_\alpha(t - \tau, x - \eta; G(x_0), A(x_0), h),$$

which completes the proof of the Proposition.

Now we can state the main result of this section.

**Theorem 3.1.** Let $G(x), A(x)$ be functions on $\mathbb{R}^d$ such that $G^{-1}(x)$ is uniformly bounded and $G, A(x)$ have uniformly bounded derivatives up to and including the order $q$, $q \geq 2$. Suppose also that $A(x) \equiv 0$ if $\alpha \leq 1$. Then the Green function $u_{G}^{st}(t, x, x_0, h)$ for equation $(3.1),(3.4)$ exists, is continuous and differentiable in $t$ for $t > 0$. For arbitrary $h_0 > 0$ and $t_0 > 0$ the following representation holds uniformly for $t \leq t_0$, $t \leq h \leq h_0$:

$$u_{G}^{st}(t, x, x_0, h) = u_\alpha(t, x - x_0; G(x_0), A(x_0), h) \times (1 + O(1) \min(1, |x - x_0|) + O(t \Delta(t, h))),$$

(3.20)

and

$$\frac{\partial u_{G}^{st}}{\partial t}(t, x, x_0, h) = \frac{\partial u_\alpha}{\partial t}(t, x - x_0) + O(t^{-1})u_\alpha(t, x - x_0)(\min(1, |x - x_0|) + O(t \Delta(t, h))),$$

(3.21)

where $\Delta(t, h)$ is given in (3.16) and $u_\alpha$ is defined in (3.5),(3.6). If $\alpha > 1$ (respectively $\alpha \leq 1$, $u_{G}^{st}$ has continuous derivatives of all orders $l \leq q$ (respectively $l \leq q - 1$), and for these derivatives the following representations hold:

$$\frac{\partial^l u_{G}^{st}}{\partial x^l}(t, x, x_0, h) = \frac{\partial^l u_\alpha}{\partial x^l}(t, x - x_0) + O((th^{\alpha - 1})^{-l/\alpha})u_\alpha(t, x - x_0)(\min(1, |x - x_0|) + t \Delta(t, h)),$$

(3.22)

At last, if $\alpha > 1$ and $A \equiv 0$, then all this estimates holds for small enough $t$ without the restriction $t \leq h$.

**Remark 1.** Notice that in case $\alpha \geq 1$ (resp. $\alpha < 1$ and $A \equiv 0$), a sufficient condition for the right hand side of (1.8) to be well defined is the existence of the second (resp. only the first) derivative of the function $u$. This is the reason for assuming $q \geq 2$
in Theorem 3.1. Under weaker assumptions, for example if $A, \mu$
are only Hölder continuous, one can still prove the convergence
of series (3.20) below defining the Green function. But in that
case one faces a quite non-trivial problem to define rigourously,
in what (generalised) sense equation (1.8) is actually satisfied by
the corresponding function $u_G^{st}$. This can be done (see e.g. [Koch]
for the case $\alpha \geq 1$), but we are not going to discuss this problem
here. Notice also that since $\partial u_\alpha / \partial t = O(t^{-1})u_\alpha$, it follows that the
second term in (3.21) is actually smaller than the principle term.
The same remark concerns formula (3.22).

**Remark 2.** If $t/h$ is not small, then more rough estimates may
be available, which one can obtain using Proposition 3.4.

**Proof.** The method is based on the Du Hamel formula as
in Sect 3.4. The function $u_\alpha$ given by (3.14), (3.5) satisfies the
equation (as a function of $(t,x)$)

$$\frac{\partial u}{\partial t}(t, x, x_0, h) = \frac{1}{h}\Phi(x, -ih\nabla)u - F(t, x, x_0, h)$$

(3.23)

with

$$F(t, x, x_0, h) = \frac{1}{h}(\Phi(x, -ih\nabla) - \Phi(x_0, -ih\nabla))u_\alpha(t, x, x_0; G(x_0), A(x_0), h)$$

$$= \frac{A(x) - A(x_0)}{(2\pi h)^d} \int_{\mathbb{R}^d} \frac{ip}{h} \exp\left\{-G(x_0)\|p\|^\alpha t + ip(x + A(x_0)t - x_0)\right\} dp$$

$$- \frac{G(x) - G(x_0)}{(2\pi h)^d} \int_{\mathbb{R}^d} \frac{\|p\|^\alpha}{h} \exp\left\{-G(x_0)\|p\|^\alpha t + ip(x + A(x_0)t - x_0)\right\} dp.$$  

Equivalently,

$$F(t, x, x_0, h) = (A(x) - A(x_0)) \frac{\partial u_\alpha}{\partial x}(t, x-x_0) + \frac{G(x) - G(x_0)}{G(x_0)} \frac{\partial u_\alpha}{\partial t}(t, x-x_0)$$

(3.24)

where by the assumptions of the Theorem, the first term is not
vanishing only for $\alpha > 1$. Therefore, due to the Du Hamel principle,
if $u_G^{st}$ is the Green function for equation (3.1), (3.4), then

$$u_\alpha(t, x - x_0) = (u_G^{st} - F u_G^{st})(t, x, x_0, h),$$
where the integral operator $\mathcal{F}$ is defined, as in Sect. 3.4, by the formula

$$
(\mathcal{F}\phi)(t, x, \xi) = \int_0^t \int_{\mathbb{R}^d} \phi(t - \tau, x, \eta)F(\tau, \eta, \xi) \, d\eta \, d\tau \equiv \phi \otimes F. \quad (3.25)
$$

We use, as in the proof of Theorem 3.4.1, the special symbol $\phi \otimes F$ for the (convolution-type) integral in (3.25). Therefore,

$$
u^{\alpha}_G = (1 - \mathcal{F})^{-1} \nu_\alpha = (1 + \mathcal{F} + \mathcal{F}^2 + \ldots) \nu_\alpha, \quad \mathcal{F}^k \nu_\alpha = \nu_\alpha \otimes F \otimes \ldots \otimes F. \quad (3.26)
$$

Consequently, one needs to prove the convergence of this series and the required estimate for its sum and its derivative in $t$. In fact, though in previous arguments we presupposed the existence of the Green function $u_\mathcal{G}$, one verifies directly that the sum (3.26) satisfies equation (3.1) (whenever it converges together with its derivative).

From (3.10), (3.12) and the assumptions on $G$ and $A$, it follows from (3.24) that there exists $a > 0$ such that

$$
|F(t, x, x_0, h)| \leq a(\nu_\alpha(t, x - x_0) + \tilde{u}(t, x - x_0)), \quad (3.27)
$$

where

$$
\tilde{u}(t, x - x_0) = t^{-1} \min(1, |x - x_0|) \nu_\alpha(t, x - x_0).
$$

To make the following formulas shorter it is convenient to introduce an additional notation. Namely, for any functions $u(t, x, x_0)$, $v(t, x, x_0)$ on $\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}^d$ let

$$
(u \circ v)(t, \tau, x, x_0) = \int_{\mathbb{R}^d} u(t - \tau, x, \eta) v(\tau, \eta, x_0) \, d\eta
$$

(if this integral exists, of course). Obviously, the operation $\otimes$ introduced earlier is connected with the operation $\circ$ by the formula

$$
(u \otimes v)(t, x, x_0) = \int_0^t (u \circ v)(t, \tau, x, x_0) \, d\tau,
$$

and moreover, formulas (3.15), (3.18), (3.19) can be rewritten now in the following concise form:

$$
(u_\alpha \circ \tilde{u})(t, \tau, x, x_0) \leq c(\Delta(\tau, h)u_\alpha(t, x, x_0) + \tilde{u}(t, x, x_0)), \quad (3.15')
$$
\[(t \bar{u} \circ \tilde{u})(t, \tau, x, x_0) \leq c\Delta(\tau, h)u_\alpha(t, x, x_0), \quad (3.18')\]
\[(u_\alpha \circ u_\alpha)(t, \tau, x, x_0) \leq cu_\alpha(t, x, x_0) \quad (3.19')\]

with some constant \(c > 0\) and all \(0 < \tau < t \leq t_0\) with an arbitrary fixed \(t_0\). For the function \(v = u_\alpha + \tilde{u}\) it follows directly that

\[(u_\alpha \circ v)(t, \tau, x, x_0) \leq c(\Delta(\tau, h)u_\alpha(t, x, x_0) + v(t, x, x_0))\]

and therefore (taking into account that \(t \bar{u} \leq u_\alpha\)) also that

\[(tv \circ v)(t, \tau, x, x_0) \leq c(\Delta(\tau, h)u_\alpha(t, x, x_0) + tv(t, x, x_0))\]

again with some constant \(c > 0\) (perhaps different from the previous one). Using these inequalities we are going now to prove the convergence of series (3.20). The case \(\alpha \leq 1\) is simpler. Let us discuss it first. In that case \(\Delta(t, h) = h^{\alpha-1}\) and from above formulas we obtain:

\[(u_\alpha \circ v) \leq c(h^{\alpha-1}u_\alpha + v), \quad [t(h^{\alpha-1} + v)] \circ v \leq ch^{\alpha-1}u_\alpha.\]

with some \(c > 0\). Therefore, since \(|F| \leq av\), one obtains

\[|u_\alpha \otimes F| \leq ac(t(h^{\alpha-1}u_\alpha + v), \quad |u \otimes F \otimes F| \leq a^2c^2th^{\alpha-1}u_\alpha,\]

and generally (by trivial induction)

\[|u \otimes F^{\otimes(2k)}| \leq \frac{(a^2c^2th^{\alpha-1})^k}{(k!)^2}u_\alpha; \quad |u \otimes F^{\otimes(2k+1)}| \leq \frac{ac(a^2c^2th^{\alpha-1})^k}{k!(k+1)!}t(h^{\alpha-1}u_\alpha + v)\]

for all natural \(k\). Therefore

\[u \otimes F^{\otimes2} + u \otimes F^{\otimes4} + \ldots \leq e^{a^2c^2t}u_\alpha,\]
\[u \otimes F^{\otimes3} + u \otimes F^{\otimes5} + \ldots \leq ace^{a^2c^2t}(h^{\alpha-1}u_\alpha + v).\]

Consequently, series (3.26) is convergent in the required domain uniformly outside any neighbourhood of the set \(\{t = 0, x = x_0\}\) (Notice that if one divides each element of this series on \(u_\alpha\), then the
corresponding new series will converge uniformly for all $x, x_0$ and $t \leq \min(t_0, h)$. Moreover, for its sum one gets the representation

$$u^s_G = u_\alpha(1 + O(t \Delta(t, h))) + (u_\alpha \otimes F)(1 + O(t \Delta(t, h))), \quad (3.28)$$

which clearly implies the required estimate.

The case $\alpha > 1$ requires only a bit more elaborate calculations. In that case one proves by induction that

$$|u \otimes F^{\otimes(2k)}| \leq \frac{1}{(k!)^2} (B^2 t \Delta(t, h))^k u_\alpha,$$

$$|u \otimes F^{\otimes(2k+1)}| \leq \frac{1}{(k!)^2 t B (B^2 t \Delta(t, h))^k (\Delta(t, h) u_\alpha + v)}$$

for all natural $k$ and some constant $B$. Thus, we obtain the convergence of series (3.26) for $\alpha > 1$ and again the representation of its sum in form (3.28).

Remark. Using a slight modification of Proposition 3.2, one can obtain the estimate $|F \otimes F| = O(t^{\omega-1}) u_\alpha$, which can be used to simplify the above given proof of the convergence of (3.20).

It remains to prove (3.21), (3.22).

It remains to prove (3.16), (3.17). The difficulty that arises here is due to the observation that if one differentiates directly the terms of series (3.26) and uses the estimates (3.10), (3.11), one obtains the expressions which are not defined (because $\tau^{-1}$ is not an integrable function for small $\tau$). To avoid this difficulty, one needs to rearrange appropriately the variables of integration in (3.25), before using the estimates for the derivatives. To begin with, notice that due to (3.10), (3.11) and the assumption that $A \equiv 0$ for $\alpha \leq 1$ one obtains that

$$\frac{\partial F}{\partial t}(t, x, x_0) = O(t^{-1})(u_\alpha(t, x - x_0) + \tilde{u}(t, x - x_0)),$$

$$\frac{\partial F}{\partial x}(t, x, x_0) = O(t h^{\alpha-1}^{-1/\alpha})(u_\alpha(t, x - x_0) + \tilde{u}(t, x - x_0)), \quad (3.29)$$

if $G$ and $A$ have bounded derivatives.
Noticing that the convolution (3.25) after the change of the variable $\tau = st$ can be presented in the equivalent form

$$(\phi \otimes F)(t, x, \xi) = t \int_0^1 \phi(t(1 - s), x, \eta)F(ts, \eta, \xi) \, d\eta \, ds$$

one can now estimate the derivative of the second term in (3.26) in the following way:

$$\frac{\partial}{\partial t}(u_\alpha \otimes F)(t, x, x_0) = \int_0^1 u_\alpha(t(1 - s), x - \eta)F(ts, \eta, x_0) \, d\eta \, ds$$

$$+ t \int_0^1 [(1 - s) \frac{\partial u_\alpha}{\partial t}(t(1 - s), x - \eta)F(ts, \eta, x_0)$$

$$+ s u_\alpha(t(1 - s), x - \eta) \frac{\partial F}{\partial t}(ts, \eta, x_0)] d\eta \, ds,$$

and all three terms of this expression are of the order $O(t^{-1})(u_\alpha \ast F)(t, x, x_0)$. Similarly one estimates the derivatives of the other terms in series (3.26), which gives (3.21).

Turning to (3.22) let us bound ourselves to the estimate of the first derivative only, higher derivatives being estimated similarly. The consideration of the case $\alpha > 1$ is trivial, because in that case $\tau^{-1/\alpha}$ is an integrable function for small $\tau$, and consequently, differentiating expansion (3.26) term by term and using estimate (3.11) yields the required result straightforwardly. Suppose $\alpha \leq 1$ (and $A \equiv 0$). To estimate the derivative of the second term in (3.26) let us rewrite it in the following form:

$$\mathcal{F} u_\alpha(t, x, x_0) = (u \otimes F)(t, x, x_0) = \int_0^{t/2} u_\alpha(t - \tau, x - \eta)F(\tau, \eta, x_0) \, d\eta \, d\tau$$

$$+ \int_{t/2}^t u_\alpha(t - \tau, \eta)F(\tau, x - \eta, x_0) \, d\eta \, d\tau.$$

Now, differentiating with respect to $x$ and using (3.11) and (3.29) to estimate the first and the second term respectively, yields for the magnitude of the derivative of $\mathcal{F} u_\alpha$ the same estimate as for $\mathcal{F} u_\alpha$ itself but with an additional multiplier of the order $O(th^{\alpha - 1}/\alpha)$. 

We are going to estimate similarly the derivative of the term $F^k u_\alpha(t, x, x_0)$ in (3.26), which equals

$$
\int_{\sigma_t} d\tau_1...d\tau_k \int_{\mathbb{R}^k} d\eta_1...d\eta_k u_\alpha(t-\tau_1-...-\tau_k, x-\eta_1) F(\tau_1, \eta_1, \eta_2)...F(\tau_k, \eta_k, x_0),
$$

where we denoted by $\sigma_t$ the simplex

$$
\sigma_t = \{\tau_1 \geq 0, ..., \tau_k \geq 0 : \tau_1 + ... \tau_k \leq t\}.
$$

To this end, we make the partition of this simplex in the union of the $k+1$ domains $D_l$, $l = 0, ..., k$, (which clearly have disjoint interiors) with $D_0 = \sigma_{t/2}$ and

$$
D_l = \{(\tau_1, ..., \tau_k) \in \sigma_t \setminus \sigma_{t/2} : \tau_l = \max\{\tau_j, j = 1, ..., k\}\}, \quad l = 1, ..., k,
$$

and then make a shift in the variables $\eta$ to obtain $F^k u_\alpha = F_0^k + ... + F_k^k$ with $F_0^k(t, x, x_0)$ being equal to

$$
\int_{\sigma_{t/2}} d\tau_1...d\tau_k \int_{\mathbb{R}^k} d\eta_1...d\eta_k u(\tau_1, \eta_1) F(\tau_1, \eta_1, \eta_2)...F(\tau_k, \eta_k, x_0),
$$

and with $F_l^k(t, x, x_0)$ being equal to

$$
\int_{D_l} d\tau_1...d\tau_k \int_{\mathbb{R}^k} d\eta_1...d\eta_k u(t-\tau_1-...-\tau_k, y_1) F(\tau_1, x-y_1) F(\tau_1, x-y_1, x-y_2)... \times F(\tau_{l-1}, x-y_{l-1}, x-y_l) F(\tau_l, x-y_l, \eta_{l+1})...F(\tau_k, \eta_k, x_0)
$$

for $l = 1, ..., k$. Now, differentiating $F_0^k$ with respect to $x$ we use estimate (3.11), and differentiating $F_l^k$, $l = 1, ..., k$, we use (3.29) for the derivative of $F(\tau_1, x-y_l, \eta_{l+1})$ and the estimate

$$
\frac{\partial^l}{\partial x^l} F(t, x-\eta, x-\xi) = O(1)(u_\alpha(t, \eta-\xi) + \tilde{u}(t, \eta-\xi)), \quad l \leq q-1,
$$

(3.29')

(actually we need only $l = 1$ now) for the derivatives of other multipliers. The estimate (3.29') follows easily from (3.24). In this way, one obtains (noticing also that $\tau_l \geq t/(2k)$ in $D_l$) for the
derivative of the term $F^k u$ in (3.26) the same estimate as for $F^k u$ itself, but with additional multiplier of the form

$$O(1) \left[ (th^{\alpha-1})^{-1/\alpha} + k \left( \frac{h^{\alpha-1}}{k} \right)^{-1/\alpha} + \frac{k(k+1)}{2} \right] = O(1)(th^{\alpha-1})^{-1/\alpha}k^{1+1/\alpha}.$$  

As it was proved above, the terms $F^k$ are estimated by the expressions of the form $O(1)(Cth^{\alpha-1})^k/(k!)$ with some constant $C$. Multiplying these terms by $k^q$ with any fixed positive $q$ does not spoil the convergence of the series, which implies the required estimate for the derivative of $u^G_{xt}$. The proof of Theorem 3.1 is therefore complete.

Remark. It follows from the theorem that if $A(x) \equiv 0$ and $\alpha > 1$, the asymptotics of the $u^G_{xt}$ for small $h$ and small $t$ are the same. For the case of constant coefficients it follows directly from (3.6). As also can be seen from (3.6), if $\alpha < 1$, small $h$ and small $t$ asymptotics are different already for constant coefficients.

Let us indicate shortly some consequences of this theorem related to the solutions of the Cauchy problem of equation (3.1).

As usual, we shall denote by $C(\mathcal{R}^d)$ the Banach space of continuous bounded functions on $\mathcal{R}^d$ with the sup-norm, by $C_0(\mathcal{R}^d)$ we shall denote its closed subspace consisting of functions vanishing at infinity, and by $C^k(\mathcal{R}^d)$, $k$ being a positive integer, we denote the Banach space of continuous functions having bounded derivatives up to and including the order $k$ with the norm $\|f\| = \max_{l \leq k} \sup_x |f^{(l)}(x)|$.

For an arbitrary $f \in C(\mathcal{R}^d)$ and $t > 0$, let

$$(R_t f)(x) = \int_{\mathcal{R}^d} u^G_{xt}(t, x, \xi) f(\xi) \, d\xi.$$  

**Proposition 3.5.** Suppose the assumptions of Theorem 3.1 are satisfied, and let $T$ be an arbitrary positive number. Then

(i) $(R_t f)(x)$ tends to $f(x)$ as $t \to 0$ for each $x$ and any $f \in C(\mathcal{R}^d)$; moreover, if $f \in C_0(\mathcal{R}^d)$, then $R_t f$ tends to $f$ uniformly, as $t \to 0$;

(ii) if $\alpha > 1$ (resp. $\alpha \leq 1$), then $R_t$ is a continuous operator $C(\mathcal{R}^d) \to C^l(\mathcal{R}^d)$ with the norm of the order $O(t^{-1/\alpha})$ for all $l \leq q$ (resp. $l \leq q - 1$);
(iii) $R_t$, $t \in (0, T]$, is a uniformly bounded family of operators $\mathcal{C}^l(\mathbb{R}^d) \rightarrow \mathcal{C}^l(\mathbb{R}^d)$ for all $l \leq q - 1$;

(iv) if $f \in \mathcal{C}(\mathbb{R}^d)$ and $t > 0$, the function $R_t f(x)$ satisfies equation (3.1);

(v) the Cauchy problem for equation (3.1) can have at most one solution in the class of continuous functions belonging to $C_0(\mathbb{R}^d)$ for each $t$; this solution is necessarily non-negative whenever the initial function is non-negative.

Proof. (i) follows from representation (3.20) and the fact that the same statement clearly holds, if one replaces $u_{st} G$ with $u_\alpha$ in the definition of $R_t$. (ii) follows again from (3.20) and estimate (3.11) together with its trivial generalizations for higher derivatives. To prove (iii), we rewrite the expression for $R_t$ in the following equivalent form:

$$R_t f(x) = \int_{\mathbb{R}^d} u_{st}^\alpha(t, x, x - y) f(x - y) \, dy,$$

and then use the estimates

$$\frac{\partial^l}{\partial x^l} u_{st}^\alpha(t, x, x - y) = O(1) u_\alpha(t, y), \quad l = 1, ..., q - 1,$$

which follow from (3.20) and (3.29'). (iv) holds, because $u_{st}^\alpha$ satisfies equation (1.8). (v) follows from a general fact on the positivity of the solutions to pseudo-differential equations with a generator satisfying the positive maximum principle (see e.g. [K11]).

**Corollary.** The Green function $u_{st}^\alpha$ is everywhere non-negative, satisfies the semigroup identity (the Chapman-Kolmogorov equation) and $\int u_{st}^\alpha(t, x, \eta) \, d\eta = 1$ holds for all $t, x \in \mathbb{R}^d$. In particular, the semigroup defined by equation (3.1) is a Feller semigroup, which therefore corresponds to a certain Feller process.

The first two statements on $u_{st}^\alpha$ follow directly from Proposition 3.5 (actually from statements (iv),(v)). The last statement can be deduced from it by means of a rather standard trick, see [Koch], where it is proved in the case $\alpha \geq 1$ (in general case it is proved exactly in the same way, whenever the existence result of Proposition 3.5 is established).
Before formulating the next result, let us prove a simple Lemma.

**Lemma 3.2.** Let \( G(x) \) and \( A(x) \) satisfy the assumptions of Theorem 3.1. Then

\[
\int_{\{|x - \eta| \leq (th^{-1})^{1/(1+\alpha)}\}} u_\alpha(t, x - \eta; \mu(\eta), A(\eta)) \, d\eta = 1 - O((th^{-1})^{1/(1+\alpha)}).
\]

\[
\int_{\{|x - \eta| \geq (th^{-1})^{1/(1+\alpha)}\}} u_\alpha(t, x - \eta; \mu(\eta), A(\eta)) \, d\eta = O((th^{-1})^{1/(1+\alpha)}).
\]

**Proof.** The second estimate follows directly from (3.9), (3.13). To prove the first inequality, notice that due to the mean-value theorem and Proposition 2.6, one has

\[
|u_\alpha(t, x - \eta; G(\eta), A(\eta)) - u_\alpha(t, x - \eta; G(x), A(x))| = (O(t) + O(|x - \eta|)u_\alpha(t, x - \eta; G(x), A(x)) \leq (O((th^{-1})^{1/(1+\alpha)})u_\alpha(t, x - \eta; G(x), A(x))
\]

for \(|x - \eta| \leq (th^{-1})^{1/(1+\alpha)}\). Since \( \int u_\alpha(t, x - \eta; \mu(x), A(x)) \, dx = 1 \) (because \( u_\alpha \) is a probability density), it implies the first inequality stated in the Lemma.

**Theorem 3.2.** Under the assumptions of Theorem 3.1, for any \( h_0 \) there exists a constant \( K \) such that for all \( t \leq h \leq h_0 \) and all \( x, x_0, y \)

\[
K^{-1} u_\alpha(t, x - x_0, G(y), A(y), h) \leq u_G^{st}(t, x - x_0, h) \leq K u_\alpha(t, x - x_0, G(y), A(y), h).
\]

**Proof.** Obviously it is enough to prove the statement for small enough \( t \), because then one can automatically expand this result to all (finite) \( t \) using the semigroup identities for \( u_G^{st} \) and \( u_G^{st} \). Moreover, due to (3.13), it is enough to get the result for \( y = x_0 \). Next, the upper bound for \( u_G^{st} \) follows directly from (3.20). Due to (3.28), in order to get the lower bound, it is enough to prove that

\[
u_\alpha + u_\alpha \otimes F \geq \epsilon u_\alpha \quad (3.30)
\]

with some positive \( \epsilon \). Notice first of all that due to the estimates of \( u_\alpha \otimes F \) given above, (3.24) holds trivially for small \(|x - x_0| \) (and
small $t$). Thus one needs to consider only the case of $|x - x_0| > \delta$ with any positive fixed $\delta$. Next, the contribution in $u_\alpha \otimes F$ of the first term in (3.24) is of the form $O(t^\omega)u_\alpha$, and consequently in proving (3.30) only the second term of (3.24) must be taken into account. Clearly, for any $\delta > 0$, the second term of (3.24) can be presented in the form

$$O(1) \min(\delta, |x - x_0|) t^{-1} u_\alpha(t, x - x_0) + \frac{G(x) - G(x_0)}{G(x_0)} (1 - \Theta_\delta(|x - x_0|)) \frac{\partial u_\alpha}{\partial t}(t, x - x_0),$$

where $O(1)$ is uniform with respect to $\delta \in (0, 1)$. Due to Proposition 3.2, the contribution in $u_\alpha \otimes F$ of the first term in this expression has the order $(O(\delta) + O(t^\omega))u_\alpha$ and can be made smaller that $\epsilon u_\alpha$ by choosing small enough $\delta$ and $t$. Thus only the contribution of the second term of the above expression is of interest (and only for $|x - x_0| > \delta$). It follows from Propositions 2.2, 2.5 that for $|x - x_0| > \delta$ with a given $\delta$ and $t \to 0$

$$\frac{\partial u_\alpha}{\partial t}(t, x - x_0) = \frac{1}{t} u_\alpha(t, x - x_0)(1 + O(\tau h^{\alpha - 1})) = \frac{\gamma h^{\alpha - 1} G(x_0)}{|x - x_0|^{d+\alpha}} (1 + O(\tau h^{\alpha - 1}))$$

with a positive $\gamma$ (which equals actually to the coefficient of the first term in expansion (2.10). Consequently, up to nonessential terms,

$$u_\alpha \otimes F = \int_0^t d\tau \int d\eta 
\times u_\alpha(t - \tau, x - \eta)(1 - \Theta_\delta(|\eta - x_0|)) \frac{\gamma h^{\alpha - 1}(G(\eta) - G(x_0))}{|\eta - x_0|^{d+\alpha}} (1 + O(\tau h^{\alpha - 1})).$$

Now we decompose this integral into the sum $I_1 + I_2$ by decomposing the domain of integration with respect to $\eta$ into the union $D_1 \cup D_2$ with

$$D_1 = \{\eta : |\eta - x| \geq (\tau h^{\alpha - 1})^{1/(1+\alpha)}\}, \quad D_2 = \{\eta : |\eta - x| \leq (\tau h^{\alpha - 1})^{1/(1+\alpha)}\}.$$

Clearly

$$I_1 = \int_0^t d\tau \int_{D_1} d\eta \frac{O(\tau h^{\alpha - 1})}{|x - \eta|^{d+\alpha}} \frac{1}{|\eta - x_0|^{d+\alpha}}.$$
Representing $D_1 = D'_1 \cup D''_1$ with $D'_1 = \{ \eta \in D_1 : |x-\eta| \geq |x_0-\eta| \}$ and $D''_1 = D_1 \setminus D'_1$ one has $|x-\eta| \geq |x-x_0|/2$ in $D'_1$, and $|\eta-x_0| \geq |x-x_0|/2$ in $D''_1$. Therefore,

$$I_1 = O(th^{\alpha-1})u_\alpha(t,x-x_0) \int_{|y| \geq (th^{\alpha-1})^{1/(1+\alpha)}} \frac{dy}{|y|^{d+\alpha}}$$

$$= O((th^{\alpha-1})^{1/(1+\alpha)})u_\alpha(t,x-x_0).$$

Consequently, the integral $I_1$ is small as compared with the first term on the l.h.s. of (3.30). Turning to the estimate of $I_2$ notice that due to the first estimate of Lemma 3.2 one can write

$$I_2 = tf(x)(1 + O((th^{\alpha-1})^{1/(1+\alpha)}))$$

$$+ \int_0^t d\tau \int u_\alpha(t-\tau,x-x_0;G(\eta),A(\eta))(f(\eta) - f(x)) \, d\eta$$

with

$$f(\eta) = \gamma h^{\alpha-1}(1 - \Theta_\delta(|x-x_0|)) \frac{G(x) - G(x_0)}{|x-x_0|^{d+\alpha}}$$

The second term in $I_2$ we estimate using the mean-value theorem for function $f$, which gives for this term an estimate of the same order as $I_1$. It remains only the first term in the expression for $I_2$. It follows that up to nonessential terms

$$u_\alpha \otimes F = (1 - \Theta_\delta(|x-x_0|)) \frac{t\gamma h^{\alpha-1}(G(x) - G(x_0))}{|x-x_0|} (1 + O(t))$$

$$= (1 - \Theta_\delta(|x-x_0|))(1 + O(t))$$

$$\times [u_\alpha(t,x-x_0,G(x),A(x),h) - u_\alpha(t,x-x_0,G(x_0),A(x_0),h)].$$

Clearly, this expression when added to $u_\alpha(t,x-x_0,G(x_0),A(x_0),h)$ is not less than $\epsilon u_\alpha(t,x-x_0)$ with some $\epsilon \in (0,1)$ if $t$ is small enough. The proof is therefore completed.

It is often useful to know that the solution to a Cauchy problem preserves a certain rate of decay at infinity. We present now a result of this kind for equation (3.1), (3.4), which we shall use also in the
next Section. Let for \( \beta > 0, \epsilon > 0 \) the functions \( f^d_\beta \) be defined on \( \mathbb{R}^d \) by the formulas
\[
    f^d_\beta(x) = (1 + |x|^{\beta+d})^{-1}, \quad f^d_{\beta, \epsilon}(x) = f^d_\beta(x/\epsilon)
\]

**Proposition 3.6.** Under the assumptions of Theorem 3.1 there exists a constant \( B \) such that
\[
    \int_{\mathbb{R}^d} u^G_{\alpha}(t, x, \eta) f^d_{\alpha, \epsilon}(\eta - x_0) \, d\eta \leq B f^d_{\alpha, \epsilon}(x - x_0).
\]
whenever \( t \leq h \leq \epsilon \).

**Proof.** Obviously it is enough to prove the statement for \( x_0 = 0 \), and due to (3.20), with \( u_\alpha \) instead of \( u^G_\alpha \). Furthermore, for \( |\eta| > \frac{1}{2} |x| \) one can estimate
\[
    f^d_{\alpha, \epsilon}(\eta) \leq (1 + (|x|/2)^{\alpha+d})^{-1} \leq 2^{\alpha+d} f^d_{\alpha, \epsilon}(x),
\]
and therefore for \( x_0 = 0 \), the integral in (3.31) over the set \( \{|\eta| > \frac{1}{2} |x|\} \) does not exceed
\[
    \int_{\mathbb{R}^d} u_\alpha(t, x - \eta; G, A) 2^{\alpha+d} f^d_{\alpha, \epsilon}(x) \, d\eta \leq 2^{\alpha+d} f^d_{\alpha, \epsilon}(x).
\]
Hence, it remains to show that
\[
    \int_{\{|\eta| \leq \frac{1}{2} |x|\}} u_\alpha(t, x - \eta; G, A) f^d_{\alpha, \epsilon}(\eta) \, d\eta \leq B f^d_{\alpha, \epsilon}(x).
\]
Notice now that
\[
    \frac{1}{2} \leq f^d_{\alpha, \epsilon}(x) \leq 1, \quad \frac{1}{2} (\epsilon/|x|)^{d+\alpha} \leq f^d_{\alpha, \epsilon}(x) \leq (\epsilon/|x|)^{d+\alpha},
\]
if \( |x| \leq \epsilon \) or \( |x| \geq \epsilon \) respectively. Consider now separately two cases.

(i) If \( |x| \leq (th^{\alpha-1})^{1/\alpha} \), then in particular \( |x| \leq \epsilon \) and moreover, one can estimate \( u_\alpha \) under the integral on the r.h.s. of (3.33) by
\(C(th^{\alpha-1})^{-d/\alpha}\), due to (3.8), and thus one gets to this integral the estimate

\[
\frac{O(1)}{(th^{\alpha-1})^{-d/\alpha}} \int_{\{\eta \leq |x|\}} |\eta|^{d-1} f_{\alpha,\epsilon}(\eta) \, d|\eta| = \frac{O(1)\epsilon^{d}}{(th^{\alpha-1})^{d/\alpha}} \int_{0}^{(|x|/\epsilon)^{d}} \frac{dr}{1 + r^{1+\alpha/d}}
\]

(3.36)

where we have changed the variable of integration by the formula \(r = (|\eta|/\epsilon)^{d}\). Since the integral in (3.36) has the form \(O(1)(|x|/\epsilon)^{d}\), the whole expression (3.36) has the form

\[
\frac{O(1)|x|^{d}}{(th^{\alpha-1})^{1/\alpha}} = O(1) = O(1)f_{\alpha,\epsilon}(x),
\]

where we have used (3.34).

(ii) If \(|x| \geq (th^{\alpha-1})^{1/\alpha}\), one estimates \(u_{\alpha}\) using formula (3.9) and thus one estimates the integral in (3.33) by

\[
\frac{O(1)\epsilon^{d}th^{\alpha-1}}{|x|^{d+\alpha}} \int_{0}^{(|x|/\epsilon)^{d}} \frac{dr}{1 + r^{1+\alpha/d}}.
\]

(3.37)

If \(|x| \leq \epsilon\), we estimate the integral in (3.37) by \(O(1)(|x|/\epsilon)^{d}\) as in case (i) and thus get to (3.37) the representation \(O(1) = O(1)f_{\alpha,\epsilon}(x)\).

If \(|x| \geq \epsilon\), we estimate the integral in (3.37) by \(O(1)\) and then using (3.35) present (3.37) in the form

\[
O(1)th^{\alpha-1}\epsilon^{-d} f_{\alpha,\epsilon}(x),
\]

which is again \(O(1)f_{\alpha,\epsilon}(x)\) due to the assumption \(t \leq h \leq \epsilon\).

The same arguments prove the following generalisation, which we shall use considering the stable-like processes in Sect. 5.

**Proposition 3.7.** Under the assumptions of Proposition 3.5, for any \(\beta > 0\) there exists a constant \(B\) such that for \(t \leq h \leq \epsilon\)

\[
\int_{\mathbb{R}^{d}} \nu_{\alpha}^{d}(t, x, \eta, h) f_{\beta,\epsilon}(\eta - x_{0}) \, d\eta \leq B f_{\min(\alpha, \beta), \epsilon}(x - x_{0}).
\]

Let us note for conclusion that certain estimates for the transition probability densities of stable processes on compact Riemannian manifolds can be found in [Mol].
4. Stable jump-diffusions combined with compound Poisson processes

Because of the well-known “long-tail” property of the stable densities one can’t expect the large deviation principle to hold for stable processes, say, with small scale (or large distances). However, as will be shown in the next chapter, if one combines a stable process with an appropriate compound Poisson process that ”kills the tails”, in other words, if one considers the so called truncated stable processes, the large deviation principle can be obtained, as well as more precise asymptotic expansions with respect to the varying small scale. Having this in mind, we present here the necessary generalisation of the result of the previous section. For the process considered in this Section, not only the estimates but even the existence of the transition probability density seems to be a new result.

**Theorem 4.1** Let in the pseudo-differential equation

\[ h \frac{\partial u}{\partial t} = \Phi(x, -ih\nabla)u \equiv \Phi_s(x, -ih\nabla)u + \Phi_p(x, -ih\nabla)u \quad (4.1) \]

the function \( \Phi_s \) be given by (3.4) or

\[ \Phi_s(x,p) = ipA(x) - \frac{1}{2}(G(x)p,p) \quad (4.2) \]

with positive matrix \( G(x) \) and uniformly bounded \( G, G^{-1}, A, \) and

\[ \Phi_p(x,p) = \int_{\mathbb{R}^d} (e^{ip\xi} - 1)f(x, \xi) d\xi \quad (4.3) \]

with an integrable function \( f \) such that

\[ |f(x,\xi)| \leq a f^d_\beta(\xi), \quad (4.4) \]

where \( \beta \in (0,2) \), \( f^d_\alpha \) is defined in (3.31), and \( a \) is a constant. Then the Green function \( u_G \) for the equation (4.1) exists, is continuous and for small \( t, t/h, h \) has the representation

\[ u_G(t, x; x_0, h) = u^{st}_G(t, x; x_0, h)(1+O(t/h)) + O(t)h^{-d-1}f^d_{\min(\alpha, \beta)}((x-x_0)/h) \quad (4.5) \]
where $u^s_{st}$ is the Green function (3.20) of equation (3.1) with $\Phi = \Phi_s$.

**Remark 1.** Function (4.3) can be presented as the difference of the two functions of the same form but with positive ”densities” $f$, each of these functions presenting therefore the characteristic function of a compound Poisson process, see e.g. Appendix C. Thus in notations $\Phi_s, \Phi_p$ the indices $s$ and $p$ stand respectively for the stable and Poissonian parts of the $\Psi DO \Phi$.

**Remark 2.** Notice that equation (4.1), (4.2) with a suitable function $f$ describes the truncated stable diffusions, i.e. such processes, whose Lévy measure coincides with a stable measure in a neighborhood of the origin and vanishes outside some ball. In the case of permanent coefficients, the corresponding probability density was investigated in [Is]. Our Theorems 4.1, 4.2 generalise some results from [Is] to the case of varying coefficients.

**Proof.** As the first approximation to the solution of (4.1), (3.2) we take the Green function of the corresponding problem with $\Phi_p = 0$. Proceeding as in the proof of Theorem 3.1 we present the exact Green function $u_G$ by series (3.30) with $u^s_{st}$ instead of $u^s$ and with

$$F(t, x, x_0, h) = -\frac{1}{h} \Phi_p(x, -ih\nabla)u_G(t, x, x_0, h)$$

$$= \frac{1}{h} \int [u^s_{st}(t, x + h\xi, x_0, h) - u^s_{st}(t, x, x_0, h)] f(x, \xi) d\xi. \quad (4.6)$$

Due to Proposition 3.7, $F = F_1 - F_2$ with

$$|F_1(t, x, x_0, h)| \leq \frac{aB}{h^{d+1}f_{\min(\alpha, \beta), h}(x-x_0)}, \quad |F_2(t, x, x_0)| \leq \frac{aC}{h} u^s_{st}(t, x, x_0)$$

with some constant $C$. Consequently, using Proposition 3.7 one gets

$$|F u^s_{st}| = |u^s_{st} \otimes (F_1 - F_2)| \leq atB^2 h^{-d-1} f^d_{\min(\alpha, \beta), h} + atCh^{-1} u^s_{st}(t, x, x_0)$$

for $\alpha < 2$. In the case of $\Phi_s$ of form (4.2) (i.e. in the case of $\alpha = 2$) to get the same estimate for $F u^s_{st}$ one needs the estimate

$$u^d_{st} \otimes J^d \leq B J^d$$
with some constant $B$, where $\mu^G_{\text{dif}}$ is the Green function of the corresponding diffusion equation (equation (4.1) with $\Phi_p = 0$). This estimate is trivial, if $\mu^G_{\text{dif}}$ is replaced by the Green function $\mu_{\text{free}}$ of the corresponding equation with permanent coefficients, and in general is then obtained using the well known fact that $\mu^G_{\text{dif}}$ can be estimate by $\mu_{\text{free}}$ (see e.g. [Da1], [Da2]).

Using induction and the trivial estimate

$$\int f^d_{\alpha, \epsilon}(x - \eta) f^d_{\alpha, \epsilon}(\eta) \, d\eta \leq \epsilon^d f^d_{\alpha, \epsilon}(x),$$

one estimates the other terms in series (3.26), which gives its convergence and the required representation.

In order to get rid of $f^d_{\alpha, \epsilon}$ in (4.5) we present the following estimate.

**Lemma 4.1.** One has

$$th^{-(1+d)} f^d_{\alpha, \epsilon}(x - x_0) = O(1) \min(1, (|x - x_0|/h)^{d+\alpha}) u_\alpha(t, x - x_0).$$

**Proof.** Due to (3.8) and (3.34), if $|x + A(x_0)t - x_0| < (th^{\alpha-1})^{1/\alpha}$, the l.h.s. in (4.8) has the form

$$O(t) h^{-1-d} (th^{\alpha-1})^{d/\alpha} u_\alpha = O(t/h) h^{1+d/\alpha} u_\alpha.$$

Let $(th^{\alpha-1})^{1/\alpha} \leq |x + A(x_0)t - x_0|$. Consider two cases. If $|x - A(x_0)t - x_0| = O(h)$, the l.h.s. in (4.8) has the form

$$O\left(\frac{t}{h^{1+d}}\right) \sim O\left(\frac{t}{h^{1+d}} \frac{|x - x_0|^{d+\alpha}}{th^{\alpha-1}}\right) u_\alpha = O\left(\frac{|x - x_0|}{h^{d+\alpha}}\right)^{d+\alpha} u_\alpha.$$

due to (3.9), (3.34). If $|x - x_0| \geq h$, the l.h.s. in (4.8) has the form

$$O\left(\frac{t}{h^{1+d}}\right) \sim O\left(\frac{t}{h^{1+d}} \frac{h^{d+\alpha}}{|x - x_0|^{d+\alpha}}\right) u_\alpha = O(u_\alpha),$$

due to (3.9), (3.35). The Lemma is proved.

**Proposition 4.1.** If $\Phi_x$ is of form (3.4), the function $u_G(t, x, x_0, h)$ from (4.5) can be rewritten in the form

$$[1 + O(t/h) + \Omega(t, h) + O(1) \min(1, (|x - x_0|/h)^{d+\alpha}, |x - x_0|)] u_\alpha(t, x - x_0).$$

(4.10)
Proof. Follows directly from Lemma 4.1 and Theorem 4.1.

The following result gives an alternative representation for the Green function of equation (4.1). Let \(0 < c_1 < c_2\) and let \(\chi(t,y)\) be a smooth function on \(\mathcal{R}_+ \times \mathcal{R}_+ \mapsto [0,1]\) that vanishes (resp. equals to one) for \(y \geq c_2\) (resp. for \(y \leq c_1\)).

**Theorem 4.2.** Under the assumptions of Proposition 4.1 the Green function for equation (4.1) can be alternatively written in forms (4.5), (4.10) but with

\[
u_0(t,x,x_0,h) = \frac{1}{(2\pi h)^d} \int_{\mathcal{R}^d} \exp\left\{ \Phi(x_0,p)t + ip(x-x_0) \right\} dp.
\]

(4.11)

or with \(\tilde{u}_0(t,x,x_0,h) = \chi(t,|x-x_0|)u_0(t,x,x_0,h)\) instead of \(u_0^0\). Moreover, the localised function \(\tilde{u}_0\) satisfies the Dirac initial condition (3.2).

Proof. Let us show that

\[u_0(t,x,x_0,h) = (1 + O(t/h))u_0(t,x-x_0) + O(th^{-1-d})f_{\alpha,h}(x-x_0)\]

(4.12)

with \(u_0\) given by (3.5). To this end, we use the presentation of \(\Phi\) in the sum \(\Phi_s + \Phi_p\) and expand the function \(\exp\{\Phi_p(x_0,p)\}\) in the power series. The first term in thus obtained series in (4.10) will be just \(u_\alpha\). Let us estimate the second term

\[(2\pi)^{-d} \int_{\mathcal{R}^d} \frac{t}{h} \Phi_p(x_0,ph) \exp\{\Phi_s(x_0,p)th^{a-1} + ip(x-x_0)\} dp.
\]

(4.13)

Due to (4.3), \(\Phi_p(x_0,ph)\) is the sum of the Fourier transform \(h^{-d}\tilde{f}_h(x_0,p)\) of the function \(h^{-d}f(x_0,-\xi/h)\) and a constant. Substituting a constant instead of \(\Phi_p(x_0,ph)\) in (4.13) gives \(O(t/h)u_\alpha\). Substituting \(h^{-d}\tilde{f}_h(x_0,p)\) gives in (4.13) the inverse Fourier transform of the product of the two functions, which is equal therefore to the convolution of their inverse Fourier transforms: \(u_\alpha\) and \(h^{-d}f(x_0,-\xi/h)\) (notice that \(f\) and \(\tilde{f}\) belong to the space \(L_2\) due to (4.4)). But this convolution, due to (4.4), was estimated in Proposition 3.5, which implies that this term of the sum in (4.13) can be estimated by the second term in (4.12). Other terms of the expansion in (4.13) are estimated in the same way, using also (4.7), which proves the
convergence of the series and estimate (4.12). Due to Theorem 4.1 and formula (4.10), formula (4.12) implies the statement of the Theorem for the function $u_0$. Furthermore, since for $|x - x_0| \geq c$, $u_\alpha$ is of the same order as $th^{-1-d}f^d_{a,h}$, one can use $\tilde{u}_0$ instead of $u_0$ without changing the estimates of the remainder in (4.5). At last, function $\tilde{u}_0$ satisfies (3.2), because on the one hand, $u_\alpha$ satisfies (3.2), and on the other hand

$$\lim_{t \to 0} \int_{|x-x_0| \geq t^{-\delta+1/\alpha}} u_\alpha(t, x-x_0) = 0$$

for any $\delta > 0$, due to (3.9).

We are going now to get rid of the assumption of smallness of time.

**Proposition 4.2.** Under the assumptions of Theorem 4.1, for any $h_0$ there exists $K$ such that for $t \leq h \leq h_0$

$$u_G \leq Ku_\alpha, \quad u_\alpha \leq K(u_G + f^d_{a,h}), \quad u_0 \leq Ku_\alpha.$$

**Proof.** Since we have these inequalities for small $t/h$ we readily obtain them for any finite $t/h$ using the semigroup identity for $u_G$ and the solutions of the equations with constant coefficients, and Proposition 3.4.

One sees in particular that though the function (4.11) gives an approximation for the Green function of equation (4.1) for any fixed $h > 0$, it seems to be not a good candidate for the small $h$ asymptotics. As will be shown in the next chapter, in order to get the uniform small $t$ and small $h$ asymptotics one should modify essentially the phase in integral (4.11).

5. Stable-like processes

Here we are going to generalise the results of Section 3 to the case of the stable processes with the varying index of stability, i.e. to the so called stable-like processes. For brevity we shall consider $A$ from (3.4) to be zeros. Thus we shall study the Green function for equation (3.1) with the symbol $\Phi(x, p) = -G(x)|p|^{\alpha(x)}$, i.e the equation

$$h \frac{\partial u}{\partial t} = -G(x) - ih\nabla|^{\alpha(x)}u, \quad x \in \mathbb{R}^d, \quad t \geq 0.$$ (5.1)
Throughout this section we suppose that \(\alpha\) take values in some fixed compact subinterval \([\alpha_d, \alpha_u]\) of the open interval \((0, 2)\) and the scales \(G\) satisfy (3.7) with some fixed constant \(B\).

Remark. Literally the same argument and results hold also in the case when a smooth drift \(A(x)\) is present but \(\alpha_d > 1\).

For brevity, we shall consider \(h = 1\) in this section, noting that the presence of \(h\) presents no new difficulties and can be dealt with as in Section 3. It was proven in [KN] (see also some particular cases of this result in [Neg]) that if \(\alpha\) and \(\mu\) are infinitely smooth functions of \(x\), the transition probability measures of stable-like processes are absolutely continuous with respect to Lebesgue measure, which implies the existence of a measurable densities for these transition probabilities. The arguments of [Neg] and [KN] are based on the far developed theory of \(DO\) with symbols having a varying order. Here we obtain this result generalising the arguments of our Section 3 under weaker assumptions of only first order differentiability of \(\mu\) and \(\alpha\). In fact, one can easily generalise the arguments to cover the case of only Hölder continuous \(\mu\) and \(\alpha\). Moreover, this approach which allows us to obtain local multiplicative asymptotics and global estimates for these densities. Before formulating the main result, let us prepare some estimates of the convolution of the functions \(u_\alpha\) with varying indices \(\alpha\) generalising the corresponding estimates from Section 3.

**Lemma 5.1.** (i) Uniformly for all \(x\) and small enough \(t\), one has

\[
\int u_{\alpha(\eta)}(t, x - \eta, G(\eta)) \, d\eta = O(1) t^{-d(\alpha_u - \alpha_d)/({\alpha_d}\alpha_u}).
\]  

(ii) if additionally the function \(\alpha(\eta)\) is Hölder continuous, i.e. \(|\alpha(x) - \alpha(y)| = O(|x - y|^{\beta})\) uniformly with some positive \(\beta\), then uniformly for all \(x\) and all \(t \leq t_0\) with any fixed \(t_0\) one has

\[
\int u_{\alpha(\eta)}(t, x - \eta, G(\eta)) \, d\eta = O(1).
\]  

**Proof.** Let \(|x - \eta| \geq c\) with some fixed \(c \in (0, 1]\). Then \(|x - \eta| \geq t^{1/\alpha(\eta)}\) for all \(\eta\), if \(t \leq t_0\) with a small enough \(t_0\). It
follows from (3.6), (3.10) that for such \( \eta \)
\[
\alpha_\alpha(\eta)(t, x - \eta, G(\eta)) = \frac{O(t)}{|x - \eta|^{d+\alpha(\eta)}} = \frac{O(t)}{|x - \eta|^{d+\alpha_d}}.
\]

Since this function is integrable outside any neighbourhood of the origin, it follows that the integral from the l.h.s. of (5.2) over the set \( |x - \eta| \geq c \) is bounded. Next, let \( t^{1/\alpha_u} \leq |x - \eta| \leq c \leq 1 \). Again \( |x - \eta| \geq t^{1/\alpha(\eta)} \) in this set, and therefore
\[
\alpha_\alpha(\eta)(t, x - \eta, G(\eta)) = \frac{O(t)}{|x - \eta|^{d+\alpha(\eta)}} = \frac{O(t)}{|x - \eta|^{d+\alpha_u}}.
\]

Consequently, the integral over this set can be estimate in magnitude by the expression
\[
O(t) \int_0^\infty \frac{dy}{y^{1+\alpha_u}} = O(t) t^{-1} = O(1).
\]

At last one has
\[
\int_{\{|x-\eta| \leq t^{1/\alpha_u}\}} u_\alpha(\eta)(t, x - \eta, G(\eta)) \, d\eta = O(1) t^{-d/\alpha_d} \int_{\{|x-\eta| \leq t^{1/\alpha_u}\}} \, d\eta,
\]
which clearly has the form of the r.h.s. of (5.2), and therefore (5.2) is proved. To prove (5.3) under assumption (ii) we need now to consider only the integral over the set \( \{|x - \eta| \leq t^{1/\alpha_u}\} \). Denote
\[
\alpha_u(x, b) = \max\{\alpha(y) : |y - x| \leq b\}, \quad \alpha_d(x, b) = \min\{\alpha(y) : |y - x| \leq b\}.
\]
(5.4)

Now, let us take \( b = b(t) = t^{1/\alpha_u} \) and let
\[
M(x) = \{\eta : t^{1/\alpha_u(x,b)} \leq |\eta - x| \leq t^{1/\alpha_u}\}.
\]
(5.5)

Then the integral on the l.h.s. of (5.3) over the set \( M(x) \) can be estimated by
\[
O(t) \int_{M(x)} \frac{d\eta}{|x - \eta|^{d+\alpha_u(x,b)}} = O(t) \int_{t^{1/\alpha_u(x,b)}}^{\infty} \frac{dy}{y^{1+\alpha_u(x,b)}} = O(t) t^{-1} = O(1).
\]
At last, the integral on the l.h.s. of (5.3) over the set \( \{|\eta - x| \leq t^{1/\alpha_u(x,b)}\} \) can be estimated by

\[
O(t^{-d/\alpha_u(x,b)}) t^{d/\alpha_u(x,b)} = O(1) \exp\left\{ - \frac{d(\alpha_u(x,b) - \alpha_d(x,b))}{\alpha_u(x,b) \alpha_d(x,b)} \log t \right\}
\]

\[
= O(1) \exp\{O(t^{3/\alpha_u} \log t)\} = O(1),
\]

which completes the proof of Lemma 5.1.

**Lemma 5.2.** Under the assumptions of Lemma 5.1 (ii) one has

\[
\int u_\alpha(\eta)(t - \tau, x - \eta, G(\eta)) u_\alpha(x_0)(\tau, \eta - x_0, G(x_0)) \, d\eta
\]

\[
= O(1)u_\alpha(x_0)(t, x - x_0, G(x_0)) + O(t) f_{\alpha_d}^d(x - x_0). \quad (5.6)
\]

**Proof.** 1) If \(|x - x_0| \geq c\) with some fixed \(c \in (0,1]\), either \(|x - \eta| \geq |x - x_0|/2 \geq c/2\) and then the first multiplier under the integral in (5.6) is estimated by \(O(t)|x - x_0|^{-d - \alpha_d} = O(t)f_{\alpha_d}^d(x - x_0)\), or \(|\eta - x_0| \geq |x - x_0|/2 \geq c/2\) and then the second multiplier under the integral in (5.6) is estimated by \(O(t)f_{\alpha_d}^d(x - x_0)\). Therefore, in that case, due to Lemma 5.1, the integral on the l.h.s. of (5.6) has the form \(O(t)f_{\alpha_d}^d(x - x_0)\).

2) Suppose now that \(t^{1/\alpha_u} \leq |x - x_0| \leq c\). Let us decompose the integral from the l.h.s. of (5.6) in the sum \(I_1 + I_2\) decomposing the domain of integration into the union \(D_1 \cup D_2\) with \(D_1 = \{\eta : |\eta - x_0| \geq |x - x_0|/2\}\) and \(D_2\) being its complement. In \(D_1\)

\[
u_\alpha(x_0)(\tau, \eta - x_0, G(x_0)) = \frac{O(\tau)}{|\eta - x_0|^{d + \alpha(x_0)}}
\]

\[
= \frac{O(t)}{|x - x_0|^{d + \alpha(x_0)}} = O(1)u_\alpha(x_0)(t, x - x_0, G(x_0)),
\]

and therefore, due to Lemma 5.1, \(I_1 = O(1)u_\alpha(x_0)(t, x - x_0, G(x_0))\).

Next, in \(D_2\)

\[
u_\alpha(\eta)(t - \tau, x - \eta, G(\eta)) = \frac{O(t - \tau)}{|x - \eta|^{d + \alpha(\eta)}} = \frac{O(t)}{|x - x_0|^{d + \alpha_u(x_0, |x - x_0|)}}
\]
\[
= \frac{O(t)}{|x-x_0|^{d+\alpha(x_0)}} |x-x_0|^\alpha(x_0) - \alpha_u(x_0; |x-x_0|)
\]

\[
= O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)) \exp \{O(|x-x_0|^\beta) \log |x-x_0| \} = O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)).
\]

Therefore, \( I_1 = O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)) \) as well.

3) Analogously one considers now the case \( x \in M(x_0) \) with \( M(x) \) defined in (5.5) and \( b = b(t) \) being the same as in the proof of Lemma 5.1. One obtains for the integral in this case the same estimate \( O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)). \)

4) Let \( |x-x_0| \leq t^{1/\alpha_u(x_0,b)} \). Decompose our integral into the sum \( I_1 + I_2 \) decomposing the domain of integration into the union \( D_1 \cup D_2 \) with \( D_1 = \{ \eta : |\eta-x_0| \geq 2t^{1/\alpha_u(x_0,b)} \} \) and \( D_2 \) being its complement. In \( D_1 \) one has

\[
\]
\[
= O(t^{-d/\alpha(x_0)}) \exp \left\{ \frac{d}{\alpha(x_0)} - \frac{d}{\alpha_u(x_0,b)} + 1 - \frac{\alpha(x_0)}{\alpha_u(x_0,b)} \log t \right\},
\]

which is clearly of the order \( O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)) \). Consequently, one obtains for \( I_1 \) the same estimate as in the case 2), again using Lemma 5.1. Turning to \( I_2 \) we distinguish two cases. If \( \tau \geq t/2 \) we estimate the second multiplier under the integral by

\[
O(1) \tau^{-d/\alpha(x_0)} = O(1) t^{-d/\alpha(x_0)} = O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)),
\]

and if \( t-\tau \geq t/2 \) we estimate the first multiplier under the integral by

\[
O(1) (t-\tau)^{-d/\alpha_d(x_0,b)} = O(1) t^{-d/\alpha(x_0)} = O(1) u_{\alpha(x_0)}(t, x-x_0, G(x_0)).
\]

In both cases one obtains therefore the same estimate for the integral as in cases 2) and 3). The proof of the Lemma is completed.

Similarly one generalises the other estimates of Section 3 and obtains the following results

Lemma 5.3. If the family \( \alpha(x) \) satisfies the assumptions of Lemma 5.1 (ii), the results of Lemma 3.1 and of Proposition 3.2,
3.3 are still valid, if in all formulas one puts \(\alpha(\eta)\) instead of the constant \(\alpha\).

We can give now the main result of this section.

**Theorem 5.1.** Let the functions \(\alpha(x)\) and \(G(x)\) have uniformly bounded continuous derivatives. Then the Green function \(u^\text{stl}_G\) for equation (5.1) exists, is continuous and differentiable in \(t\) for \(t > 0\). For \(t \leq t_0\) with small enough \(t_0\)

\[
u^\text{stl}_G(t, x, x_0) = u_{\alpha(x_0)}(t, x - x_0, G(x_0))
\times \left[ 1 + O(1) \min(1, (1 + |\log t|)|x - x_0|) + O(t^{\omega'}) + O(t) f^d_{\alpha, \alpha}(x - x_0) \right]
\]

with some \(\omega \in (0, 1)\).

**Proof.** We shall follow the arguments of the proof of Theorem 3.1. One finds readily that

\[
\frac{\partial u_{\alpha(x_0)}}{\partial t} = \Phi(x, -i\nabla)u_{\alpha(x_0)}(t, x-x_0, G(x_0)) - F(t, x, x_0) - \tilde{F}(t, x, x_0),
\]

where \(F\) is the same as in Theorem 3.1, i.e. it is given by formula (3.18) with \(\alpha = \alpha(x_0)\), and

\[
\tilde{F} = \phi_{\alpha(x_0), G(x)}(x-x_0; \alpha(x_0), tG(x_0)) - \phi_{\alpha(x), G(x)}(x-x_0; \alpha(x), tG(x_0))
\]

where the functions \(\phi\) were defined in (2.23). Consider first the case when \(|x - x_0| \leq c\) with some \(c > 0\). In that case, due to the mean-value theorem, one has

\[
\tilde{F} = O(|x - x_0|) \max_b \left| \frac{\partial \phi_{b, \mu(x_0)}}{\partial b}(x - x_0, \alpha(x_0), G(x_0)t) \right|,
\]

where \(b\) takes values between \(\alpha(x_0)\) and \(\alpha(x)\). If \(|x - x_0| \leq t^{1/\alpha(x_0)}\), one finds using (2.32) that

\[
\tilde{F} = O(|x - x_0|) t^{-1} (1 + |\log t|) t^{-|\alpha(x) - \alpha(x_0)|/\alpha(x_0)} u_{\alpha(x_0)}
\]

\[
= O(|x - x_0|) t^{-1} (1 + |\log t|) u_{\alpha(x_0)}.
\]
If $t^{\alpha(x_0)} \leq |x - x_0| \leq c$ with any $c > 0$, one finds using (2.33) that

$$\tilde{F} = O(|x-x_0|)t^{-1}(1 + |\log t|)|x-x_0|^\alpha(x_0)-\alpha(x)u_\alpha(x_0)$$

$$= O(|x-x_0|)t^{-1}(1 + |\log t|)u_\alpha(x_0). \quad (5.10)$$

If $|x-x_0| > c$, let us estimate each term in (5.6) separately using (2.30) to obtain the estimate

$$|\tilde{F}(t, x, x_0)| = O(t^{-1})u_\alpha(x)(t, x-x_0, G(x)) + O(t^{-1})u_\alpha(x_0)(t, x-x_0, G(x)). \quad (5.11)$$

which is clearly of the order $O(1)f_{\alpha,d}(x-x_0)$. Therefore one has

$$|\tilde{F}(t, x, x_0)| \leq t^{-1}\min(a_1, a_2|x-x_0||\log t|)u_\alpha(x_0)(t, x-x_0; \mu(x_0)) + a_3f_{\alpha,d}(x-x_0)$$

with some constants $a_1, a_2, a_3$. By Lemma 5.3 $|(u_\alpha \otimes \tilde{F})(t, x, x_0)|$ does not exceed

$$\leq a(\min(1, |x-x_0||\log t|) + t^\omega)u_\alpha(x_0)(t, x-x_0, G(x_0)) + atf_{\alpha,d}(x-x_0).$$

Afterwards one finishes the proof in the same way as that of Theorem 3.1 proving that formula (3.22) is still valid for $u_\text{stl}^G$.

Let us present a more rough version of formula (5.7). Namely, estimating the first term on the r.h.s. of (5.7) separately for $|x-x_0| \leq t^\beta$ and for $|x-x_0| \geq t^\beta$, one gets the following result.

**Corollary 5.1.** Under the assumptions of Theorem 5.1

$$u_\text{stl}^G(t, x, x_0) = u_\alpha(t, x-x_0; \mu(x_0))(1 + O(t^\beta)) + O(t^\omega)\int_{x_0} f_{\alpha,d}(x-x_0). \quad (5.12)$$

with any $\beta < 1/(d+\alpha)$ and $\omega < 1 - \beta(d+\alpha)$.

At last, we generalise the upper bound estimate from Theorem 3.2.

**Theorem 5.2.** Under the assumptions of Theorem 5.1 and for any fixed $t_0$, the Green function $u_\text{stl}^G(t, x, x_0)$ does not exceed the expression

$$K[\Theta_{t_0}(|x-x_0|)u_\alpha(x_0)(t, x-x_0, \mu(x_0)) + (1-\Theta_{t_0})(|x-x_0|)u_\alpha(t, x-x_0, \mu(x_0))]. \quad (5.13)$$
uniformly for all $t \leq t_0$, and $x, x_0$, where $\gamma$ and $K$ are some positive constants.

Proof. It follows from the proof of Theorem 5.1. In fact, due to (3.22), one only needs to obtain the required estimate for $u \otimes \hat{F}$. To this end one estimates $\hat{F}$ by (5.10) for $|x - x_0| \leq c = t^\gamma$ and by (5.11) for $|x - x_0| \geq c = t^\gamma$.

Notice for conclusion that the generalisations of Theorem 3.1 presented in Section 4 can be extended also to the case of the processes with varying index $\alpha$, e.g. to the case of a stable-like jump-diffusion disturbed by a compound Poisson process. Finally, the statement of the Corollary to Proposition 3.5 holds also for the Green function $u^\text{stl}_G$, which one proves in the same way as in section 3.

6. Applications to the sample path properties of stable jump-diffusions

Let $X(t)$ (resp. $X(t, x_0)$) be the Feller process starting at the origin (resp. at $x_0$) and corresponding to the Feller semigroup defined by equation (3.1), (3.4) with $h = 1$. The existence of the Feller process corresponding to equations (3.1), (3.4), or more generally to equations (4.1)-(4.3) is well known, the probabilistic proof being first obtained in [Kom2]. Some particular cases and generalisation can be found e.g. in [Kom1], [Ho], [Por], [PP]. Of course, the existence of such Feller process follows as well from the well-posedness of the Cauchy problem for equation (3.1), (3.4), which follows in its turn from the existence of the Green function constructed in previous sections (see Corollary to Proposition 3.5). In this section we are going to show how the analytic results of the previous sections can be used in studying the sample path properties of the Feller process $X$, i.e. of a stable diffusion. We obtain first some estimates for the distribution of maximal magnitude of stable jump-diffusion $X$ generalising partially the corresponding well known estimates for stable processes (see e.g. [Bi]). Then we obtain the principle of approximate scaling and the principle of approximate independence of increments, and finally apply these results to the study of the lim sup behaviour of $|X(t)|$ as $t \to 0$. For simplicity we have reduced here the discussion to the study of the stable diffusions.
only (studied analytically in Section 3), and will not go into the
details of modifications needed to cover more general process of
Sections 4, 5. The investigations of the sample path properties of
the Feller-Courrége processes with pseudodifferential generators of
type (0.3) are becoming popular now, see e.g. [Schi] and references
therein for some recent results in this direction.

For any event $B$, by $P(B)$ we shall denote the probability of $B$
with respect to the probability space on which $X$ is defined. From
the general theory of Feller processes it follows (see e.g. [RY]) that
(i) one can choose a modification of $X(t,x_0)$ with the cadlag prop-
erty, i.e. such that almost surely the trajectories $X(t,x_0)$ are right
continuous and have left-hand limits, (ii) the natural filtration of
$\sigma$-algebras corresponding to $X(t)$ is right-continuous. We shall sup-
pose from now on that these conditions are satisfied. Let $\alpha \in (0,2)$
(the case $\alpha = 2$ is, on the one hand, well studied, and on the other
hand, it displays essentially different properties to $\alpha \neq 2$). We sup-
pose throughout this section that the assumptions of Theorem 3.1
are satisfied. Consequently, the Green function $u_{st}^{2}(t,x_0)$ con-
structed in Theorem 3.1 defines the transition probability density
(from $x$ to $x_0$ in time $t$) for the process $X$. The connection between
the analytic language and the probabilistic language that we shall
use in this section can be expressed essentially by the formula

$$
\int_{A} P(X(t,y) - y \in d\xi) f(\xi) = \int_{A} u_{st}^{2}(t,y,\xi) f(\xi) d\xi
$$

for $A \subset \mathbb{R}^d$. Let

$$
X^*(t,x_0) = \sup\{|X(s,x_0) - x_0| : s \in [0,t]|, \quad X^*(t) = X^*(t,0).
$$

**Theorem 6.1.** For any $t_0$ there exist positive constants $C, K$
such that for all $t \leq t_0$, $x_0$, and $\lambda > Kt^{1/\alpha}$

$$
C^{-1} t^\alpha \lambda^{-\alpha} \leq P(X^*(t,x_0) > \lambda) \leq Ct \lambda^{-\alpha}.
$$

**Proof.** Since we shall use the uniform estimates from The-
orem 3.2, it will be enough to consider only $x_0 = 0$ in (6.1). Plainly $P(X^*(t) > \lambda) \geq P(|X(t)| > \lambda)$, and thus the left hand
side inequality in (6.1) follows directly from Theorem 3.2. Turning to the proof of the right hand side inequality, denote by \( T_a \) the first time when the process \( X(t) \) leaves the ball \( B(a) \), i.e. \( T_a = \inf\{ t \geq 0 : |X(t)| > a \} \). Notice now that due to Theorem 3.2,\n\[
P(|X(s) - x_0| \geq \lambda/2) = O(s)\lambda^{-\alpha} = O(K^{-\alpha})
\]
uniformly for all \( x_0 \) and \( s \leq t \). Therefore, due to the homogeneity and the strong Markov property, one has that
\[
P(|X(t)| > \lambda/2) \geq P((X^*(t) > \lambda) \cap (|X(t)| > \lambda/2))
\]
\[
\geq \int_0^t P(T_\lambda \in ds)P(|X(t - T_\lambda, X(T_\lambda)) - X(T_\lambda)| \leq \lambda/2)
\]
\[
\geq (1 - O(K^{-\alpha})) \int_0^t P(T_\lambda \in ds) \geq (1 - O(K^{-\alpha}))P((X^*(t) > \lambda)).
\]
It follows that
\[
P((X^*(t) > \lambda) \leq (1 - O(K^{-\alpha}))P(|X(t)| > \lambda/2),
\]
which implies the r.h.s. inequality in (6.1), again due to Theorem 3.2.

Let us formulate now explicitly the main tools in the investigation of the sample path properties of stable diffusions that can be used as substitutes to the scaling property and the independence of increments, which constitute the main tools in studying the stable Lévy motions (i.e. stable diffusions with constant coefficients).

**Proposition 6.1.** Local principle of approximate scaling. There exists \( C \) such that for \( t \leq 1 \) and all \( x, x_0 \)
\[
C^{-1}u^x_G(1, xt^{1/\alpha}, x_0 t^{1/\alpha}) \leq u^{st}_G(t, x, x_0) \leq Cu^{st}_G(1, xt^{1/\alpha}, x_0 t^{1/\alpha}).
\]

**Proof.** It follows directly from Proposition 3.1, its corollary and Theorem 3.2.

**Remark.** Practically it is more convenient to use the following equivalent form of (6.2):
\[
C^{-1}u_{\alpha}(1, (x - x_0)t^{1/\alpha}, G(\eta), A(\eta)) \leq u^{st}_G(t, x, x_0)
\]
\( \leq Cu_\alpha(1, (x - x_0)t^{1/\alpha}, G(\eta), A(\eta)) \). \hfill (6.3)

which holds for all \( x, x_0, \eta \) and \( t \leq t_0 \).

**Proposition 6.2.** Local principle of approximate independence of increments. For any \( t_0 \) there exists a constant \( C \) such that if \( 0 \leq s_1 < t_1 \leq s_2 < t_2 \leq t_0 \), \( M_1, M_2 \) are any measurable sets in \( \mathcal{R}^d \) and \( x_0 \) is any point in \( \mathcal{R}^d \), then

\[
C^{-1}P(X(t_1,x_0) - X(s_1,x_0) \in M_1)P(X(t_2,x_0) - X(s_2,x_0) \in M_2) \\
\leq P((X(t_1,x_0) - X(s_1,x_0) \in M_1) \cap (X(t_2,x_0) - X(s_2,x_0) \in M_2)) \\
\leq CP(X(t_1,x_0) - X(s_1,x_0) \in M_1)P(X(t_2,x_0) - X(s_2,x_0) \in M_2).
\]

\hfill (6.4)

**Proof.** Consider for brevity only the case \( s_2 = t_1 \), the case \( s_2 > t_1 \) being similar. Also by homogeneity one can set \( s_1 = 0 \) without the loss of generality. Then, due to Theorem 3.2 and the Markov property, one has

\[
\int_{M_1} P(X(t_1,x_0) \in dy)P(X(t_2,x_0) - X(t_1,x_0) \in M_2) \\
\leq CP(X(t_2 - t_1) \in M_2) \times \int_{M_1} P(X(t_1,x_0) \in dy),
\]

which implies the r.h.s. inequality in (6.4), again due to Theorem 3.2. Similarly one obtains the l.h.s. inequality in (6.4).

As an example of the application of these general results, let us prove now that the well known integral test (discovered first in [Kh]) on the limsup behaviour of the stable processes is valid also for stable diffusions.

**Theorem 6.2.** Let \( f : (0, \infty) \rightarrow (0, \infty) \) be an increasing function. Then \( \limsup_{t \to 0} \) of the function \( (|X(t)|/f(t)) \) is equal to 0 or \( \infty \) almost surely according as the integral \( \int_0^1 f(t)^{-\alpha} dt \) converges or diverges.

**Proof.** The proof generalises the arguments given in [Ber] for the proof of the corresponding result for one-dimensional stable Lévy motions. Suppose first that the integral converges. This implies in particular that \( t^{1/\alpha} = o(f(t)) \) as \( t \to 0 \), which means
that \( f(t/2)t^{-1/\alpha} > K \) for \( t \leq t_0 \) with small enough \( t_0 \), where \( K \) is the constant from Theorem 6.1. Consequently, for every positive integer \( n \),

\[
P(X^*(2^{-n}) > f(2^{-n-1})) \leq C2^{-n}(f(2^{-n-1}))^{-\alpha}.
\]

Since the series \( \sum 2^{-n}(f(2^{-n-1}))^{-\alpha} \) converges, the Borel-Cantelli lemma yields \( X^*(2^{-n}) \leq f(2^{-n-1}) \) for all \( n \) large enough, almost surely. It follows that \( X^*(t) \leq f(t) \) for all \( t > 0 \) small enough, almost surely (because, if \( n = n(t) \) denotes the maximal natural number such that \( t \leq 2^{-n} \), then \( X^*(t) \leq X^*(2^{-n}) \leq f(2^{-n-1}) \leq f(t) \)). Using the function \( \epsilon f \) instead of \( f \) in the above arguments yields \( X^*(t)/f(t) \leq \epsilon \) for any \( \epsilon \) and all small enough \( t \) almost surely. Consequently, \( \lim_{t \to 0}(X^*(t)/f(t)) = 0 \), almost surely.

Now let the integral diverge. Let \( a > 0 \). For any integer \( n > 0 \) consider the event \( A_n = A_n' \cap B_n \) with

\[
B_n = \{|X(2^{-n})| \leq a2^{-n/\alpha}\},
A_n' = \{|X(2^{-n-1}) - X(2^{-n})| \geq f(2^{-n+1}) + a2^{-n/\alpha}\}.
\]

Due to the local principle of approximate scaling,

\[
C^{-1}P(|X(1)| \leq a) \leq P(B_n) \leq CP(|X(1)| \leq a)
\]

for all \( n \) uniformly. Consequently, by the Markov property, homogeneity and again approximate scaling, one has

\[
P(A_n) \geq C^{-1}P(|X(1)| \leq a) \min_{|\xi| \leq a2^{-n}} P(|X(2^{-n}, \xi) - \xi| \geq f(2^{-n+1}) + a2^{-n/\alpha})
\]

\[
\geq C^{-2}P(|X(1)| \leq a)P(|X(1)| \geq 2^{n/\alpha} f(2^{-n+1}) + a)
\]

\[
\geq \hat{C}P(|X(1)| \leq a)(2^{n/\alpha} f(2^{-n+1}) + a)^{-\alpha}.
\]

with some positive \( \hat{C} \). The sum \( \sum 2^{-n}(f(2^{-n+1}) + a2^{-n/\alpha})^{-\alpha} \) diverges, because it represents a Riemann sum for the integral of the function

\[
(f(t) + a(t/2)^{1/\alpha})^{-\alpha} \geq 2 \max(a2^{-1/\alpha} t^{-1}, f(t)^{-\alpha})
\]
and consequently the sum $\sum P(A_n)$ is divergent. Notice now that though the events $A_n$ are not independent, the events $A'_n$ and $A'_m$ are "approximately independent" in the sense of Proposition 6.2, if $n \neq m$. The same remark concerns the events $B_n$ and $A_n$. Therefore, if $n \neq m$,

$$P(A_n \cap A_m) \leq P(A'_n \cap A'_m) = O(1)P(A'_n)P(A'_m)$$

$$= O(1)P(A_n)P(A_m)P(B_n)^{-1}P(B_m)^{-1} = O(1)P(A_n)P(A_m)P(|X(1)| \leq a)^{-2},$$

and one can use the well known generalisation of the second Borel-Cantelli lemma for dependent event (see e.g. [Sp]) to conclude that $\limsup_{t \to 0} \frac{|X(t)|}{f(t)} \geq 1$ with positive probability, and therefore almost surely, due to the Blumenthal zero-one law (see e.g. [RY]). Repeating the same arguments for the function $\epsilon^{-1}f$ instead of $f$ one gets that $\limsup_{t \to 0} \frac{|X(t)|}{f(t)} = \infty$ almost surely, which completes the proof of the theorem.
1. Maslov’s tunnel equations and the Feller-Courrège processes

In Chapter 3 we have constructed the asymptotics \( h \to 0 \) of the Green function for diffusion equation in form (3.1.9) for almost all \( t, x \). Real function (3.1.9) is exponentially small as \( h \to 0 \) for almost all \( t, x \) (where \( S(t, x) \neq 0 \)) and it satisfies "the large deviation principle":

\[
\lim_{h \to 0} h \log u(t, x, x_0) = S(t, x, x_0)
\]

is almost everywhere a positive finite function (one can consider also \( S \) to be infinite in some points to include for instance degenerate non-regular diffusions, see e.g. Sect. 3.6). Natural question arises, what is the class of differential or pseudo-differential equations of type (3.1.2) (see Appendix D for main notations of the theory of \( \Psi DE \)) with real \( H \), for which the Green function has the small \( h \) asymptotics of form (3.1.9). Looking for the answer to this question, V.P. Maslov gave in [M3] the following definition.

**Definition.** Continuous function \( H(x, p) \) on \( \mathbb{R}^d \times \mathbb{C}^d \) is called a Hamiltonian of tunnel type, if it has the following properties

(i) \( H \) is smooth in \( x \) and holomorphic in \( p \) for \( p \in \mathbb{C}^d \setminus \{\text{Re} \ p = 0\} \),

(ii) for real \( p \) the Hamiltonian \( H(x, p) \) is real, the Lagrangian \( p \frac{\partial H}{\partial p}(x, p) - H(x, p) \) is non-negative, and \( \det \frac{\partial^2 H}{\partial p^2}(x, p) \neq 0 \),

(iii) for real \( p \) the function \( H(x, ip) \) and all its derivatives in \( x \) and \( p \) increase at most polynomially as \( x, p \to \infty \),

(iv) main tunnel condition is satisfied:

\[
\max_{\eta \in \mathbb{R}^d} \text{Re} H(x, p + i\eta) = H(x, p), \quad p \in \mathbb{R}^d, p \neq 0.
\]

This definition was generalised to the case of systems of \( \Psi DO \) in [M3], where also many examples of important equations from physics and probability theory satisfying these conditions were given. Maslov conjectured that the asymptotic Green function of tunnel
equations can be given by (3.1.9) and gave some heuristic arguments in support of this hypothesis. In fact, one naturally comes to the definition of tunnel equations if one considers first the equations with constant coefficients and tries to ensure the possibility to come to formula (3.1.6) by carrying out the Fourier transform method of obtaining the Green function for diffusion equation. Rigorously, the problem of describing the class of equation (3.1.2) with asymptotic Green function of form (3.1.9) is open. In order to give at least partial answer to this problem we are going first to restrict the class of tunnel equations approaching the question from another point of view.

Notice that due to the construction of asymptotic formula (3.1.9) for diffusion, the amplitude \( \phi(t, x, x_0) \) there is everywhere positive (whenever it is finite), because the Jacobian \( J(t, x, x_0) \) considered along an extremal can change his sign only at a focal point and there are no such points on a minimising extremal (see Chapter 2). Therefore, the generalisation of the construction of Chapter 3 leads necessarily to positive asymptotics of the Green functions. Therefore, natural candidates to the equations with an asymptotic Green function of form (3.1.9) are the equations preserving positivity. But the equations with this property are well known. Essentially they describe the evolutions of the Feller-Courrège processes (or general jump-diffusions), see e.g. Appendix D. We conclude that it is reasonable to look for the generators of Maslov’s tunnel equations in the class of Lévy-Khintchine \( \Psi DO \) with symbols of type (D3). However, since for carrying out the WKB construction for equation (D6),(D7), one needs the values of \( H(x, p) \) for real \( p \) (or, equivalently, the values of the symbol \( \Psi(x, p) = H(x, -ip) \) for imaginary \( p \)), it is necessarily to restrict the class of symbols (D3) to the case of the Lévy-Khintchine measures decreasing fast at infinity. We shall consider here the simplest case of the Lévy-Khintchine measures with a bounded support in \( \mathbb{R}^d \). The class of symbols (D3) (and corresponding PDO, evolutionary PDE (D1) and Hamiltonians (D6)) with the Lévy measures having a bounded support will be called the localised Lévy-Khintchine symbols (\( \Psi DO, \Psi DE \), Hamiltonians). The corresponding semigroups and stochastic processes will be called the localised Feller-Courrège semigroups and processes.
It turns out that the two approaches in the search of equations with the asymptotic Green functions of form (3.1.9) (tunnel condition that comes from the Fourier transform method and the arguments concerning the conservation of positivity) lead to close results, because as one readily verifies, the localised Lévy-Khintchine Hamiltonians of form (D6) are entire analytic functions with respect to \( p \) and belong to the class of Maslov’s tunnel Hamiltonians as defined above. On the other hand, under some additional assumptions on the regularity of the boundary of the support of \( \nu(x, d\xi) \) (see Propositions 2.5.1, 2.5.2) the Lévy-Khintchine Hamiltonians \( H(x, p) \) belong to the class of the Hamiltonians of the exponential (or even uniform exponential) growth as defined in Section 2.5 and one can use the theory from this Section to construct the solutions of the boundary-value problem for such Hamiltonians and thus to be able to carry out the construction of the semi-classical approximation for the Green function of the localised Lévy-Khintchine \( \Psi DE \) following the steps described in Section 3.1.

It turns out however that the procedure of Chapter 3 can not be successfully applied directly to such \( \Psi DE \). Let us indicate, where the problem lies. Substituting a function of form (3.1.6) in equation (D6),(D7) and using the formulas of the commutation of a \( \Psi DO \) with an exponential function (see e.g. (D11), (D12)) one finds similarly to the case of quadratic Hamiltonians that

\[
\hbar \frac{\partial u}{\partial t} - H(x, -\hbar \nabla) u = \hbar^2 F(t, x; x_0, h)
\]

with some \( F \), whenever \( S \) and \( \phi \) satisfy the Hamilton-Jacobi and the transport equations (3.1.11), (3.1.13) respectively. The results of Section 2.5 ensure that the two-point function \( S(t, x, x_0) \) and the amplitude (3.1.18) are smooth and well-defined in a sufficiently large neighbourhood of \( x_0 \). However, using the estimates for the Jacobian from Section 2.5 one sees that the remainder \( F \) is fast increasing as \( t \to 0 \) in such a way that already the first term in the series (3.4.9) giving the representation of the exact Green function may not exist. On the other hand, it follows directly from Theorem 5.4.2 that the WKB asymptotics of form (3.1.9) is not uniform for small \( h \) and small \( t \), simply because the behaviour of \( u_G \) is different
from (3.1.9) for small times \( t \). By the way, the same thing happens for non-regular degenerate diffusion from Section 3.6.

The aim of this chapter is to present a method of the justification of the asymptotics of form (3.1.9) for the Green function of the localised Lévy-Khintchine \( \Psi DE \) for finite, ”not very small” times, more precisely, for \( t \in [\delta, t_0] \) with some \( t_0 \) and any fixed positive \( \delta < t_0 \). It will imply the global large deviation principle for these Green function and the validity of representation (3.1.9) almost everywhere. The main ingredient in this method is the construction of the uniform small time and small \( h \) asymptotics that differs from (3.1.9). This asymptotic formula is obtained by sewing the formulas of type (5.4.11) and (3.1.9) and it turns to (3.1.9) for any fixed \( t \). We shall not try here to describe the most general class of the localised Lévy measures in (D6) that allow to carry out this construction but will give the full proof for the class of \( \nu(x, d\xi) \) corresponding to the localised stable processes (see e.g. Appendix C) with the uniform spectral measure disturbed by a compound Poisson process, i.e. for the equations of form (5.4.1). More precisely, we shall consider the equation

\[
\frac{\partial u}{\partial t} = (A(x), \frac{\partial u}{\partial x}) + \frac{1}{h} \int_{\mathbb{R}^d} \left( u(x + h\xi) - u(x) - \frac{h}{1 + \xi^2} \left( \xi, \frac{\partial u}{\partial x} \right) \right) \nu(x, d\xi)
\]

with

\[
\nu(x, d\xi) = (G(x)\Theta_{a(x)}(|\xi|)|\xi|^{-(d+\alpha)} + g(x, \xi)) \, d\xi,
\]

where the following assumptions are made:

(A1) \( A(x), G(x), a(x) \) are smooth functions such that \( G \) and \( a \) are positive and \(|A(x)|, G(x), a(x), G^{-1}(x), a^{-1}(x)\) are uniformly bounded;

(A2) the nonnegative function \( g(x, \xi) \) depends smoothly on \( x \), is uniformly bounded and vanishes for \(|\xi| \geq a(x)\);

(A3) \( A(x) \equiv 0 \) whenever \( \alpha \leq 1 \).

Similarly to equation (1.1) one can treat the case of the stable process of the index \( \alpha = 2 \) (i.e. diffusion) disturbed by a compound Poisson process, namely the equation of the form

\[
\frac{\partial u}{\partial t} = (A(x), \frac{\partial u}{\partial x}) + \frac{h}{2} \text{tr} \left( G(x) \frac{\partial^2 u}{\partial x^2} \right) + \frac{1}{h} \int_{\mathbb{R}^d} (u(x + h\xi) - u(x))g(x, \xi) \, d\xi
\]

(1.3)
with a bounded nonnegative integrable function $g$ having a finite support with respect to the second argument.

The main result of this Chapter is the following.

**Theorem 1.1.** If $h_0$ and $t_0$ are small enough, then in the domain $h \leq h_0$, $t \in [\delta, t_0]$ with any $\delta > 0$, the Green function $u_G = u_G(t, x, x_0, h)$ of equation (1.1), (1.2) has the form

$$(2\pi h)^{-d/2} \Theta_{0, c}(|x-x_0|) \phi(t, x, x_0) \exp\left(-\frac{S(t, x, x_0)}{h}\right) \left(1+O(h^\omega)\right) \exp\left(-\frac{\Omega}{h}\right)$$

with some $c > 0$, $\Omega > 0$, $\omega \in (0, 1)$, where $S(t, x, x_0)$ is the two-point function corresponding to the Hamiltonian of equation (1.1) and $\phi$ is the solution (1.18) of the corresponding transport equation, and the last term in (1.4) is an integrable function of $x$.

This fact follows from more general result proven in Section 6.3. As a consequence, one obtains all global formulas of Section 3.5 for the stable jump-diffusion defined by equation (1.1), (1.2). Since the whole construction is rather complicated, we devote a special Section 6.2 to present first a rough small $t$ and small $h$ asymptotics of the Green function, which does not give the correct amplitude for small $h$ but captures only the correct logarithmic limit.

The idea to represent the uniform small time and small $h$ asymptotics for the Green functions of general tunnel equations in the integral form of type (3.1) from Section 6.3 belongs to V.P. Maslov, see his heuristic arguments in [M2]. Notice for conclusion that one can try also to justify the asymptotics for a fundamental solution not in the pointwise sense, as above, but in the sense of distribution. An approach to the construction and justification of such "weak" semiclassical asymptotics for tunnel equation was proposed in [Dan], where the case of diffusion process perturbed by a compound Poisson process was considered (under additional, rather restrictive, assumptions).

**2. Rough local asymptotics and local large deviations**

This section is devoted to the construction of a rough local asymptotics (but uniform in small $t$ and $h$) to the Green function of equation (1.1) under assumptions (A1)-(A3) that are supposed to be satisfied throughout the Section.
Equation (1.1) is of form (D6) with the Hamiltonian

\[ H(x, p) = -(A(x), p) + \int_{\mathbb{R}^d} \left( e^{-\langle p, \xi \rangle} - 1 + \frac{\langle p, \xi \rangle}{1 + \xi^2} \right) \nu(x, d\xi). \quad (2.1) \]

Moreover, it is of form (5.4.1) and therefore it has a continuous Green function due to theorem 5.4.1.

On the other hand, Hamiltonian (2.1) belongs to the class of the Hamiltonians of the uniform exponential growth described in Theorem 2.5.3 with the function \( a(x, \tilde{p}) \) from (2.5.19) not depending on \( \tilde{p} \) and being equal to \( a(x) \) from (1.2). Therefore, Theorems 2.5.1, 2.5.2 and Propositions 2.5.5-2.5.7 hold for \( H \). We shall use further the notations of Section 2.5. In particular, let \( c \) be chosen in such a way that the boundary value problem for the Hamiltonian system with the Hamiltonian \( H \) is uniquely (in the sense of Theorem 2.1 or Proposition 5.6) solvable for \( |x - x_0| \leq 2c \) and \( t \leq t_0 \). Let \( z(t, v, x_0) \) be the function defined in Theorem 2.5.2 and let

\[ y(t, x, x_0) = t z(t, \frac{x - x_0}{t}, x_0). \quad (2.2) \]

This function is well defined and smooth for \( |x - x_0| < 2c \). Let \( \chi(t, y) \) be the smooth mollifier (as the function of the second variable) of the form \( \chi^{c_2}_{c_1} \) from Lemma E1 with \( 0 < c_1, c_2 < c \). Then the function

\[ u_{\text{rough}}(t, x, x_0, h) = \frac{\chi(t, |x - x_0|)}{(2\pi h^d)} \int_{\mathbb{R}^d} \exp\left\{ -\frac{ipy(t, x, x_0) - H(x_0, ip)t}{h} \right\} \, dp \quad (2.3) \]

or equivalently

\[ u_{\text{rough}}(t, x, x_0, h) = \frac{\chi(t, |x - x_0|)}{(2\pi h^d)} \int_{\mathbb{R}^d} \exp\left\{ \Phi(x_0, p)t + i py(t, x, x_0) \right\} \, dp \quad (2.4) \]

with \( \Phi(x, p) = H(x, -ip) \) is a well defined smooth function for all \( x \) and small enough \( t \). The aim of this Section is to prove that this function presents a uniform small \( t \) and small \( h \) asymptotics to the Green function \( u_G \) of equation (1.1), (1.2). First of all, in the next two propositions, we shall show that for small \( t \) this function
turns to the function $u^\alpha_G$ from Section 5.3 that presents a small time asymptotics for $u_G$, and for small $h$ it has the form (3.1.9) with $S$ being the two-point function of the variational problem corresponding to the Hamiltonian (2.1).

We start with a simple lemma. Recall that the function $u_\alpha(t,x-x_0;G,A,h)$ was defined in (5.3.5), (5.3.6). As in Chapter 3 we shall often omit the last arguments in this function writing $u_\alpha(t,x)$ for $u_\alpha(t,x-x_0;G(x_0),A(x_0),h)$.

**Lemma 2.1.** Under the assumptions of Proposition 5.3.1 there exists a constant $C$ such that

(i) for any $y$ and $|x + A(x_0)t - x_0| \leq (th^{\alpha-1})^{1/\alpha}$

$$u_\alpha(t,x+y) \leq Cu_\alpha(t,x)$$

(ii) for any $y$ and $|x + A(x_0)t - x_0| \geq (th^{\alpha-1})^{1/\alpha}$

$$\frac{u_\alpha(t,x+y)}{u_\alpha(t,x)} \leq C \min \left( \frac{|x + A(x_0)t - x_0|^{d+\alpha}}{|x + A(x_0)t - x_0 + y|^{d+\alpha}}, \frac{|x + A(x_0)t - x_0|^{d+\alpha}}{(th^{\alpha-1})^{1+d/\alpha}} \right)$$

(iii) if $y/|x-x_0|$ is bounded, then for any $x$

$$u_\alpha(t,x+y) = u_\alpha(t,x)(1 + O \left( \frac{y}{|x-x_0|} \right)). \quad (2.5)$$

**Proof.** Statements (i) and (ii) follow directly from Proposition 5.3.1. To get (2.5) one writes

$$u_\alpha(t,x+y) = u_\alpha(t,x) + \frac{\partial u_\alpha}{\partial x}(t,x+\theta y - x_0)y$$

with some $\theta \in (0,1)$, then one uses (5.3.11),(5.3.12) to estimate $\frac{\partial u_\alpha}{\partial x}(t,x+\theta y - x_0)$ by means of $u_\alpha(t,x+\theta y - x_0)$, and then uses the cases (i),(ii) to estimate $u_\alpha(t,x+\theta y - x_0)$ by means of $u_\alpha(t,x-x_0)$, which yields (2.5).

**Proposition 2.1.** For any $h_0 > 0$ there exists $t_0 > 0$ such that uniformly in the domain $t \leq t_0$, $h \leq h_0$, $t/h \leq t_0/h_0$

$$u_{\text{rough}}(t,x,x_0,h) = \chi(t,|x-x_0|)$$
\( (1 + O(t/h) + O(1) \min(1, |x-x_0|, (|x-x_0|/h)^{d+\alpha}))u^{as}_G(t, x-x_0, h). \) 

In particular, \( u_{\text{rough}} = O(u_\alpha), \) and the function \( u_{\text{rough}} \) gives a local multiplicative asymptotics to the Green function \( u_G \) for small \( t \) and \( t/h \) in the sense that \( u_{\text{rough}} \) satisfies Dirac’s initial conditions (5.3.2) and \( u_G \) can be presented in form (5.4.10) with \( u_{\text{rough}} \) instead of \( u_\alpha \).

**Proof.** If \( y(t, x, x_0) = (x - x_0) \) in (2.5), then all statements were proved in Theorem 5.4.2. But due to (2.5.16),

\[
y(t, x, x_0) = (x - x_0)(1 + O(|x-x_0|)).
\]

Consequently, using \( y(t, x, x_0) \) instead of \( x - x_0 \) in (2.3) means the shift in the argument of the function \( u^{as}_G \), which, due to (2.5), amounts to the additional multiplier of form \( 1 + O(|x-x_0|) = 1 + O(c), \) which completes the proof of the Proposition.

For any real \( g \), we shall denote \( \max(0, g) \) by \( g^+ \).

**Proposition 2.2.** Let either \( h/t \) be bounded or \( h(1+\log^+ |x-x_0|/t)^3/|x-x_0| \) and \( t/h \) be bounded. Let \( \tilde{h} = h/t \) or \( \tilde{h} = h(1+\log^+ |x-x_0|/t)/|x-x_0| \) in the first or in the second case respectively. Then for small enough \( t \) in the first case and for small enough \( t \) and \( \tilde{h} \) in the second one

\[
u_{\text{rough}}(t, x, x_0, h) = \chi(t, |x-x_0|)u^{exp}_{\text{rough}}(t, x, x_0, h)(1+O(\tilde{h})) \quad (2.7)
\]

with

\[
u^{exp}_{\text{rough}}(t, x, x_0, h) = (2\pi h t)^{-d/2} \left( \det \frac{\partial^2 H}{\partial p^2}(x_0, \hat{p}) \right)^{-1/2} \exp\left\{ -\frac{S(t, x, x_0)}{h} \right\} \quad (2.8)
\]

where \( \hat{p} = \hat{p}(t, x, x_0) \) is the (obviously unique) solution of the equation

\[
\frac{\partial H}{\partial p}(x_0, \hat{p}(t, x, x_0)) = \frac{1}{t} y(t, x, x_0).
\]

Moreover,

\[
\hat{p}(t, x, x_0) = p_0(t, x, x_0) + O(|x-x_0|), \quad (2.9)
\]
where $p_0(t, x, x_0)$ denotes, as in Section 2.1, the initial momentum on the trajectory of the Hamiltonian flow joining $x_0$ and $x$ in time $t$.

Proof. To calculate the integral in (2.3) we shall use the method of the saddle-point. Namely, one readily sees that the phase

$$\Sigma(p, t, x, x_0) = ipy(t, x, x_0) - H(x_0, ip)t$$

in (2.3) is an entire analytic function in $p$ that has a unique imaginary saddle-point $-ip(t, x, x_0)$. Formula (2.9) for $\hat{p}$ follows from (2.5.31). Let us shift the contour of integration in (2.3) by $\hat{p}$, which is possible due to the Cauchy theorem and Proposition C1 from Appendix C. This amounts to writing $\hat{p} + ip$ instead of $ip$ in (2.3).

Hence

$$u_{\text{rough}}(t, x, x_0, h) = \frac{\chi(t, |x - x_0|)}{(2\pi h)^d} \exp\left\{-\frac{S(t, x, x_0)}{h}\right\}$$

$$\times \int_{\mathbb{R}^d} \exp \left\{-\frac{(H(x_0, \hat{\rho}) - H(x, \hat{\rho} + ip))t + ipy(t, x, x_0)}{h}\right\} dp,$$

(2.11)

where we have used also the formula

$$S(t, x, x_0) = \hat{p}y(t, x, x_0) - H(x_0, \hat{\rho})t,$$

(2.12)

which is equivalent to (2.5.17).

To calculate the integral in (2.11) we apply Proposition B2 considering $h$ as a small parameter. We omit the details concerning a simpler case $h \leq t$ and consider only the situation with $t \leq h \leq |x - x_0|/(1 + \log^+ |x - x_0|/t)$. The assumptions (1)-(5) of Proposition B2 are satisfied for the phase

$$\hat{\Sigma}(p) = \frac{(H(x_0, \hat{\rho}) - H(x, \hat{\rho} + ip))t + ipy(t, x, x_0)}{|x - x_0|/(1 + \log^+ |x - x_0|/t)^3}$$

(2.13)

of the Laplace integral (2.11), because on the one hand

$$\text{Re} \hat{\Sigma}(p) = \int_{\mathbb{R}^d} e^{-\hat{p}\cdot \xi} (1 - \cos(p\xi)) \nu(x_0, d\xi) \frac{t(1 + \log^+ |x - x_0|/t)^3}{|x - x_0|}.$$
and thus $\text{Re} \hat{\Sigma}$ is positive everywhere except the origin where it vanishes, and on the other hand $\text{Re} \hat{\Sigma}(p) \to \infty$ as $|p| \to \infty$, due to Proposition C1. Moreover, from (1.2) it follows that for the phase $\hat{\Sigma}$ one can takes the constant $r$ from assumptions (6)-(7) of Proposition B2 to be independent from $p$ and $x_0$ (for instance, one can take $r = \pi/3 \max a(x)$) and such that

$$\text{Re} \frac{\partial^2 \hat{\Sigma}}{\partial p^2} \geq C_1 (1 + \log \frac{|x - x_0|}{t})^2$$

with some positive constant $C_1$, because for $|p| < r$ one has

$$\frac{\partial^2}{\partial p^2} \int e^{-(\hat{p},\xi)}(1-\cos(p,\xi))\nu(x, d\xi) \geq \frac{1}{2} \frac{\partial^2}{\partial p^2} \int (e^{-(\hat{p},\xi)}-1+\frac{(\hat{p},\xi)}{1+\xi^2})\nu(x, d\xi),$$

and the r.h.s. of this inequality was estimated in Theorem 2.5.3. Since the amplitude of our Laplace integral is a constant, only the first two terms in (B12) are relevant. Since the derivatives of $\hat{\Sigma}$ with respect to $p$ are given in terms of the derivatives of $H$ that satisfy the assumption (i) of Definition 2.5.1 and due to (2.14) one readily sees that the constant $A$ from Proposition B1 is bounded in our situation.. Therefore, $\delta_2(h)$ is also bounded. Similarly one gets that $\delta_1(h)$ is also bounded for small $t$. It remains to compare $\delta_3(h)$ with the principle term in (B13). Due to (2.14) and Proposition C1, $\delta_3(h)$ does not exceed

$$\exp \left\{ -r^2 C_1 (1 + \log^+ (|x - x_0|/t))^2 \right\}$$

$$\times \int \exp \left\{ -\sigma(x_0)|p|^\alpha t (1 + \log^+ (|x - x_0|/t))^3 \right\} \frac{dp}{h_0 |x - x_0|}$$

Suppose $\log(|x - x_0|/t) \geq 1$ (the case of bounded $|x - x_0|/t$ is simpler and is omitted). Carrying out the integration yields

$$\delta_3(h) = O(1) \left( \frac{t}{|x - x_0|} \right)^{-r^2 C_1 / h} \left( \frac{|x - x_0| h_0}{t(1 + \log^+ (|x - x_0|/t))^3} \right)^{d/\alpha}.$$
To complete the proof of the Proposition, we need to show that

$$(2\pi h)^{-d} \delta_3(\tilde{h}) = O(\tilde{h})(2\pi ht)^{-d/2} \left( \det \frac{\partial^2 H}{\partial p^2}(x_0, \tilde{p}) \right)^{-1/2}. \quad (2.15)$$

Due to (2.9) and Theorem 2.5.3,

$$\frac{\partial^2 H}{\partial p^2}(x_0, \tilde{p}) = O(|x - x_0|) t^{-1}. \quad (2.16)$$

Hence, due the expression for $\delta_3$, in order to prove (2.15) it is enough to show that

$$\left( \frac{t}{|x - x_0|} \right)^{r^2 C_1/2\tilde{h}} \left( \frac{|x - x_0|}{t(1 + \log^+(|x - x_0|/t)^3)} \right)^{d/\alpha} \leq \left( \frac{2\pi h}{t} \right)^{d/2} \left( \frac{|x - x_0|}{t} \right)^{-d/2} = \left( \frac{2\pi h}{|x - x_0|} \right)^{d/2},$$

which holds obviously for small enough $\tilde{h}_0$, because $t/h$ is bounded.

Hence, formula (2.7) follows from Proposition B2 and the above obtained estimates for $\delta_1, \delta_2, \delta_3$.

Since $u_\alpha$ presents a multiplicative asymptotics for $u_{\text{rough}}$ in the domains $\{t < h, |x - x_0| < h\}$, one sees that, roughly speaking, the domain $\{\max(t, |x - x_0|/|\log t|) < h < |x - x_0|\}$ is the boundary layer between the asymptotic representations $u_\alpha$ and $u_{\text{rough}}^{\exp}$. In this domain we know that $u_{\text{rough}}$ is bounded by $u_\alpha$, but this estimate is too rough and will be improved later on. We turn now to the estimate of the result of the substitution of function (2.4) in equation (1.1), i.e. of the function

$$F(t, x, x_0, h) = \left[ \frac{\partial}{\partial t} - \frac{1}{h} H(x, -h\nabla) \right] u_{\text{rough}}. \quad (2.17)$$

Again we consider separately the cases of small $h$ and small $t$.

Recall that $\Theta_{b,c}$ denotes the characteristic function of the closed interval $[b, c]$, i.e. $\Theta_{b,c}(y)$ is equal to one (resp. to zero) for $y \in [b, c]$ (resp. otherwise)
Proposition 2.3. Under the assumptions of Proposition 2.2 for small $t$ and $h$

$$F = O(u_{\text{rough}}^{\exp}) \left[ 1 + \left( \frac{|x-x_0|}{t} \right)^{1+O(|x-x_0|)} \right].$$ (2.18)

Proof. Using the formula of the commutation of a Lévy-Khintchine \DO\ with an exponential function, see Proposition D2, yields

$$F = -\frac{1}{(2\pi h)^d} \int_{\mathbb{R}^d} (f_1 + hf_2 + hf_3 + hf_4) \exp\{-i\frac{py(t,x,x_0) - H(x_0,ip)t}{h}\} \, dp$$ (2.19)

with

$$f_1 = f_1(t,x,p) = \chi(t,|x-x_0|) \left( \frac{\partial \Sigma}{\partial t} + H(x, \frac{\partial \Sigma}{\partial x}) \right)$$

$$= \chi(t,|x-x_0|) \left( ip \frac{\partial y}{\partial t} - H(x_0,ip) + H(x,ip \frac{\partial y}{\partial x}(t,x,x_0)) \right),$$

$$f_2 = \frac{1}{h} \chi(t,|x-x_0|) \int \nu(x,d\xi)$$

$$\times \left( \exp\{-hi \int_0^1 (1-s)(p_j \frac{\partial^2 y_j}{\partial x^2}(x+sh\xi)\xi,\xi) ds\} - 1 \right) \exp\{-i(p, \frac{\partial y}{\partial x}\xi) \},$$

$$f_3 = -\frac{\partial \chi}{\partial t} - \left( \frac{\partial \chi}{\partial x}, \frac{\partial H}{\partial p}(x,ip \frac{\partial y}{\partial x}(t,x,x_0)) \right) + \int \nu(x,d\xi)$$

$$\times \left( \frac{\partial \chi}{\partial x},\xi \right) \left( \exp\{\frac{h}{i} \int_0^1 (1-s)(p_j \frac{\partial^2 y_j}{\partial x^2}(x+sh\xi)\xi,\xi) ds\} - 1 \right) \exp\{-i(p, \frac{\partial y}{\partial x}\xi) \},$$

$$f_4 = h \int_{\mathbb{R}^d} \left( \int_0^1 (1-s)ds \frac{\partial^2 \chi}{\partial x^2}(x+sh\xi)\xi,\xi \right)$$

$$\times \exp\{-hi \int_0^1 (1-s)(p_j \frac{\partial^2 y_j}{\partial x^2}(x+sh\xi)\xi,\xi) ds\} \exp\{-i(p, \frac{\partial y}{\partial x}\xi) \} \nu(x,d\xi).$$
We make now the same shift of the contour of integration as in the proof of Proposition 2.2 to find that (2.19) can be rewritten as

\[- \frac{1}{(2\pi\hbar)^d} \exp\left\{ -\frac{S(t, x, x_0)}{\hbar} \right\} \int_{\mathbb{R}^d} (f_1 + hf_2 + hf_3 + hf_4) \exp\left\{ -\frac{\hat{\Sigma}(p)}{\hbar} \right\} dp \]

with \( f_1, f_2, f_3, f_4 \) being the same as above but with the argument \(-i\hat{p} + p\) instead of \( p \) and with \( \hat{\Sigma}(p) \) given by (2.13).

To estimate this integral we shall use Propositions B1, B2. As in the proof of Proposition 2.2 let us consider only the case \( t \hbar \leq |x - x_0|/|\log \hbar| \), where \( \hbar = \hbar|\log \hbar|/|x - x_0| \). Notice first that since all \( f_j, j = 1, ..., 4 \), increase as \( p \to \infty \) at most polynomially, the estimate of the exponentially small remainder \( \delta_2(\hbar) \) of form (B13) is carried out exactly in the same way as in the proof of Proposition 2.2. Hence we shall deal only with the remainder \( \delta_1(\hbar) \) of form (B12) and shall consider \( r \) to be chosen as in the proof of Proposition 2.2.

Let us begin with the contribution of \( f_1 \) in (2.20). The first observation is that

\[ f_1(t, x, -i\hat{p}(t, x, x_0)) = 0. \quad (2.21) \]

In fact, from (2.2) and (2.5.32) it follows that

\[ tL(x_0, \frac{1}{t}y(t, x, x_0)) = S(t, x, x_0). \]

Differentiating in \( t \) yields

\[ \frac{\partial S}{\partial t} = L(x_0, \frac{1}{t}y(t, x, x_0)) + \hat{p} \left( \frac{\partial y}{\partial t}(t, x, x_0) - \frac{1}{t}y(t, x, x_0) \right). \]

Since the two-point function \( S \) satisfies the Hamilton-Jacobi equation, and moreover,

\[ \frac{\partial S}{\partial x} = \frac{\partial \hat{\Sigma}}{\partial x} = \hat{p} \frac{\partial y}{\partial x}, \]

it follows that

\[ L(x_0, \frac{1}{t}y(t, x, x_0)) + \hat{p} \frac{\partial y}{\partial t} - \frac{1}{t} \hat{p}y(t, x, x_0) + H(x, \hat{p} \frac{\partial y}{\partial x}) = 0, \]
which is equivalent to (2.21). Therefore, the main term in the asymptotic formula (B11) for the Laplace integral (2.20) with the amplitude \( f_1 \) vanishes. To estimate \( \delta_1(\hat{h}) \) we need the estimates of \( f_1(\hat{p} + p) \) and its first two derivatives for small \( p \). One has

\[
\frac{\partial f_1}{\partial p}(-i\hat{p} + p) = i \frac{\partial y}{\partial t} - i \frac{\partial H}{\partial p}(x_0, \hat{p} + ip) + i \frac{\partial y}{\partial x} \frac{\partial H}{\partial p}(x, (\hat{p} + ip) \frac{\partial y}{\partial x}),
\]

\[
\frac{\partial^2 f_1}{\partial p^2} = \frac{\partial^2 H}{\partial p^2}(x_0, \hat{p} + ip) - \left( \frac{\partial y}{\partial x} \right) \frac{\partial^2 H}{\partial p^2}(x, (\hat{p} + ip) \frac{\partial y}{\partial x}) \left( \frac{\partial y}{\partial x} \right)'.
\]

Due to (2.5.36), (2.5.37),

\[
\frac{\partial y}{\partial t} = O(|x - x_0|^2) t^{-1}, \quad \frac{\partial y}{\partial x} = 1 + O(|x - x_0|), \quad \frac{\partial^2 y}{\partial x^2} = O(1 + \log + \frac{|x - x_0|}{t}).
\]

(2.22)

It follows that the last term in the above expressions for the derivatives of \( f_1 \) give the principle contribution, which is of the order \( O(|x - x_0|/t)^{1+O(|x - x_0|)} \) (up to an additive constant). Consequently, all three coefficients \( F_0, F_1, F_2 \) from formula (B12) have the same order, and therefore, \( \delta_1(h) \) as well. Hence, using also Proposition 2.2, one concludes that the term in (2.20) containing \( f_1 \) contributes to the first term in (2.18).

To estimate the contributions of other terms it is convenient to take into consideration only the real part (2.16) of the phase, to estimate the magnitude of \( f_2, f_3, f_4 \) at \(-i\hat{p} + p\) for small \( p \), and then apply Proposition B1. Due to (2.22), one has

\[
|\exp\{-((\hat{p} + ip) \frac{\partial y}{\partial x})\}| = O(\exp\{a(x) |\hat{p}| (1 + O(|x - x_0|))\})
\]

\[
= O(1) \left( 1 + \left| \frac{x - x_0}{t} \right|^{1+O(|x - x_0|)} \right).
\]

(2.23)

Next,

\[
h \hat{p}_j \left| \frac{\partial^2 y_j}{\partial x^2} (x + sh\xi) \right| = O(h) \left( 1 + \log + \left| \frac{x - x_0}{t} \right| \right)^2 = O(|x - x_0|) \log
\]
is bounded. Writing down

$$\exp\{hi\left(p_j \int_0^1 (1 - s) \frac{\partial^2 y_j}{\partial x^2} (x + sh\xi) \, ds, \xi \right)\} - 1$$

$$= hi\left(p_j \int_0^1 (1 - s) \frac{\partial^2 y_j}{\partial x^2} (x + sh\xi) \, ds, \xi \right)$$

$$\exp\{\theta hi\left(p_j \int_0^1 (1 - s) \frac{\partial^2 y_j}{\partial x^2} (x + sh\xi) \, ds, \xi \right)\}. \quad (2.24)$$

one has

$$|f_2(t, x, -i\hat{p} + p)| = O(1) \left(1 + \log^+ \frac{|x - x_0|}{t}\right)^2 \left(1 + \frac{|x - x_0|}{t}\right)^{1+O(|x-x_0|)},$$

which again contributes to the first term in (2.18). The terms with \(f_3, f_4\) do not give anything new.

**Proposition 2.4.** Let \(t/h\) be bounded. If \(\alpha > 1\), then

$$F = O(u_\alpha)\left[1 + \frac{|x - x_0|}{t} \right] + \left(\frac{t}{h}\right)^{\alpha^{-1} - 1} |\log t|$$

$$+ \Theta_t(\alpha - 1)^{1/\alpha, \alpha, c}(|x - x_0|)\frac{|x - x_0|^2}{ht} \left(\frac{t}{h}\right)^{-1/\alpha} |\log t|]. \quad (2.25)$$

If \(\alpha \leq 1\), let \(\delta_1 = (1 - \alpha)^2\alpha^{-1}(2 - \alpha)^{-1}\) and \(\delta_2\) be any number such that

$$\frac{1 - \alpha}{\alpha(2 - \alpha)} < \delta_2 < \frac{1}{\alpha(2 - \alpha)}.$$

Then

$$F = O(u_\alpha)\left[1 + |\log t|\frac{|x - x_0|}{t} \right]$$

$$+ \Theta_t(\alpha - 1)^{1/\alpha, \alpha, c}(|x - x_0|)\frac{|x - x_0|^2}{ht} \left(\frac{t}{h}\right)^{-1/\alpha} |\log t| + \Theta_t^{\alpha}(|x - x_0|)t^{-1}] \quad (2.25')$$

**Proof.** We use again formula (2.19). Let \(H = H_s + H_p\) be the decomposition of \(H\) in the stable and Poissonian parts as in
Theorem 4.1, i.e. \( H_s(x, -ip) = \Phi_s(x, p) \) is given by (5.3.4) and \( H_p(x, -ip) = \Phi_p(x, p) \) is given by (5.4.3). It is enough to consider the phase in integral (2.19) to be simply \( ip(x - x_0) - H_s(x_0, ip)t \), because the use of the exact phase (2.12) will give the result that differs by a bounded multiplier (that one shows as in the proof of Proposition 2.1), which is not essential. Thus, rewriting also everything in terms of the symbol \( \Phi(x, p) = H(x, -ip) \) we present the r.h.s. of (2.19) in the form

\[
\frac{O(1)}{(2\pi h)^d} \int_{\mathcal{R}^d} \left( f_1 + f_2 + f_3 + f_4 \right)(t, x, -p) \exp \left\{ \frac{\Phi_s(x_0, p)t + ip(x - x_0)}{h} \right\} \, dp. \tag{2.26}
\]

Consider first the contribution of the term with the amplitude \( f_1 \).

Let us rewrite this function in the form

\[
f_1(t, x, -p) = -ip \frac{\partial y}{\partial t} + \left( \Phi_s(x, p) - \Phi_s(x_0, p) \right) + \left( \Phi_s(x, p) \frac{\partial y}{\partial x} - \Phi_s(x, p) \right)
+ \left( \Phi_p(x, p) - \Phi_p(x_0, p) \right) + \left( \Phi_p(x, p) \frac{\partial y}{\partial x} - \Phi_p(x, p) \right). \tag{2.27}
\]

We claim that the contribution of this term can be estimated by the expression on the r.h.s. of (5.3.27). Due to (2.22) one sees directly that it is the case for the contribution of the first term in (2.27). The contribution of the second term in (2.27) has the form

\[
O(|x - x_0|) \left[ \frac{\partial u_\alpha}{\partial x}(t, x - x_0) + \frac{\partial u_\alpha}{\partial t}(t, x - x_0, h) \right], \tag{2.28}
\]

which is estimated exactly as (5.3.24) and is of form (5.3.27). Next, due to (2.23) and (5.3.4), the third term in (2.27) can be presented as \( O(|x - x_0|) \Phi_s(x, p) \), which again has form (2.28). To estimate the contribution of the fourth term in (2.27) we write

\[
\Phi_p(x, p) - \Phi_p(x_0, p) = \frac{\partial \Phi_p}{\partial x}(x_0 + \theta(x - x_0), p)(x - x_0).
\]

Since \( \frac{\partial \Phi_p}{\partial x} \) has the same form as \( \Phi_p \), i.e.

\[
\frac{\partial \Phi_p}{\partial x}(x, p) = \int (e^{ip\xi} - 1) \frac{\partial f}{\partial x}(x, \xi) \, d\xi
\]
with $|\partial f/\partial x| = O(f_\alpha^d(\xi))$ (actually $\partial f/\partial x(x, \xi)$ vanishes for $|\xi| \geq a(x)$), we deal with the contribution of this term as in the proof of Theorem 5.4.2 to get the estimate for it of the form

$$O(|x-x_0|)(h^{-1} + t^{-1})u_\alpha(t, x, x_0) = O(|x-x_0|/t)u_\alpha(t, x, x_0),$$

which again gives nothing new as compared with (2.28).

Consider the last term in (2.27). It is convenient to decompose the integral (5.4.3) defining $\Phi_p$ into two integrals over $|\xi| \leq a(x)$ and $|\xi| \geq a(x)$. The first integral is differentiable in $p$ and the corresponding difference is estimated as the fourth term in (2.27).

In the second integral $f(x, \xi) = |\xi|^{-(d+\alpha)}$ and the corresponding term is estimated readily.

Consider now the contribution of the term with $f_2$ in (2.26). To begin with, consider the case when $h \leq \epsilon |\log t|^{-1}$ with small positive $\epsilon$. Introducing the function

$$w(x, \xi) = \left[ \xi \frac{\partial y}{\partial x} \right]_j + h \int_0^1 (1-s) \left( \frac{\partial^2 y_j}{\partial x^2} (x+s\xi) \xi, \xi \right) \, ds$$

and using (2.24) we can present the contribution of the term with $f_2$ in the form

$$O(h) |\log t| \int \left| \frac{\partial u_\alpha}{\partial x} (t, x-x_0 + hw(x, \xi)) \right| |\xi|^2 \nu(x, d\xi).$$

Due to our assumption on $h$, $w(x, \xi) = \xi (1+O(|x-x_0|)+O(h|\xi|^2)$, which means that for small enough $\epsilon$, one can make the change of the variable of integration in the previous integral $\xi \rightarrow \eta = w(x, \xi)$ to write the contribution of the term with $f_2$ in the form

$$O(h) |\log t| \int \left| \frac{\partial u_\alpha}{\partial x} (t, x-x_0 + h\xi) \right| |\xi|^2 \nu(x, d\xi). \quad (2.29)$$

First let $|x-x_0| \leq 2(\epsilon h^{\alpha-1})^{1/\alpha}$. Present expression (2.29) as the sum of two terms $I_1 + I_2$ corresponding to the decomposition of the domain of integration over $\xi$ in the union of the sets

$$M_1 = \{ \xi : |x-x_0+h\xi| \leq 4(\epsilon h^{\alpha-1})^{1/\alpha} \}, \quad M_2 = \{ \xi : |x-x_0+h\xi| \geq 4(\epsilon h^{\alpha-1})^{1/\alpha} \}.$$
In the first integral we estimate

\[
\left| \frac{\partial u_\alpha}{\partial x}(t, x - x_0 + h\xi) \right| = \frac{O(1)}{(th^{\alpha-1})^{1/\alpha}} u_\alpha(t, x-x_0+h\xi) = \frac{O(1)}{(th^{\alpha-1})^{1/\alpha}} u_\alpha(t, x-x_0).
\]

Therefore

\[
I_1 = \frac{O(h)|\log t|}{(th^{\alpha-1})^{1/\alpha}} u_\alpha(t, x-x_0) \int_{\{h|\xi| \leq \delta(\alpha)(\alpha-1)^{1/\alpha}\}} |\xi|^{1-\alpha} d|\xi|
\]

and consequently

\[
I_1 = \left( \frac{t}{h} \right)^{(\alpha-1)-1} |\log t|O(u_\alpha^{\alpha s}), \quad I_1 = |\log t|O(u_\alpha) \quad (2.30)
\]

respectively for \( \alpha \geq 1 \) or \( \alpha \leq 1 \). In the second integral \( I_2 \) we estimate \(|x - x_0 + h\xi| > h|\xi|/2\) and thus

\[
\left| \frac{\partial u_\alpha}{\partial x}(x - x_0 + h\xi) \right| = \frac{O(1)}{|x + h\xi|} u_\alpha(x - x_0 + h\xi) = \frac{O(1)}{h|\xi|} u_\alpha(x).
\]

Consequently

\[
I_2 = O(u_\alpha^{\alpha s})|\log t| \int_{(t/h)^{1/\alpha}}^{O(h^{-1})} |\xi|^{-\alpha} d|\xi|.
\]

Hence, \( I_2 \) is the same as (2.30).

Let \( 2(\alpha-1)^{1/\alpha} \leq |x - x_0| = O(h) \). Let us decompose expression (2.29) into the sum \( I_1 + I_2 \) of two terms corresponding to the decomposition of the domain of integration over \( \xi \) in the union of the sets \( M_1 = \{ h|\xi| \leq |x - x_0|/2 \} \) and \( M_2 = \{ h|\xi| \geq |x - x_0|/2 \} \). The first term is

\[
\frac{O(h)|\log t|}{|x-x_0|} u_\alpha(t, x-x_0) \int_{0}^{|x-x_0|/2h} |\xi|^{1-\alpha} d|\xi|
\]

\[
= \left( \frac{|x-x_0|}{h} \right)^{1-\alpha} |\log t|O(u_\alpha(t, x-x_0)),
\]
which is easily seen to be again of form (2.30), due to the assumptions on \( x \). To estimate the second term one notes that for \( h|\xi| \geq |x-x_0|/2 \)

\[
|\xi|^2 \nu(x, d\xi) \leq \left( \frac{h}{|x-x_0|} \right)^{d+\alpha-2} \frac{h^\alpha d(h\xi)}{|x-x_0|^{d+\alpha}},
\]

and therefore one can estimate this second term by

\[
I_2 = O(|\log t|) \left( \frac{t}{h} \right)^{-1/\alpha} \left| \frac{x-x_0}{h} \right|^2 \frac{h^\alpha}{|x-x_0|^{d+\alpha}} \int u_\alpha(x-x_0+\eta) \, d\eta
\]

\[
= O(|\log t|) \left( \frac{t}{h} \right)^{-1/\alpha} \left| \frac{x-x_0}{h} \right|^2 \frac{h^\alpha}{|x-x_0|^{d+\alpha}}
\]

\[
= \left( \frac{t}{h} \right)^{-1/\alpha} \left| \frac{x-x_0}{th} \right| \log t |O(u_\alpha(t, x-x_0)). \tag{2.32}
\]

Now let \( |x-x_0| \geq 2a(x)h \). Then for all \( |\xi| \leq a(x) \)

\[
\left| \frac{\partial u_\alpha}{\partial x}(t, x-x_0+h\xi) \right| \leq \frac{u_\alpha(t, x-x_0+h\xi)}{|x-x_0+h\xi|}
\]

\[
= O(1) \frac{u_\alpha(t, x-x_0)}{|x-x_0|} = O(h^{-1})u_\alpha(t, x-x_0).
\]

Therefore, one can estimate expression (2.29) by \(|\log t|O(u_{G}^{2s})\), which does not give anything new.

Let us suppose now that \( h \geq \epsilon|\log t|^{-1} \), i.e. \( t \) is exponentially small with respect to \( h \). Integral over the range of \( \xi \) (in the expression for the contribution of the term with \( f_2 \)) such that \( h|\xi| \leq \epsilon|\log t|^{-1} \) with small enough \( \epsilon \) can be obviously estimated in the same way as in the previous case. So, one needs to consider the integral only over the domain

\[
D = \left\{ \frac{\epsilon}{h|\log t|} \leq |\xi| \leq a(x) \right\}
\]
with a sufficiently small $\epsilon$. To estimate this integral consider both terms in formula for $f_2$ from (2.19) separately. The contribution of the first term can be written as

$$h^{-1} \int_D u_{\text{rough}}(t, x + h\xi, x_0, h) \nu(x, d\xi),$$

and is the same to estimate

$$h^{-1} \int_D u_{s}^{a s}(t, x + h\xi - x_0, h) \nu(x, d\xi), \quad (2.33)$$

The estimate of the contribution of the second term is reduced plainly to the estimate of the same integral. In $D$

$$\nu(x, d\xi) = \frac{O(1)}{|\xi|^{d+\alpha}} = O(h|\log t|)^{d+\alpha} d\xi = O(h^\alpha|\log t|^{d+\alpha} d(h\xi)).$$

Hence, integral (2.33) can be estimated by

$$O(h^{\alpha-1})|\log t|^{d+\alpha} \int_D u_{s}^{a s}(t, x + \eta - x_0, h) d\eta = O(h^{\alpha-1})|\log t|^{d+\alpha}.$$

If $|x - x_0| \leq (th^{\alpha-1})^{1/\alpha}$, this is estimated by $u_{s}^{a s}$ (because $t$ is exponentially small with respect to $h$). If $|x - x_0| \geq (th^{\alpha-1})^{1/\alpha}$, the last expression can be written as

$$|x - x_0|^{d+\alpha} t^{-1}|\log t|^{d+\alpha} O(u_{s}^{a s}).$$

If $\alpha \geq 1$, this is obviously bounded by (2.31), which completes the consideration of the case $\alpha > 1$.

If $\alpha \leq 1$, we shall use estimate (2.31) only for

$$(th^{\alpha-1})^{1/\alpha} \leq |x - x_0| \leq t^{\delta_2} h^{-\delta_1},$$

which gives the second term in (2.25’). (Notice that due to our assumptions, $(th^{\alpha-1})^{1/\alpha} \leq t^{\delta_2} h^{-\delta_1}$.) If $|x - x_0| \geq t^{\delta_2} h^{-\delta_1}$, we shall use estimate (2.29) only when integrating over $|\xi h| \leq (th^{\alpha-1})^{1/\alpha}$,
and integrating over the remaining set of $\xi$ we shall use formula (2.33). Thus, for $|\xi h| \leq (th^{\alpha-1})^{1/\alpha}$, estimating

$$|\xi|^2 \nu(x, d\xi) \leq \left( \frac{t}{h} \right)^{1/\alpha} \left| \frac{x-x_0}{h} \right| h^\alpha d|h\xi| \left| x-x_0 \right|^{d+\alpha}$$

instead (2.31) yields for $I_2$ the estimate

$$I_2 = O(|\log t|) \frac{|x-x_0|}{t} u_G^{as},$$

instead of (2.32), which contributes to the first term in (2.25'). As we have mentioned, for $|\xi h| \geq (th^{\alpha-1})^{1/\alpha}$, we shall use formula (2.33) for the contribution of the term with $f_2$. To estimate this integral we estimate

$$\frac{1}{h} \nu(x, d\xi) \leq \frac{d\xi}{|\xi|^{d+\alpha}} = \frac{1}{t} \frac{th^{\alpha-1}d(h\xi)}{|h\xi|^{d+\alpha}},$$

and therefore the integral (2.33) is estimated by

$$\int u_{\alpha}(t, x-x_0+\eta) t^{-1} u_{\alpha}(t, \eta) = O(t^{-1}) u_{\alpha}(2t, x-x_0) = O(t^{-1}) u_{\alpha}(t, x-x_0),$$

which contributes to the last term in (2.25').

Turning to the contributions of $f_3$ and $f_4$ in (2.17) one sees readily that they give nothing new as compared to the terms considered above, which completes the proof of the Proposition. Notice only that considering the contribution of the second term in the expression for $f_3$ one presents $\partial H = \partial H_s + \partial H_p$. Due to Proposition 5.2.4, the contribution of the first term is $O(|x-x_0|/t) u_{\alpha} \Theta_{c_1, c_2}(|x-x_0|)$, and the second is considered as in the proof of theorem 5.4.2 to obtain for its contribution the estimate $O(1/t) u_{\alpha} \Theta_{c_1, c_2}(|x-x_0|)$, which is actually the same as the first one.

We shall give now an estimate for $u_{\text{rough}}$ in the boundary layer $\{h \leq |x-x_0| \leq h|\log t|^{k}\}$.

**Proposition 2.5.** For any $K > 0$ and $k > 0$ there exists $\kappa > 0$ such that

$$u_{\text{rough}}(t, x, x_0, h) = O(1) \left( 1 + \log^+ \frac{|x-x_0|}{t} \right)^\kappa \chi(t, |x-x_0|) u_{\text{rough}}^{exp}(t, x, x_0, h).$$
uniformly in the domain

\[ \left\{ \frac{1}{K} \leq \frac{|x - x_0|}{h} \leq K \left( 1 + \log^+ \frac{|x - x_0|}{t} \right)^k \right\}, \quad t \leq Kh. \]

Proof. As in the proof of Proposition 2.2 we shall use representation (2.11), but shall estimate it in a different way. Using formulas (C20)-(C22) and making the change of the variable \( p \mapsto ph \) we rewrite (2.11) in the form

\[ u_{\text{rough}}(t, x, x_0, h) = O(1) \chi(t, |x-x_0|) \exp\left( - \frac{S(t, x, x_0)}{h} \right) \exp\left\{ - \frac{t}{h} H(x_0, \hat{p}) \right\} I, \]

where \( I \) equals

\[ \frac{1}{(2\pi)^d} \int \exp\left\{ -\sigma |p|^{\alpha} th^{\alpha-1} + \frac{t}{h} \int e^{-ip\xi} (f_1 + f_2)(x, \xi/h) d(\xi/h) + ip(x-x_0) \right\} dp \]

or

\[ I = \frac{1}{(2\pi)^d} \int \exp\left\{ -\sigma|p|^{\alpha} th^{\alpha-1} \right\} \times \exp\left\{ -i(\hat{p}, p)\sigma|p|^{\alpha-2} th^{\alpha-2} + \frac{t}{h} \int e^{-ip\xi} (f_1 + f_2)(x, \xi/h) d(\xi/h) + ip(x-x_0) \right\} dp \]

respectively for \( \alpha < 1 \) or \( \alpha \geq 1 \). Here

\[ |f_1(\eta)| \leq \exp\{ (\hat{p}, \eta) \} f_1^d(\eta) \]

(\( f_1^d(\eta) \) being defined in (5.3.31)), and

\[ |f_2(\eta)| \leq \Theta_b(|\eta|) |\hat{p}| \exp\{ \hat{p} \eta \} \eta^{-(d+\alpha-1)}, \]

\[ |f_2(\eta)| \leq \Theta_b(|\eta|) |\hat{p}|^2 \exp\{ \hat{p} \eta \} \eta^{-(d+\alpha-2)} \]

resp. for \( \alpha < 1 \) or \( \alpha \geq 1 \) with \( b \) being any constant less than \( a(x) \).

Consider first the case \( \alpha < 1 \). We shall estimate (2.35) as in the proof of Theorem 5.4.2 by expanding the exponent \( \exp\left\{ \frac{t}{h} \int e^{-ip\xi} (f_1 + f_2)(x, \xi/h) d(\xi/h) \right\} \) in (2.35) in the power series. The first term in
thus obtained series in (2.35) is just $u_\alpha$, and it is readily seen that in the range of parameters we are dealing with

$$\frac{th^{\alpha-1}}{|x-x_0|^{d+\alpha}} = \frac{O(1)}{(ht)^{d/2}} \left| \frac{x-x_0}{t} \right|^{-d/2} = \frac{O(1)}{(ht)^{d/2}} \left( \det \frac{\partial^2 H}{\partial p^2}(x_0, \hat{p}) \right)^{-1/2},$$

and the corresponding term in (2.34) can be estimated by the r.h.s. of (2.33). The second term

$$\frac{1}{(2\pi)^d} \int \exp\{ -|p|^{\alpha} th^{\alpha-1} + ip(x-x_0) \} \left( \frac{t}{h} \int e^{-ip\xi} (f_1 + f_2)(x, \frac{\xi}{h}) \frac{d\xi}{h} \right) dp$$

is the inverse Fourier transform of the product of two functions, which equals therefore to the convolution of their inverse Fourier transforms

$$\int u_\alpha(t, x-x_0 - \xi) \frac{t}{h} (f_1 + f_2)(x_0, \frac{\xi}{h}) h^{-d} d\xi. \quad (2.39)$$

Recall that $t \leq h = O(|x-x_0|)$. Due to (2.37), Proposition 5.3.5 and Theorem 2.5.3, the first term in (2.39) can be estimated by

$$O(t/h) e^{\frac{|p|}{h} a(x_0)} \int u_\alpha(t, x-x_0 - \xi) h^{-d} f_{\alpha,h}^{d}(\xi) d\xi = O(t/h) e^{\frac{|p|}{h} a(x_0)} h^{-d} f_{\alpha,h}^{d}$$

$$= \frac{O(|x-x_0|)}{h} (1 + \log + \frac{|x-x_0|}{t}) h^{-d} f_{\alpha,h}^{d},$$

which when inserted in (2.34) will satisfy the required estimate, because

$$h^{-d} f_{\alpha,h}^{d} = \frac{O(1)}{(ht)^{d/2}} \left| \frac{x-x_0}{t} \right|^{-d/2} = \frac{O(1)}{(ht)^{d/2}} \left( \det \frac{\partial^2 H}{\partial p^2}(x_0, \hat{p}) \right)^{-1/2}.$$

The term with $f_2$ in (2.39) can be written in the form

$$O(t/h) \int u_\alpha(t, x-x_0 - \xi) \Theta_b \left( \frac{|\xi|}{h} \right) |p|^{\frac{\partial}{\partial \hat{p}}} h^{\alpha-1} d\xi.$$
Since $h = O(|x - x_0|)$, we can choose a small $b$ in such a way that $|\xi| < |x - x_0|/2$ whenever $|\xi| < hb$. For these $\xi$

$$u_\alpha(t, x - x_0 - \xi) = O(u_\alpha(t, x - x_0)),$$

and therefore the last integral can be estimated by

$$O(t/h)u_\alpha(t, x-x_0)|\hat{\rho}|^b h^{\alpha-1} \int_0^{hb} \frac{|\xi|}{|\xi|^\alpha} = O(t/h)u_\alpha(t, x-x_0)|\hat{\rho}|^b h^{\alpha-1}$$

which is again estimated as the first term in (2.39) and which when inserted in (2.34) gives the term that is readily estimated by the r.h.s. of (2.33).

The whole series obtained in (2.35) can be presented in the form

$$u^{as}_G + u^{as}_G \star F_1 + u^{as}_G \star F_2 + u^{as}_G \star (F_1 \star F_2), \quad (2.40)$$

where

$$F_j = \frac{t}{h} h^{-d} f_{j,h} + \frac{t}{2h} h^{-d} f_{j,h} \star \frac{t}{h} h^{-d} f_{j,h} + \ldots, \quad j = 1, 2,$$

$\star$ means the standard convolution of the integrable functions (in other words, $F_j$ is the exponent of $f_{j,h}$ in the sense of convolution), and $f_{j,h}(x) = f_j(x/h)$. Using (5.4.8) one finds that the second term in the expression for $F_1(\xi)$ can be estimated by

$$\frac{1}{2} \left( \frac{t}{h} \right)^2 h^{-2d} \int f^d_{\alpha,h}(\xi-\eta) e^{(\xi-\eta)/h} f^d_{\alpha,h}(\eta) e^{\hat{\rho} \eta/h} d\eta \leq \frac{1}{2} \left( \frac{t}{h} \right)^2 h^{-d} f^d_{\alpha,h}(\xi) e^{\hat{\rho} \xi/h}.$$ 

By trivial induction one finds further that

$$F_1 \leq (e^{\frac{t}{h}} - 1) e^{(\hat{\rho}a(x_0)) h^{-d} f^d_{\alpha,h}} = O(t/h) e^{(\hat{\rho}a(x_0)) h^{-d} f^d_{\alpha,h}},$$

which gives nothing new as compared with the first term in (2.39). To estimate $F_2$ we need the following fact, whose elementary proof is omitted.

**Lemma 2.2.** Let $\alpha \in (0, 1)$, $a > 0$, and let the function $g(x)$ in $\mathcal{R}^d$ be defined by the formula $g_a(x) = \Theta_a(|x|)|x|^{-(d+\alpha-1)}$. Then

$$(g_a \star g_a) \leq C_1 a^{1-\alpha} g_a + C_2 a^{2-2\alpha-d} \Theta_{a,2a}, \quad (2.41)$$
\[ g_\alpha \ast f_\alpha^d \leq C_3 \alpha^{1-\alpha} (1 + \alpha^{d+\alpha}) f_\alpha^d, \]  
where positive constants \( C_1, C_2, C_3 \) depends only on \( d \) and \( \alpha \).

Since
\[(g_\delta \ast f_{\alpha,h}^d)(x) = (g_\delta \ast f_{\alpha,h}^d)(x/h)h^{1-\alpha},\]
it follows from the Lemma that uniformly in \( \delta \leq 1 \)
\[g_\delta \ast g_\delta \leq Ch^{1-\alpha}(g_\delta + h^{-d}f_{\alpha,h}^d), \quad g_\delta \ast f_{\alpha,h}^d \leq Ch^{1-\alpha}f_{\alpha,h}^d. \quad (2.43)\]
Due to (2.39)
\[h^{-d}f_2(\xi/h) \leq h^{\alpha-1}g_{hb}(\xi)e^{\lambda \xi(b+\delta)}\]
with any \( \delta > 0 \). Hence, by induction, the result of \( k \) convolutions of the function \((t/h)h^{-d}f_2(\xi/h)\) with itself does not exceed the function
\[h^{\alpha-1}C^{k-1} \left( \frac{t}{h} \right)^k e^{\lambda \xi(b+\delta)}(gbh + (k-1)h^{-d}f_{\alpha,h}^d).\]
Consequently,
\[F_2 \leq O(h^{\alpha-1}) \frac{t}{h} e^{\lambda \xi(b+\delta)}(gbh + h^{-d}f_{\alpha,h}^d),\]
which gives nothing new as compared with the second term in (2.39). The contribution of the term \( F_1 \ast F_2 \) from (2.40) is estimated in the same way which completes the consideration of the case \( \alpha < 1 \).

The case \( \alpha \geq 1 \) differs by the additional term under the exponent in (2.36) which is increasing in \( p \). To deal with this term we need the following simple statement from the calculus.

**Lemma 2.3.** For any \( \alpha \in [1, 2), s_0 > 0, v_0 > 0, \) there exists a constant \( K \) such that if \( s \in (0, s_0], \, w, v \in \mathcal{R}^d, \, |v| > v_0, \) then
\[\int_{\mathcal{R}^d} \exp\{-s|p|^{\alpha} - i(p,v) + i(p,w)|p|^{\alpha-2}\} dp \leq K|w|^{d/(2-\alpha)}.\]  
\[ (2.45) \]

**Proof.** Obviously (by changing the variable of integration \( p \) to \( p|v| \)) it is enough to prove (2.53) only for unit vectors \( v \). Consider
first a rather trivial one-dimensional situation. In that case one needs to prove the estimate
\[
\left| \text{Re} \int_0^\infty \exp\{-s|p|^\alpha - ip(1 - wp^{\alpha-2})\} \, dp \right| \leq Kw^{1/(2-\alpha)}
\]
for any \(w\). Let us consider only positive \(w\) (the case of negative \(w\) being even simpler). Let a number \(p_0\) be defined by the equation \(wp_0^{\alpha-2} = 1\), and let us decompose the domain of integration into the union of two subintervals: \([0, p_0]\) and \([p_0, \infty)\). Obviously the first integral does not exceed in magnitude the \(p_0 = w^{1/(2-\alpha)}\).

Hence, it is suffice to estimate the integral over \([p_0, \infty)\). Making in this integral the change of the variable of integration \(p \rightarrow y = p - wp^{\alpha-1}\), one rewrites it in the form
\[
\int_0^\infty \exp\{-s(p(y))^{\alpha}\}p'(y) \cos y \, dy.
\]
This integral has the form \(\int_0^\infty g(y) \cos y \, dy\) with a positive decreasing function \(g(y)\) such that \(g(0) = 2 - \alpha\) and \(\lim_{y \to \infty} g(y) = 0\). For such a function this integral is bounded by
\[
\int_{-\pi/2}^{\pi/2} g(y) \cos y \, dy \leq (2 - \alpha) \int_{-\pi/2}^{\pi/2} \cos y \, dy = 2(2 - \alpha),
\]
because it is equal to the convergent sum of an alternating series with monotonically decreasing terms.

Let us sketch the proof for \(d > 1\). For brevity, let \(d = 2\). Introducing the circular coordinates \(r, \theta\) for \(p\) in such a way that the vector \(v\) has vanishing \(\theta\) we can write the integral on the l.h.s. of (2.45) in the form
\[
I = \int_0^\infty \int_{-\pi}^{\pi} \exp\{-sr^{\alpha-1} - ir \cos \theta + ir^{\alpha-1} \cos \phi w_1 + ir^{\alpha-1} \sin \theta w_2\} \, dr \, d\theta.
\]
where \(w = w_1 \cos \phi + w_2 \sin \phi\). Writing
\[
(r - r^{\alpha-1}w_1) \cos \theta - r^{\alpha-1}w_2 \sin \theta = R(r) \cos(\theta - \psi)
\]
with appropriate $R$ and $\psi$ one can present $I$ in the form

$$I = \int_0^\infty \int_{-\pi}^\pi \exp\{-sr^\alpha\} \cos(R(r) \cos(\theta - \psi))r \, dr \, d\theta,$$

and by periodicity changing $\theta$ to $\phi = \theta - \psi$ yields

$$I = \int_0^\infty \int_{-\pi}^\pi \exp\{-sr^\alpha\} \cos(R(r) \cos \phi)r \, dr \, d\theta.$$

Due to the definition of Bessel functions (it is given before the formulation of Proposition 5.2.1), it can be written as

$$I = 2\pi \int_0^\infty \exp\{-sr^\alpha\} r J_0(R(r)) \, dr.$$

As in one-dimensional case it is actually enough to estimate the integral

$$\tilde{I} = 2\pi \int_{r_0}^\infty \exp\{-sr^\alpha\} r J_0(R(r)) \, dr,$$

with $r_0 = r_0^{\alpha-1} w_1$ so that for $r > r_0$ the function $R(r)$ is increasing in $r$ and positive. To estimate this integral one can use the known properties of the Bessel function $J_0$. The simplest way to do it is using the methods of the proof of Propositions 5.2.2 or 5.2.6. For example, using (5.2.10) one can rewrite $\tilde{I}$ in the form

$$\tilde{I} = 2\sqrt{2\pi} Re \int_{r_0}^\infty \exp\{-sr^\alpha\} \frac{r}{\sqrt{R(r)}} \exp\{\frac{\pi i}{4}\} W_{0,0}(2iR(r)) \, dr.$$

Rotating here the contour of integration on any small angle transforms $W_{0,0}$ into an exponentially decreasing function, which gives the required estimate.

*End of the proof of Proposition 2.5.* Putting $s = t/h$, $v = (x - x_0)/h$, $w = \hat{p}t/h$ in (2.45) yields

$$\frac{1}{(2\pi h)^d} \int_{\mathcal{R}} \sigma |p|^\alpha t + ip(x - x_0) - i(\hat{p}, p)\sigma \alpha |p|^{\alpha-2} t \, dp = O(h^{-d})(1 + \log^{+} |x - x_0|/t)^{d/(\alpha-2)}$$
in the considered range of $|x - x_0|$. Therefore, arguing for the case $\alpha \geq 1$ in the same way as for $\alpha < 1$ one estimates (2.36) by the expression

$$O \left(1 + \log^+ \frac{|x - x_0|}{t}\right)^{d/(\alpha - 2)}(1 + 1*F_1 + 1*F_2 + 1*(F_1*F_2)), $$

which is estimated in the same way as (2.40). The proof of the Proposition is thus completed.

In order to be able to justify the asymptotics $u_{\text{rough}}$ we should be able to estimate the convolutions of the remainder $F$ of form (2.17) with itself and with $u_{\text{rough}}$.

**Proposition 2.6.** Let $\tau \in (0, t)$, $h = O(t)$ and $\omega_1, \omega_2 \in [0, 2)$. Then

$$\int \chi(t - \tau, |x - \eta|)u_{\text{rough}}^\exp(t - \tau, x, \eta) \left|\frac{x - \eta}{t - \tau}\right|^{|\omega_1|} \times \chi(\tau, |\eta - x_0|)u_{\text{rough}}^\exp(\tau, \eta, x_0) \left|\frac{\eta - x_0}{\tau}\right|^{|\omega_2|} d\eta$$

$$= O(1) \left(1 + \log^+ \frac{|x - x_0|}{t}\right)^{(d-1)/2} \left|\frac{x - x_0}{t}\right|^{\omega_1 + \omega_2} u_{\text{rough}}^\exp(t, x, x_0). \tag{2.46}$$

**Proof.** It follows from Section 2.5 (see proof of Theorem 2.5.3 and Proposition 2.5.5) that

$$C^{-1} \left(1 + \frac{|x - x_0|}{t}\right)^d \left(1 + \log^+ \frac{|x - x_0|}{t}\right)^{-(d-1)} \leq \det \frac{\partial^2 H}{\partial \overline{p}^2}(x_0, \hat{p}(x_0))$$

$$\leq C \left(1 + \frac{|x - x_0|}{t}\right)^d \left(1 + \log^+ \frac{|x - x_0|}{t}\right)^{-(d-1)} \tag{2.47}$$

$$(Ct)^{-1} \left(1 + \frac{|x - x_0|}{t}\right)^{-1} \leq \frac{\partial^2 S}{\partial x^2}(x_0, \hat{p}(x_0))$$

$$\leq C \left(1 + \frac{|x - x_0|}{t}\right)^{-1} \left(1 + \log^+ \frac{|x - x_0|}{t}\right) \tag{2.48}$$
with some constant $C$. The same estimate (2.48) holds for \( \frac{\partial^2 S}{\partial x_0^2} \).

The integral on the l.h.s. of (2.46) can be estimated then by

\[
O(1) \int (2\pi h)^{-d/2}(2\pi h(t-\tau))^{-d/2} \left( 1 + \left| \frac{x - \eta}{t - \tau} \right| \right)^{-d/2} \left( 1 + \left| \frac{\eta - x_0}{\tau} \right| \right)^{-d/2} \\
\times \left( 1 + \log^+ \left| \frac{x - \eta}{t - \tau} \right| \right)^{(d-1)/2} \left( 1 + \log^+ \left| \frac{\eta - x_0}{\tau} \right| \right)^{(d-1)/2} \left( \frac{x - \eta}{t - \tau} \right)^{\omega_1} \left( \frac{\eta - x_0}{\tau} \right)^{\omega_2} \\
\exp\left\{ - \frac{S(t-\tau, x, \eta) + S(\tau, \eta, x_0)}{h} \right\} d\eta,
\]

where the integral is taken over all $\eta$ such that $|\eta - x_0| \leq c$, $|x - \eta| \leq c$. To estimate this integral of the Laplace type one can use the Laplace method with estimates given in Propositions B1, B2. To estimate the major term notice that due to the calculus of variations, the minimum of the phase $f(\eta) = S(t - \tau, x, \eta) + S(\tau, \eta, x_0)$ over all possible $\eta$ is equal to $S(t, x, x_0)$ and is attained at the point $\eta(\tau)$, which lies on the solution of the Hamiltonian system (2.1.2) with Hamiltonian (2.1) joining $x_0$ and $x$ in time $t$. Due to the result of Section 2.5, the point $\eta(\tau)$ exists and is unique, and moreover (see (2.5.8) and the proof of Theorem 2.5.1),

\[
\eta(\tau) = x_0 + \tau \frac{x - x_0}{t} (1 + O(|x - x_0|)),
\]

or (changing the roles of $x_0$ and $x$)

\[
\eta(\tau) = x - (t - \tau) \frac{x - x_0}{t} (1 + O(|x - x_0|)).
\]

It follows that

\[
\frac{\eta(\tau) - x_0}{\tau} = \frac{x - x_0}{t} (1 + O(|x - x_0|)), \quad \frac{x - \eta(\tau)}{t - \tau} = \frac{x - x_0}{t} (1 + O(|x - x_0|)).
\]

From (2.48) it follows that

\[
\frac{\partial^2 f}{\partial \eta^2} \geq \frac{C}{t - \tau} \left( 1 + \left| \frac{x - \eta}{t - \tau} \right| \right)^{-1} + \frac{C}{\tau} \left( 1 + \left| \frac{\eta - x_0}{\tau} \right| \right)^{-1}.
\]
Suppose now that \( |x - x_0|/t \) does not approach zero (the case of bounded \( |x - x_0|/t \) is simpler and we omit it). Therefore, the principle term of the asymptotics of the integral on the l.h.s. of (2.46), due to (2.49) and Proposition B2, can be estimated by

\[
(2\pi h)^{-d/2} \exp\left\{-\frac{S(t, x, x_0)}{h}\right\} \left(1 + \left|\frac{x - x_0}{t}\right|\right)^{-d} \left[\left(1 + \log^+ \left|\frac{x - x_0}{t}\right|\right)\right]^{(d-1)}
\]

\[
\times \left|\frac{x - x_0}{t}\right|^\omega_1 + \omega_2 \left[\tau \left(1 + \left|\frac{x - x_0}{t}\right|\right)^{-1} + (t - \tau) \left(1 + \left|\frac{x - x_0}{t}\right|\right)^{-1}\right]^{-d/2},
\]

which has the form

\[
O(1)(2\pi h)^{-d/2} \exp\left\{-\frac{S(t, x, x_0)}{h}\right\}
\]

\[
\times \left|\frac{x - x_0}{t}\right|^\omega_1 + \omega_2 - d/2 \left(1 + \log^+ \left|\frac{x - x_0}{t}\right|\right)^{(d-1)},
\]

which can be estimated by the r.h.s. of (2.46), due to (2.47). To prove the proposition it remains to estimate the remainder in formula (B5) of Proposition B1. One makes it by taking the constant \( r \) of Proposition B1 in form \( r = \min(\tau, t - \tau) \). We omit the details.

**Proposition 2.7.** Let \( h \leq t \leq t_0 \) with small enough \( t_0 \). Then for all \( \tau \in (0, t) \)

\[
\int u_{\text{rough}}(t - \tau, x, \eta) u_{\text{rough}}(\tau, \eta, x_0, h) \, d\eta = O(1) \left[ t^{-\delta} + \left(1 + \log^+ \left|\frac{x - x_0}{t}\right|\right)^\kappa\right] u_{\text{exp}}(t, x, x_0, h) \quad (2.50)
\]

with an arbitrary small \( \delta \).

**Proof.** If both \( \tau \) and \( t - \tau \) are of the order \( t \), the required estimate was proved in Proposition 2.6. Suppose that \( \tau \leq h \leq t/2 \). Then \( u_{\text{rough}}(t - \tau, x, \eta, h) \) can be estimated by \( u_{\text{exp}}(t, x, \eta, h) \). Due to Propositions 2.2, 2.5, if \( h = O(1 \log^+ (|\eta - x_0|)/\kappa) \), \( u_{\text{rough}}(\tau, \eta, x_0, h) \) can be also estimated by the corresponding \( u_{\text{exp}}(\tau, \eta, \delta, h) \) with perhaps an additional multiplier of form \( O(1 \log^+ (|\eta - x_0|)/\kappa) \), and for this
range of \( \eta \) the integral on the l.h.s. of (2.50) was again estimated as in the Proposition 2.6. Therefore, it remains to estimate this integral over the range of \( \eta \) such that \( |x_0 - \eta| \leq \epsilon h \) with an arbitrary small \( \epsilon \). In that case, \( u_{\text{rough}} \) is estimated by \( u_\alpha \) and thus it remains to prove that

\[
\int_{\{ |\eta - x_0| < \epsilon h \}} u_{\text{exp}}^{\text{rough}}(t - \tau, x, \eta, h) u_\alpha^{\text{as}}(\tau, \eta, x_0, h) \, d\eta = O(t^{-\delta}) u_{\text{exp}}^{\text{rough}}(t, x, x_0, h).
\]  

(2.51)

The l.h.s. of this equation can be presented in the form

\[
\int_{\{ |x_0 - \eta| < \epsilon h \}} \frac{O(1)}{(2\pi h(t - \tau))^{d/2}} \left( 1 + \left| \frac{x - \eta}{t - \tau} \right| \right)^{-d/2} \exp\left\{ -\frac{S(t - \tau, x, \eta)}{h} \right\} u_\alpha(\tau, \eta, x_0, h) \, d\eta.
\]

(2.52)

One has

\[
S(t - \tau, x, \eta) = S(t, x, x_0) - \frac{\partial S}{\partial t}(t - \theta_1 \tau, x, x_0) \tau + \frac{\partial S}{\partial x_0}(t, x, x_0 + \theta_2(\eta - x_0))(\eta - x_0)
\]

with some \( \theta_1, \theta_2 \in (0, 1) \). Since

\[
\frac{\partial S}{\partial x_0}(t, x, x_0 + \theta_2(\eta - x_0)) = O(| \log t |),
\]

\[
\frac{\partial S}{\partial t}(t - \theta_1 \tau, x, x_0) = -H(x_0, p_0(t - \theta_1 \tau, x, x_0)),
\]

and \( H \) is bounded from below, one finds that

\[
S(t - \tau, x, \eta) > S(t, x, x_0) + O(\tau) + O(| \log t |)| \eta - x_0 |.
\]

Since \( |\eta - x_0| \leq \epsilon h \) and \( \tau < h \), it follows that

\[
\exp\left\{ -\frac{S(t - \tau, x, \eta)}{h} \right\} = O(t^{-\delta}) \exp\left\{ -\frac{S(t, x, x_0)}{h} \right\}.
\]

Furthermore, since

\[
|x - x_0| \leq |x - \eta| + | \eta - x_0 | \leq \epsilon h + |x - \eta| \leq \epsilon(t - \tau) + |x - \eta|,
\]
one has
\[ (1 + \left| \frac{x - \eta}{t - \tau} \right| )^{-d/2} = O(1) \left( 1 + \left| \frac{x - x_0}{t} \right| \right)^{-d/2}, \]
and therefore (2.52) can be estimated by
\[
O(t^{-\delta}) \int_{\{|x - \eta| < \epsilon h\}} u_{G}^{a s}(\tau, \eta, x_0, h)(2\pi h t)^{-d/2} \left( 1 + \left| \frac{x - x_0}{t} \right| \right)^{-d/2} \\
\times \exp\left\{-\frac{S(t, x, x_0)}{h}\right\} d\eta = O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h),
\]
which completes the proof.

**Proposition 2.8.** Let \( h \leq t/3 \). Then

\[ \int_{0}^{t} d\tau \int_{\mathcal{R}^d} d\eta u_{\text{rough}}(t - \tau, x, \eta, h) F(\tau, \eta, x_0, h) \]
\[ = O(u_{\text{rough}}(t, x, x_0, h)) \left( t^\omega + |x - x_0| \left( \frac{|x - x_0|}{t} \right)^b \right) \]
\[ + O(|\log t|) \exp\left\{-\frac{\Omega}{h}\right\} \Theta_{c_1, 2c_2}(|x - x_0|) \]
\[ (2.53) \]

with some \( \Omega > 0, \omega \in (0, 1) \) and \( b > 0 \), where \( b \) can be chosen arbitrary small by taking a sufficiently small \( c \).

**Proof.** Let us present the integral on the l.h.s. of (2.53) as the sum of the three integrals over the domains \( \tau \leq h, h \leq \min(\tau, t - \tau), \) \( t - \tau \leq h \). In the second integral both terms can be estimated by the corresponding \( u_{\text{rough}}^{\exp} \) and we get for this integral the required estimate using Propositions 2.3, 2.6. Notice that the last term in (2.53) appears when we estimate \( u_{\text{rough}}^{\exp} \) outside the domain \( |x - x_0| \leq c \). Next, the third integral is estimated similarly to the first one, so we need only to consider the first integral over the domain \( 0 \leq \tau \leq h \). In the range of \( \eta \), where \( h = O(|\eta - x_0|) \), this integral can again be estimated as before due to Proposition 2.5 (and the Remark after it). Therefore, we only need to estimate this integral over the range \( \{|\eta - x_0| \leq \epsilon h\} \) with some \( \epsilon \). In this domain we
estimate $F(\tau, \eta, x_0, h)$ by formulas (2.25), (2.25') and $u_{\text{rough}}(t - \tau, x, \eta, h)$ by $u_{\text{rough}}^{\exp}(t - \tau, x, \eta, h)$. Following the lines of the proof of Proposition 2.7 we can estimate further $u_{\text{rough}}^{\exp}(t - \tau, x, \eta, h)$ by $O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h)$. Thus, we need to estimate

$$O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t d\tau \int_{|\eta - x_0| \leq \epsilon} d\eta F(\tau, \eta, x_0, h) \quad (2.54)$$

with $F$ given in (2.25), (2.25').

Let $\alpha > 1$. The contributions of the first three terms in (2.25) are estimated using Proposition 2.7. The contribution of the last term is

$$O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t d\tau \int_{|\eta - x_0| \leq \epsilon} d\eta \left( \frac{\tau}{h} \right)^{-1/\alpha} h^{\alpha - 2} |\log \tau| \frac{1}{|\eta - x_0|^{d + \alpha - 2}}$$

$$= O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t \left( \frac{\tau}{h} \right)^{-1/\alpha} |\log \tau| d\tau$$

$$= O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \log t t^{1 - 1/\alpha} h^{1/\alpha},$$

which obviously contributes to the first term in (2.53).

Now let $\alpha \leq 1$. Estimating the contribution of the third term of (2.25') in (2.54) as above, but taking into account the upper bound $|x_0 - \eta|$ and the assumptions on $\delta_2, \delta_1$ from Proposition 2.4, yields for this contribution the estimate

$$O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t \tau^{\delta_2(2 - \alpha)} h^{-\delta_1(2 - \alpha)} h^{\alpha - 2 + 1/\alpha} \tau^{-1/\alpha} |\log \tau| d\tau$$

$$= O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t \tau^{\delta_2(2 - \alpha) - 1/\alpha} |\log \tau| d\tau = t^{\omega} O(u_{\text{rough}}^{\exp}(t, x, x_0, h))$$

with some $\omega \in (0, 1)$, as required. At last, estimating the contribution of the last term of (2.25') in (2.54) gives for this contribution the estimate

$$O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t d\tau \int_{|\eta - x_0| \geq t^{\delta_2} h^{-\delta_1}} \frac{h^{\alpha - 1} d\eta}{|x_0 - \eta|^{d + \alpha}}$$
\[ = O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t h^{\alpha-1}(t^{\delta_2}h^{-\delta_1}-\alpha) \, d\tau \]

\[ = O(t^{-\delta})u_{\text{rough}}^{\exp}(t, x, x_0, h) \int_0^t h^{(\alpha-1)/(2-\alpha)} \tau^{-\delta_2} \, d\tau \]

\[ = O(u_{\text{rough}}^{\exp}(t, x, x_0, h))t^{1-\delta_2-(1-\alpha)/(2-\alpha)-\delta}, \]

which again contributes to the first term in (2.53) due to the assumptions on \(\delta_2\) and because \(\delta\) can be made arbitrary small.

**Corollary.** Let \(h \leq t/3\). Then for some \(\omega \in (0, 1)\)

\[ \int_0^t \, d\tau \int_{\mathbb{R}^d} \, d\eta \, u_{\text{rough}}(t - \tau, x, \eta, h) F(\tau, \eta, x_0, h) \]

\[ = O(t^\omega)u_{\text{rough}}(t, x, x_0, h) + O(\exp\{-h^{-\omega}\})\Theta_{0.2c}(|x - x_0|) \quad (2.55) \]

**Proof.** Due to the assumptions, \(t^{-1} = O(h^{-1})\). Therefore, for \(|x - x_0| \leq t^{b/(1+b)}\), the second term of the r.h.s. of (2.53) can be obviously included in the first term on the r.h.s. of (2.55). The third term of the r.h.s. of (2.53) and for \(|x - x_0| \geq t^{b/(1+b)}\) the second term can be included in the last term in (2.55).

Now we can state the main result of this section. We know already from Proposition 2.1 that \(u_{\text{rough}}\) gives a multiplicative asymptotics for the Green function \(u_G\) of equation (1.1), (1.2) for small \(t\) and small \(x - x_0\). We can prove now that it presents a local asymptotics for small \(h\) and small \(x - x_0\).

**Theorem 2.1.** If \(t\) and \(h/t\) are small enough, then

\[ u_G(t, x, x_0, h) = u_{\text{rough}}(t, x, x_0, h)(1 + O(t^\omega)) + O(1) \exp\{-h^{-\omega}\}, \]

(2.56)

where \(\omega \in (0, 1)\) is a constants and the last term in (2.56) is an integrable function of \(x\).

**Proof.** We need to estimate the series of type (5.3.26) with \(u_{\text{rough}}\) instead of \(u_\alpha\) and \(F\) defined in (2.17) and estimated in (2.18), (2.25), (2.25'). The second term in this series (i.e. the first non-trivial term) is already estimated in (2.55). Other terms are estimated using the same arguments as in the proof of Proposition 2.8, and the general term can be estimated by induction,
which proves the theorem (see e.g. the proof of Theorem 4.1 for similar arguments).

The following statement is a direct corollary of the Theorem.

**Proposition 2.9.** Local principle of large deviations. For any small enough \( t \) and \( x - x_0 \)

\[
\lim_{h \to 0} h \log u_G(t, x, x_0, h) = -S(t, x, x_0),
\]

where \( S(t, x, x_0) \) is the two-point function corresponding to the Hamiltonian (2.1).

### 3. Refinement and globalisation

In this section we improve the results of the previous one obtaining first more exact local asymptotics of the Green function \( u_G \) and then globalising them.

As in the previous section, let \( z(t, v, x_0) \) be the function defined in Theorem 2.5.2 and let \( y(t, x, x_0) \) be given by (2.2) in the ball \( |x - x_0| \leq 2c \), let \( \chi(t, y) \) be a smooth mollifier (as the function of the second variable) of the form \( \chi_{c_2} \) from Lemma E1 with \( 0 < c_1 < c_2 < c \). Define

\[
a_{as}^G(t, x, x_0, h) = \frac{\chi(t, |x - x_0|)}{(2\pi h)^d} B(t, x, x_0)
\]

\[
\times \int_{\mathbb{R}^d} \exp\{- \frac{ipy(t, x, x_0) - H(x_0, ip)t}{h}\} dp
\]

with

\[
B(t, x, x_0) = \left( \det \frac{\partial^2 H}{\partial p^2}(x_0, p) \right)^{1/2} \phi(t, x, x_0)t^{d/2},
\]

where

\[
\phi(t, x, x_0) = J^{-1/2}(t, x, x_0) \exp\left\{ \int_0^t \frac{\partial^2 H}{\partial p\partial x}(X(s), P(s)) \, ds \right\},
\]
is a solution to the transport equation (3.1.13) corresponding to Hamiltonian (2.1) (see (3.1.18)), and \( \hat{p} \) was defined in the formulation of Proposition 2.2. Consequently,

\[
u_G^{as}(t, x, x_0, h) = B(t, x, x_0)u_{\text{rough}}(t, x, x_0, h),
\]

where \( u_{\text{rough}} \) is defined in (2.3),(2.4). Due to (2.9) and the results of Section 2.5 it follows that

\[
J(t, x, x_0) = \det \frac{\partial X}{\partial p_0}(t, x, x_0) = t^d \det \frac{\partial^2 H}{\partial p^2}(x_0, p_0(t, x, x_0))(1+O(|x-x_0|))
\]

\[
= t^d \det \frac{\partial^2 H}{\partial p^2}(x_0, \hat{p})(1 + O(|x - x_0|)),
\]

and \( \frac{\partial^2 H}{\partial p^2}(X(s), P(s)) = O(|x - x_0|)/t \). Therefore \( B(t, x, x_0) = 1 + O(|x - x_0|) \) and therefore Proposition 2.1 and Theorem 2.1 are valid also with \( u_G^{as} \) instead of \( u_{\text{rough}} \). It turns out however that actually \( u_G^{as} \) presents a more exact asymptotics of the Green function with respect to \( h \to 0 \), which is stated in the following main result of this Chapter.

**Theorem 3.1.** For small enough \( c, h_0, \) and \( t_0 \) and any \( \delta \in (0, t_0) \)

\[
u_G(t, x, x_0, h) = (1 + O(h^{\alpha}))u_G^{as}(t, x, x_0, h) + O(\exp\{-\frac{\Omega}{h}\})
\]

uniformly in the domain \( \delta \leq t \leq t_0, h \leq h_0 \), where the second term is an integrable function in \( x \).

**Proof.** It follows the line of the proof of Theorem 2.1 with some technical complications. Multiplying (2.7) by \( B(t, x, x_0) \) one obtains for small \( \tilde{h} \) (see Proposition 2.2) that

\[
u_G^{as}(t, x, x_0, h) = \chi(t, |x - x_0|)u^{\text{exp}}(t, x, x_0, h)(1 + O(\tilde{h}))
\]

with

\[
u^{\text{exp}} = B(t, x, x_0)u^{\text{exp}}_{\text{rough}}(t, x, x_0, h) = (2\pi \hbar)^{-d/2}\phi(t, x, x_0)\exp\{-\frac{S(t, x, x_0)}{\hbar}\}.
\]

(3.7)
Consequently, for small \( h \) the multiplicative asymptotics of the function \( u_G^{as} \) can be given by function (3.7) which is constructed according to the general method of Section 3.1. This fact actually constitutes the reason for definition (3.3). To go further, we need to have an appropriate modification of Propositions 2.3, 2.4, i.e. the estimates for the function

\[
F_{as}(t, x, x_0, h) = \left[ \frac{\partial}{\partial t} - \frac{1}{h} H(x, -h\n) \right] u_G^{as}.
\] (3.8)

Using the formula of the commutation of a Lévy-Khintchine PDO with an exponential function from Proposition D1, yields for \( u_G^{as} \) the formula of type (2.19), but with \( \chi B \) instead of \( \chi \) in all expressions. Using instead Proposition D1 a more precise formula from Proposition D2 gives

\[
F_{as} = -\frac{1}{(2\pi h)^d h} \int_{\mathbb{R}^d} (\tilde{f}_1 + h\tilde{f}_2 + h\tilde{f}_3 + h\tilde{f}_4) \exp\left\{ -\frac{ipy(t, x, x_0)}{h} - \frac{H(x_0, ip)t}{h} \right\} dp,
\] (3.9)

with

\[
\tilde{f}_1 = B(t, x, x_0)f_1 - h\chi(t, |x - x_0|)g,
\]
\[
g(t, x, p) = \frac{\partial B}{\partial t} + \left( \frac{\partial B}{\partial x}, \frac{\partial H}{\partial p}(x, ip\frac{\partial y}{\partial x}) \right) + \frac{1}{2} \text{tr} \left( \frac{\partial^2 H}{\partial p^2}(x, ip\frac{\partial y}{\partial x})ip_j \frac{\partial^2 y_j}{\partial x^2} \right),
\]
\[
\tilde{f}_2 = \chi(t, |x - x_0|) \int \frac{1}{h} \exp\{-i(p, \frac{\partial y}{\partial x})\} \nu(x, d\xi)
\]
\[
\times \left( \exp\{-hi \int_0^1 (1 - s)(p_j \frac{\partial^2 y_j}{\partial x^2} (x + sh\xi)\xi, \xi) ds\} - 1 + \frac{h}{2} ip_j \frac{\partial^2 y_j}{\partial x^2} (x) \right),
\]
\[
\tilde{f}_3 = -\frac{\partial \chi}{\partial t} B - B \left( \frac{\partial \chi}{\partial x}, \frac{\partial H}{\partial p}(x, ip\frac{\partial y}{\partial x}(t, x_0)) \right) + \int \left( \frac{\partial (\chi B)}{\partial x}, \xi \right)
\]
\[
\times \left( \exp\{\frac{h}{i} \int_0^1 (1 - s)(p_j \frac{\partial^2 y_j}{\partial x^2} (x + sh\xi)\xi, \xi) ds\} - 1 \right) \exp\{-i(p, \frac{\partial y}{\partial x})\} \nu(x, d\xi),
\]
\[
\tilde{f}_4 = h \int_{\mathbb{R}^d} \left( \int_0^1 (1 - s)ds \frac{\partial^2 (\chi B)}{\partial x^2} (x + sh\xi)\xi, \xi \right)
\]
\[
\exp\{-hi \int_0^1 (1-s)(p_j \frac{\partial^2 y_j}{\partial x^2} (x+sh\xi, \xi)) \exp\{-i(p_j \frac{\partial y_j}{\partial x})\} \nu(x, d\xi)\}
\]

Making the same change of the variable in (3.9) as in the proof of Proposition 2.3 will amount to the change of the argument \(p\) to \(-i\hat{p} + p\) in all expressions and to the change of the phase to \(\hat{\Sigma}(p)\) given by (2.13). The first term in \(\hat{f}_1\) is proportional to \(f_1\) from (2.19) and it was proved that \(f_1\) vanishes at the saddle-point. Therefore, the first term of the expansion in small \(h\) of integral (3.9) vanishes. The key moment is to prove that unlike (2.19), the second term in this expansion vanishes as well. (except for the boundary layer reflected in \(f_3\)). Namely, we claim that for small \(t\) and \(\tilde{h}\)

\[
F_{as} = O(h)u_G^{as} \left( 1 + \left( \frac{|x - x_0|}{t} \right)^{1+b} \right) + O(t^{-1-b})\Theta_{c_1, c_2}(|x - x_0|) \exp\{-\frac{\Omega}{h}\}
\]

(3.10)

To prove this, let us simplify the expression for \(g\). Since \(\phi\) satisfies transport equation (3.13), and due to the formula

\[
\frac{\partial^2 S}{\partial x^2} = \hat{p}_j \frac{\partial^2 y_j}{\partial x^2} + \frac{\partial \hat{p}}{\partial x} \frac{\partial y}{\partial x}
\]

one can write denoting \(D = \frac{\partial^2 H}{\partial \hat{p}^2}(x_0, \hat{p})\):

\[
\frac{\partial B}{\partial t} = -\frac{1}{2} B tr \left( \frac{\partial^2 H}{\partial \hat{p}^2}(x, \hat{p}) \left( \frac{\partial^2 y_j}{\partial x^2} + \frac{\partial \hat{p}_j}{\partial x} \frac{\partial y_j}{\partial x} \right) \right)
\]

\[
-t^{d/2}(\det D)^{1/2} \left( \frac{\partial \phi}{\partial x}, \frac{\partial H}{\partial \hat{p}}(x, \hat{p}) \frac{\partial y}{\partial x} \right) + \frac{1}{2} B tr \left( \frac{\partial^3 H}{\partial \hat{p}^3}(x_0, \hat{p}) \frac{\partial \hat{p}}{\partial t} \times D^{-1} \right) + \frac{d}{2} t^{-1} B
\]

and

\[
\frac{\partial B}{\partial x_j} = t^{d/2}(\det D)^{1/2} \frac{\partial \phi}{\partial x_j} + \frac{1}{2} B tr \left( \frac{\partial^3 H}{\partial \hat{p}^3}(x_0, \hat{p}) \frac{\partial \hat{p}}{\partial x_j} \times D^{-1} \right).
\]

Consequently,

\[
g(-i\hat{p}) = -\frac{1}{2} B tr \left( \frac{\partial^2 H}{\partial \hat{p}^2}(x, \hat{p}) \frac{\partial y}{\partial x} \times \frac{\partial \hat{p}_j}{\partial x} \frac{\partial y_j}{\partial x} \right) + \frac{1}{2} B tr \left( \frac{\partial^3 H}{\partial \hat{p}^3}(x_0, \hat{p}) \frac{\partial \hat{p}}{\partial t} \times D^{-1} \right)
\]
\[ + \frac{1}{2} B \text{tr} \left( \frac{\partial^3 H}{\partial p^3} (x_0, \hat{\rho}) \frac{\partial \hat{\rho}}{\partial x_j} \times D^{-1} \right) \frac{\partial H}{\partial p_j} (x, \hat{\rho} \frac{\partial y}{\partial x}) + \frac{dB}{2t}. \]

Differentiating the defining equation for \( \hat{\rho} \) one obtains

\[ \frac{\partial \hat{\rho}}{\partial t} = D^{-1} \left( - \frac{1}{t^2} y + \frac{1}{t} \frac{\partial y}{\partial t} \right) = \frac{1}{iD} \left( \frac{\partial y}{\partial t} - \frac{\partial H}{\partial p} (x_0, \hat{\rho}) \right), \quad \frac{\partial \hat{\rho}}{\partial x} = \frac{1}{t} D^{-1} \frac{\partial y}{\partial x}, \]

which implies that

\[ g(-i\hat{\rho}) = \frac{B}{2t} \frac{\partial^3 H}{\partial p \partial p_j \partial p_k} (x_0, \hat{\rho}) D_{kl}^{-1} \left( \frac{\partial y}{\partial t} + \frac{\partial y}{\partial x} \frac{\partial H}{\partial p} (x, \hat{\rho} \frac{\partial y}{\partial x}) - \frac{\partial H}{\partial p} (x_0, \hat{\rho}) \right) D_{ji}^{-1} \]

\[ - \frac{B}{2t} \left( \frac{\partial^2 H}{\partial p^2} (x, \hat{\rho} \frac{\partial y}{\partial x}) \right)_{ij} D_{kl}^{-1} \frac{\partial y_j}{\partial x_k} \frac{\partial y_i}{\partial x_l} + \frac{dB}{2t}. \]

Due to Proposition B4 and to the expression (2.13) for the phase \( \Sigma \), in order to prove that the second term in the expansion of (3.9.) in \( h \) vanishes, one must show that

\[ \frac{1}{2} \text{tr} \frac{\partial^2 f_1}{\partial \rho^2} (-i\hat{\rho}) D^{-1} \frac{\partial f_1}{\partial \rho_i} (-i\hat{\rho}) \frac{\partial^3 H}{\partial p_j \partial p_k \partial \rho_l} (x_0, \hat{\rho}) D_{ij}^{-1} D_{kl}^{-1} - g(-i\hat{\rho}) = 0. \]

which readily follows from the above expression for \( g(-i\hat{\rho}) \) and the formulas for the derivatives of \( f_1 \) given in the proof of Proposition 2.3. Other arguments for obtaining (3.10) are the same as that used in the proof of Proposition 2.3. Notice only that now, unlike the case of formula (2.18), we must write the contribution of \( f_3 \) separately, it has the form \( O(u_{G}^2) \frac{|x-x_0|}{t}^{1+b} \) and does not vanish only for \( |x-x_0| \in [c_1, c_2] \), and consequently, it can be written in the form of the last term in (3.10).

Turning to the estimate of \( F_{as} \) for small \( t \) we claim that the same estimates (2.25), (2.25') of Proposition 2.4 hold for \( F_{as} \) as well. To see this, notice that everything is estimated in the same way as in Proposition 2.4 except of the new terms presented by the function \( g \) in the expression for \( \tilde{F}_1 \). We must show that the contribution of \( g \) gives nothing new as compared with other terms. Let us estimate only the contribution of the first term in the expression for \( g \), namely of \( \frac{\partial B}{\partial t} \), other terms being estimated similarly.
From the definition of $B$ and using again the notation $D = \frac{\partial^2 H}{\partial p^2}(x_0, \tilde{p})$ one gets

$$\frac{1}{B} \frac{\partial B}{\partial t} = \frac{1}{2} \text{tr} \left( \frac{\partial D}{\partial t} D^{-1} \right)$$

$$- \frac{1}{2} \text{tr} \left( \frac{\partial}{\partial t} \left( \frac{\partial X}{\partial p_0} \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) + \frac{\partial^2 H}{\partial p \partial x}(x, P(t, x_0, p_0)) + \frac{d}{2t},$$

where $X = X(t, x_0, p_0(t, x, x_0))$ and therefore

$$\frac{\partial}{\partial t} \left( \frac{\partial X}{\partial p_0} \right) = \frac{\partial}{\partial p_0} \dot{X}(t, x_0, p_0) + \frac{\partial^2 X}{\partial p_0^2} \frac{\partial p_0}{\partial t}$$

$$= \frac{\partial^2 H}{\partial p \partial x}(x, P(t, x_0, p_0)) \frac{\partial X}{\partial p_0} + \frac{\partial^2 H}{\partial p_0^2}(x, P(t, x_0, p_0)) \frac{\partial P}{\partial p_0}$$

$$- \frac{\partial^2 X}{\partial p_0^2} \left( \frac{\partial X}{\partial p_0} \right)^{-1} \frac{\partial H}{\partial p}(x, P(t, x_0, p_0)).$$

Due to the estimates of the derivatives of $H$ from Theorem 5.3.2, one can write

$$\frac{\partial}{\partial t} \left( \frac{\partial X}{\partial p_0} \right) = O \left( \frac{|x - x_0|}{t} \right)$$

$$+ \frac{\partial^2 H}{\partial p^2}(x, P(t, x_0, p_0)) \frac{1}{t} + O\left( \frac{|x - x_0|}{t} \right) \left( \frac{\partial^2 H}{\partial p^2}(x_0, p_0) \right)^{-1}$$

$$- \frac{\partial^2 X}{\partial p_0^2} \left( \frac{\partial^2 H}{\partial p^2}(x_0, p_0) \right)^{-1} \frac{\partial H}{\partial p}(x, P(t, x_0, p_0))$$

$$\times \frac{1}{t} + O\left( \frac{|x - x_0|}{t} \right) \left( \frac{\partial^2 H}{\partial p^2}(x_0, p_0) \right)^{-1}.$$

Since

$$\frac{\partial^2 H}{\partial p^2}(x, P(t, x_0, p_0)) = \frac{\partial^2 H}{\partial p^2}(x_0, p_0) + \frac{O(|x - x_0|^2)}{t} = D + \frac{O(|x - x_0|^2)}{t}.$$

and similarly estimates hold for $\frac{\partial H}{\partial p}$, and again due to the estimates of Theorem 5.3.2 and the expression for the second derivatives of $X$ from Proposition 2.5.1, it follows that

$$
\frac{\partial}{\partial t} \frac{\partial X}{\partial p_0} \left( \frac{\partial X}{\partial p_0} \right)^{-1} = 1 - \frac{\partial^3 H}{\partial p^3} (x_0, p_0) D^{-1} \frac{\partial H}{\partial p} (x_0, p_0) D^{-1} + O \left( \frac{|x - x_0|}{t} \right) \left( 1 + \log^+ \frac{|x - x_0|}{t} \right)
$$

Similarly, and due to (2.22),

$$
\frac{\partial D}{\partial t} D^{-1} = \frac{\partial^3 H}{\partial p^3} (x_0, \hat{p}) \frac{\partial \hat{p}}{\partial t} D^{-1} = \frac{1}{t} \frac{\partial^3 H}{\partial p^3} (x_0, \hat{p}) D^{-1} \left( \frac{\partial y}{\partial t} - \frac{\partial H}{\partial p} (x_0, \hat{p}) \right) D^{-1}
$$

$$
= -\frac{1}{t} \frac{\partial^3 H}{\partial p^3} (x_0, p_0) D^{-1} \frac{\partial H}{\partial p} (x_0, p_0) D^{-1} + O \left( \frac{|x - x_0|}{t} \right) \left( 1 + \log^+ \frac{|x - x_0|}{t} \right)^2
$$

Consequently, one obtains

$$
\frac{\partial B}{\partial t} = O \left( \frac{|x - x_0|}{t} \right) \left( 1 + \log^+ \frac{|x - x_0|}{t} \right)^2 B,
$$

This implies that the contribution of $\frac{\partial B}{\partial t}$ does not give anything new as compared with other terms of (2.25), (2.25'). We conclude that the estimates of Proposition 2.4 remain the same for $F_{as}$.

Following further all the steps of the proof of Theorem 2.1, one obtains instead of (2.53) or (2.55) the estimate

$$
\int_0^t \int_{\mathcal{R}^d} d\tau d\eta u_{\text{rough}}(t - \tau, \eta, x_0) F(\tau, \eta, x_0, h)
$$

$$
= O(t^\omega) \left[ h^\omega u_{\text{rough}}(t, x_0, h) + \exp \left\{ -\frac{\Omega}{h} \right\} \Theta_{0, 2c}(|x - x_0|) \right] \quad (3.11)
$$

with some $\Omega > 0$ and $\omega \in (0, 1)$, because, on the one hand, the estimate $t^\omega$ in (2.53) appears from integrating over $\tau \leq h$ and can be thus presented in the form $t^\omega h^\omega$ with some (different) $\omega \in (0, 1)$, and on the other hand, we have now additional multiplier $h$ at the
second term in (2.53). Therefore, Theorem 3.1 is obtained in the same way as Theorem 2.1.

Clearly, formulas (3.5)-(3.7) implies the statement of Theorem 1.1. Moreover, when the local asymptotics of $u_G$ is obtained, one constructs global small $h$ asymptotics of $u_G$ in the same way as it was done for the standard diffusion in section 3.5.5. Consequently one obtains the following result.

Theorem 3.2. The formulas of Theorem 3.5.1 and of Propositions 3.5.2-3.5.7 are valid for the equation (1.1), (1.2).

Let us note for conclusion that the results of this chapter can be generalised to cover some other classes of jump-diffusions, for instance, the localised versions of the stable-like jump-diffusions described in section 5.5.
Chapter 7. COMPLEX STOCHASTIC DIFFUSION OR STOCHASTIC SCHröDINGER EQUATION

1. Semiclassical approximation: formal asymptotics

In this chapter we develop the method of semiclassical asymptotics for stochastic complex diffusion equations. Actually we shall consider the equations which appeared recently in the stochastic models of open systems, in the theory of stochastic and quantum stochastic filtering and continuous quantum measurements. Namely, we shall consider the equation

$$du = \left( \frac{h}{2} \text{tr} \left( G \frac{\partial^2 u}{\partial x^2} \right) - \frac{1}{h} V(x) u - \frac{|\alpha|^2}{2} x^2 u \right) dt + \alpha x u dW,$$

where $x \in \mathbb{R}^m$, $dW = (dW_1, ..., dW_m)$ is the stochastic differential of the standard Brownian motion in $\mathbb{R}^m$, $G$ is a symmetric complex matrix, $\alpha$ is a complex constant, $|G| > 0$, $\text{Re} \, G \geq 0$, and $V(x)$ is an analytic function in the strip $St_b = \{ x : |\text{Im} \, x| \leq b \}$ with some $b > 0$. Main results presented here can be extended to cover the case of more general equations (1.1) with $G$ and $\alpha$ depending on $x$. The deduction of this equation in the framework of the theory of continuous quantum measurement is given in Appendix A and the discussion of the simplest examples - in Section 1.4. Clearly, equation (1.1) can be written formally in form (0.9) with the formal random non-homogeneous Hamiltonian

$$\frac{1}{2} (Gp, p) - V(x) \left( \frac{|\alpha|^2}{2} x^2 - \alpha x \dot{B}(t) \right),$$

where $\dot{B}$ is a formal (or generalised) derivative of the Brownian motion. Therefore, one can expect that some generalisation of the procedure of Chapter 3 will lead to the small $h$ or small $t$ asymptotics of the solutions of equation (1.1). This is the subject of the present chapter.

Let us indicate first two simplest particular cases of (1.1), where the semiclassical approximations have been studied in [K1] and [TZ1], [TZ2] (by different approaches). These are the cases
when either (i) all coefficients are real (stochastic heat equation), or (ii) $\alpha, G, V$ are purely imaginary (unitary stochastic Schrödinger equation). Both these cases lead to the real Hamilton-Jacobi equations, which can be solved using the theory developed in Section 2.7. At the end of the second section, we shall present for completeness an asymptotic expansion for the Green function of stochastic heat equation, see also [LR] and [So] for small time asymptotics of the heat kernel of stochastic heat equations. Now we shall draw our attention to a more difficult, essentially complex, situation. Namely, we shall suppose that

$$\alpha_R = \text{Re} \alpha > 0, \quad G_I = \text{Im} G > 0, \quad G_R = \text{Re} G \geq 0.$$ (1.2)

In this section we construct formal asymptotics for the Green function of equation (1.1) (actually, two types of these asymptotics), i.e. to its solution $u_G(t, x, x_0)$ with the Dirac initial condition $\delta(x - x_0)$. Further on we shall justify these asymptotics. In the last section we consider another approach to the construction of the solutions of equation (1.1), namely, the method of path integration. A new moment in the semiclassical expansion of the path integral formula for the solutions to equation (1.1), (1.2) is the necessity to move the (infinite dimensional) contour of integration to the complex domain and to use the infinite-dimensional method of saddle-point (and not just Laplace or stationary phase methods needed for this procedure in the case of the (classical or stochastic) heat or unitary Schrödinger equations respectively).

To construct semiclassical asymptotics for equation (1.1) we shall develop first the approach from [K1](applied there for the above indicated real cases) using the results of Section 1.6 on the complex Hamilton-Jacobi equation. To see the main idea, let us look for the solution of equation (1.1) in the form

$$u = \varphi(t, x, [W]) \exp\{-\frac{1}{\hbar}S(t, x, h, [W])\}. \quad (1.3)$$

Note, that this form differs from the standard WKB substitution by more complicated dependence of the phase on $h$. This dependence will be made more explicit further. By the Ito formula we have

$$du = \left(d\varphi + \varphi\left(-\frac{1}{\hbar}dS + \frac{1}{2\hbar^2}(dS)^2\right) - \frac{1}{\hbar}d\varphi dS\right) \exp\{-\frac{1}{\hbar}S\}. $$
Consequently, substituting (1.3) in (1.2) yields

\[
\begin{align*}
    d\phi &+ \left[-\frac{1}{h} H(x, \frac{\partial S}{\partial x})\phi + \left(\frac{\partial H}{\partial p}(x, \frac{\partial S}{\partial x}), \frac{\partial \phi}{\partial x}\right) + \frac{1}{2} \text{tr} \left(\frac{\partial^2 H}{\partial p^2} \frac{\partial^2 S}{\partial x^2}\right) \phi + \frac{|\alpha|^2}{2} x^2 \phi \right] \, dt \\
    -\frac{h}{2} \text{tr}(G \frac{\partial^2 \phi}{\partial x^2}) \, dt + \phi &\left(-\frac{1}{h} \alpha \phi + \frac{1}{2h^2} (dS)^2\right) - \frac{1}{h} d\phi dS = \alpha x \phi \, dW,
\end{align*}
\]

where we denoted by \( H \) the classical Hamiltonian

\[
H(x, p) = \frac{1}{2}(Gp, p) - V(x)
\]

(1.4)

of the complex stochastic equation (1.2). The main idea of the approach proposed here is to add additional (linearly dependent on \( h \)) terms in the Hamilton - Jacobi equation in such a way that the corresponding transport equation would take the standard deterministic form. To this end, let us write the Hamilton-Jacobi equation in the form:

\[
\begin{align*}
    dS + H(x, \frac{\partial S}{\partial x}) \, dt - \frac{h}{2} (\alpha^2 + |\alpha|^2) x^2 \, dt + h\alpha x \, dW = 0, \quad (1.6)
\end{align*}
\]

or more explicitly

\[
\begin{align*}
    dS + \left(\frac{1}{2} (G \frac{\partial S}{\partial x} \frac{\partial S}{\partial x}) - V(x)\right) \, dt - \frac{h}{2} (\alpha^2 + |\alpha|^2) x^2 \, dt + h\alpha x \, dW = 0.
\end{align*}
\]

One sees readily that equation (1.4) is satisfied up to a term of the order \( O(h) \), if (1.6) is fulfilled and the following transport equation holds:

\[
\begin{align*}
    d\phi - \alpha x \, d\phi dS + \left(\frac{\partial H}{\partial p}, \frac{\partial \phi}{\partial x}\right) \, dt + \frac{1}{2} \text{tr} \left(\frac{\partial^2 H}{\partial p^2} \frac{\partial^2 S}{\partial x^2}\right) \phi \, dt = 0.
\end{align*}
\]

It follows that the differential \( d\phi \) has no stochastic terms, and therefore \( d\phi dS = 0 \) and the transport equation takes, in fact, the standard form (see Chapter 3):

\[
\begin{align*}
    d\phi + \left(\frac{\partial H}{\partial p}, \frac{\partial \phi}{\partial x}\right) \, dt + \frac{1}{2} \text{tr} \left(\frac{\partial^2 H}{\partial p^2} \frac{\partial^2 S}{\partial x^2}\right) \phi \, dt = 0. \quad (1.8)
\end{align*}
\]
To solve equation (1.6) by the method of Sections 1.6, 1.7, we need to consider the corresponding Hamiltonian system

\[
\begin{align*}
\dot{x} &= Gp \, dt, \\
\dot{p} &= (\frac{\partial V}{\partial x} + h(\alpha^2 + |\alpha|^2)x) \, dt - h\alpha \, dW.
\end{align*}
\] (1.9)

Along the trajectories of this system equation (1.7) can be written in the form

\[
\frac{d\varphi}{dt} + \frac{1}{2} \text{tr} \left( \frac{\partial^2 H}{\partial p^2} \frac{\partial^2 S}{\partial x^2} \right) = 0,
\] (1.10)

which is again the same as in the deterministic case.

Before formulating a general result, let us show how the proposed method works on the simplest example, where the solutions of the Hamilton-Jacobi and transport equations can be written explicitly, and therefore one does not need the general theory. Namely, consider the case of vanishing potential \( V \) and the matrix \( G \) being a complex constant (i.e. it is proportional to the unit matrix). We obtained the exact Green function for this equation in Section 1.4 using Gaussian solutions. Let us recover this solution using the complex stochastic WKB method described above. The Hamilton-Jacobi equation and the Hamiltonian system in that case have the form (1.7), (1.9) with vanishing \( V \). Obviously, one can write down the solution to (1.9) with vanishing \( V \) and \( G \) being a constant explicitly:

\[
\begin{align*}
x &= x_0 \cosh \beta t + p_0 G^{-1} \sinh \beta t - h\alpha G^{-1} \int_0^t \sinh \beta(t - \tau) \, dW(\tau), \\
p &= x_0 \beta G^{-1} \sinh \beta t + p_0 \cosh \beta t - h\alpha \int_0^t \cosh \beta(t - \tau) \, dW(\tau).
\end{align*}
\] (1.11)

where the complex number \( \beta \) is uniquely define by the conditions

\[ \beta^2 = hG(\alpha^2 + |\alpha|^2), \quad -\pi/4 < \text{arg} \beta < \pi/2. \]

Therefore, for all \( x, x_0 \) and each \( t > 0 \) there exists a unique

\[
p_0 = \frac{\beta}{G \sinh \beta t} \left( x - x_0 \cosh \beta t + \frac{h\alpha G}{\beta} \int_0^t \sinh \beta(t - \tau) \, dW(\tau) \right)
\] (1.12)
such that the solution (1.11) with initial values \( x_0, p_0 \) joins the points \( x_0 \) and \( x \) in time \( t \). And consequently, the two-point function \( S_W(t, x, x_0) \) (see Sections 2.6, 2.7) can be calculated explicitly using the formula

\[
S_W(t, x, x_0, h) = \frac{1}{2} \int_0^t \left( Gp^2(\tau) + h(\alpha^2 + |\alpha|^2)x^2(\tau) \right) d\tau - h\alpha \int_0^t x(\tau) dW(\tau),
\]

(1.13)

where the integral is taken along this solution. Furthermore, it follows from (1.11) that the Jacobian \( J = \det(\partial x/\partial p_0) \) is equal to \( (G \sinh \beta t/\beta)^m \) and thus does not depend on \( x \). Therefore, the remainder \( h\Delta\phi \) in (1.4) vanishes, and the asymptotic Green function of form (1.3) coincides actually with the exact one and is equal to

\[
u^W_G(t, x, x_0, h) = (2\pi h)^{-m/2} \left( \frac{\beta}{G \sinh \beta t} \right)^{m/2} \exp\left\{-\frac{i}{h} S_W(t, x, x_0, h)\right\},
\]

(1.14)

Simple but tedious calculations of \( S_W \) from (1.11)-(1.13) show that formula (1.14) coincides with the formula 1.4.13 from Theorem 1.4.1. One can use this example to give a well posedness theorem for the Cauchy problem of equation (1.2) with rather general potential (see [K1]).

Turning to the general case of nonvanishing \( V \) suppose that \( V \) is analytic and its second derivative is bounded in the strip \( St_b = \{ x = y + iz \in \mathbb{C}^m : |y| \leq b \} \) with some \( b > 0 \). In that case it follows from the theory of Sections 2.6, 2.7 that the boundary value problem for the corresponding Hamiltonian system is solvable for \( |x - x_0| \leq r, t \in (0, t_0], x, x_0 \in St_b/2 \) with some \( c \) and \( t \), the solution giving the saddle-point for the corresponding problem of the complex calculus of variations is unique, the (random) two-point function \( S_W(t, x, x_0, h) \) is analytic in \( x \) and \( x_0 \) under these assumptions and satisfies the Hamilton-Jacobi equation. Furthermore, the function \( \phi = J^{-1/2}(t, x, x_0) \), where \( J \) is the Jacobian \( \det \frac{\partial X}{\partial p_0} \) along this solution is well defined under these assumptions and satisfies the corresponding transport equation. Consequently the function

\[
u_{as} = (2\pi h)^{-m/2} \chi(|x - x_0|) \phi_W(t, x, x_0) \exp\{-S_W(t, x, x_0, h)/h\},
\]

(1.15)
where $\chi$ is a smooth molyfer (which equals one for $|x-x_0| \leq r-\epsilon$ with some positive $\epsilon$ and vanishes for $|x-x_0| \geq r$), is smooth, satisfies the Dirac initial conditions (3.1.4), and satisfies equation (1.1) up to the remainder

$$hF(t,x,x_0) = (2\pi h)^{-m/2} h$$

$$\times \left[ \frac{1}{2} \left( G \frac{\partial^2 \phi}{\partial x^2} \chi(|x-x_0|) + O(\phi)(th)^{-1}\Theta_{r-\epsilon,r}(|x-x_0|) \right) \right] \exp\left\{ - \frac{S_W(t,x,x_0,h)}{h} \right\}. \quad (1.16)$$

Thus we proved the following result.

**Theorem 1.1.** Function (1.15) is well defined and is a formal asymptotic solution to the problem (1.1), (1.2), (3.1.4) in the sense that it satisfies equation (1.1) up to a smaller (in $h$) term of form (1.16) and satisfies the Dirac initial condition (3.1.4).

Next section will be devoted to the justification of this asymptotics. Now we construct another version of semiclassical asymptotics of the Green function of equation (1.1), which was first constructed in [K3], [BK] for a particular case of this equation. For this construction, it is convenient to consider separately two cases.

First let $ReG = 0$ and $ReV = 0$ on the real plane. Then equation (1.1) can be written in the form

$$du = \left( \frac{h}{2} i tr \left( G \frac{\partial^2 u}{\partial x^2} \right) - \frac{i}{h} V(x)u - \frac{|\alpha|^2}{2} x^2 u \right) dt + \alpha x u dW, \quad (1.17)$$

with positive constant $G$ (which equals to $G_I$ in previous notations) and a smooth real $V(x)$. One readily sees then that the two-point function $S_W$ can be presented in the form $-iS_1 + hS_2$, where $S_1$ is real for real $x, x_0$ and does not depend on $W$ and $h$. Thus the formal asymptotic solution $u_{as}$ can be rewritten in the form

$$u_{as} = (2\pi h)^{-m/2} \chi(|x-x_0|) \psi_W(t,x,x_0,h) \exp\{iS_1(t,x,x_0)/h\}, \quad (1.18)$$

with

$$\psi_W(t,x,x_0,h) = \phi_W(t,x,x_0)(1 + S_2(t,x,x_0,h) + O(h)).$$

It turns out moreover that assuming additionally that $V(x)$ is bounded together with its second derivatives in a neighborhood
of the real subspace $\text{Im} x = 0$, one can get rid of the molybdenum $\chi$ in the asymptotical formula (1.18). To see this, let us substitute the function of form
\[ u_{as} = (2\pi h)^{-m/2} \psi_W(t, x, x_0) \exp\{iS_1(t, x, x_0)\} \]  
(1.19)
with a real deterministic $S_1$ in equation (1.17). Equalising the coefficients at $h^{-1}$ and $h^0$, one obtains for $S_1$ the standard (deterministic and real) Hamilton-Jacobi equation of the form
\[ \frac{\partial S}{\partial t} + \frac{1}{2} G \left( \frac{\partial S}{\partial x} \right)^2 + V(x) = 0 \]  
(1.20)
and for $\psi$ a stochastic version of the transport equation
\[ d\psi + \left( G \frac{\partial \psi}{\partial x} \frac{\partial S}{\partial x} + \frac{1}{2} G \Delta S \psi + \frac{|\alpha|^2}{2} x^2 \psi \right) dt = \alpha x \psi dW. \]  
(1.21)
As usual in WKB constructions of the Green functions, one takes as the solution of the Hamilton-Jacobi equation (1.20) the two-point function $S_1(t, x, x_0)$ of the corresponding problem of the calculus of variations with the Hamiltonian
\[ H(x, p) = \frac{1}{2} (Gp, p) + V(x) \]  
(1.22)
and the Lagrangian $L(x, v) = \frac{1}{2} (Gv, v) - V(x)$. Notice the difference of the signs at $V$ in expressions (1.5), (1.22) (which is due to the difference of (1.3) and (1.19)), and also the fact that $H$ of form (1.22) is real. The two-point function $S_1$ is expressed in terms of the solutions of the real Hamiltonian system $\dot{x} = Gp$, $\dot{p} = -\frac{\partial V}{\partial x}$. Since $V$ is bounded together with its second derivative, the boundary value problem for this system is uniquely solvable for all (real) $x, x_0$ and $t \leq t_0$ with some $t_0 > 0$ (see Proposition 2.2.9). Therefore, $S_1$ is well defined and smooth for all such $x, x_0, t$. Furthermore, to solve (1.21), put $\psi_W = \phi_1 \mu_W$ with the deterministic $\phi_1 = J_1^{-1/2}(t, x, x_0)$, where $J_1$ is the Jacobian (corresponding to the solutions of the Hamiltonian system with Hamiltonian (1.22)). One obtains then for $\mu_W$ the following equation
\[ d\mu + \left( (G \frac{\partial \mu}{\partial x}, \frac{\partial S}{\partial x}) + \frac{|\alpha|^2}{2} x^2 \mu \right) dt = \alpha x \mu dW. \]  
(1.23)
Since
\[
\frac{\partial \mu}{\partial t} + \left( G \frac{\partial \mu}{\partial x} \frac{\partial S}{\partial x} \right) = \frac{d\mu}{dt}
\]
is the full derivative along the solutions of the Hamiltonian system, one can write the solutions to (1.23) similarly to (3.1.18), but using also Ito’s formula, to obtain for \( \psi_W \) the expression
\[
\psi_W(t, x, x_0) = J_1^{-1/2}(t, x, x_0) \exp \left\{ \int_0^t \left( -|\alpha|^2 x^2(\tau) \, d\tau + \alpha x(\tau) \, dB(\tau) \right) \right\}.
\]

Therefore, we have proved the following result.

**Proposition 1.2** [K5], [BK]. If the second derivative of the function \( V \) is uniformly bounded, then the function (1.19), where \( S_1 \) is the two-point function corresponding to the Hamiltonian (1.22) and \( \psi_W \) is given by (1.24), is well defined for all \( t \in (0, t_0) \), \( x, x_0 \) and is a formal asymptotic solution to the problem (1.17), (3.1.4) in the sense that it satisfies equation (1.17) up to terms of order \( O(h) \), and satisfies the initial condition (3.1.4).

Therefore, in the case \( G_R = 0 \) in (1.1), (1.2), one can avoid dealing with complex characteristics. It will not be so in the case with \( G_R > 0 \) in (1.1), which we consider now. Looking for the Green function of (1.1) in the form
\[
u_{as} = (2\pi h)^{-m/2} \chi(|x - x_0|) \varphi_1(t, x, x_0, [W]) \exp \left\{ \frac{1}{h} S_1(t, x, x_0) \right\}.
\]
with a deterministic not depending on \( h \) phase \( S_1 \) (it is not convenient now to write the exponential in form \( iS \)), one comes (using (1.4) and the assumption that \( S_1 \) is not stochastic) to the deterministic Hamilton-Jacobi equation with the Hamiltonian of form (1.5), namely to the equation
\[
\frac{\partial S}{\partial t} + \frac{1}{2} \left( G \frac{\partial S}{\partial x} \right)^2 - V(x) = 0,
\]
for the function \( S_1 \), and to the stochastic transport equation (1.21). Unlike (1.20), equation (1.26) is still complex (though not stochastic as (1.6)). From the results of Section 2.2 it follows that function (1.25) is well defined. Therefore we obtain the following result.
Proposition 1.2. If \( G_R > 0 \), the function (1.25), where \( S_1 \) is the two-point function corresponding to the Hamiltonian (1.5) and \( \psi_W \) is given by (1.24), with \( x(\tau) \) being the characteristic corresponding to Hamiltonian (1.5), is well defined for all \( t \in (0,t_0) \), \( x, x_0 \in \mathbb{R}^d \) and is a formal asymptotic solution to the problem (3.1), (3.1.4) in the sense that it satisfies equation (1.1) up to terms of order \( O(h) \), and satisfies the initial condition (3.1.4).

Thus, we obtained two asymptotic formulas for the Green function of equation (1.1), given in Theorem 3.1 and in Propositions 1.1, 1.2 respectively, exploiting two approaches to the construction of the WKB type asymptotics of stochastic equations of type (1.1): in the first one, one uses a stochastic Hamilton-Jacobi equation and deterministic transport equation, and in the second one, one uses a deterministic Hamilton-Jacobi equation and the stochastic transport equation. Each of these (in a sense equivalent) approaches has its advantages. Namely, it seems that the formula from Theorem 1.1 gives more adequate asymptotics in a number of situation, for example this formula (and not the one from Propositions 1.1 or 1.2) gives the exact Green function in the case of quadratic potentials. On the other hand, formulas (1.19), (1.25) seem to be easier to justify, as we shall see in the next section.

2. Semiclassical approximation: justification and globalisation

We shall deal with the problem of justification of the asymptotics constructed above following the same line of arguments as for the case of standard diffusions in Chapter 3 paying special attention to the new difficulties which naturally arise in the present context of complex diffusion. Consider first shortly the case of vanishing \( G_R \). The advantage of formula (1.19), as compared with (1.15), is due to the fact that the exponential term \( \exp\{iS_1/h\} \) has the same form as for the standard WKB asymptotics of the standard Schrödinger equation, because \( S_1 \) is real and deterministic. Stochastic term appears only in the amplitude \( \psi \). Therefore, formal asymptotics (1.19) can be justified in the same way as for the standard Schrödinger equation (see e.g. [M6], [MF1]), which leads directly to the following result.

Theorem 2.1. The Green function of equation (1.17) exists
and has the form $u_{as}(1 + hg)$, with $u_{as}$ from Proposition 1.1, where the function $g$ has a bounded $L_2$-norm.

Notice that we obtained here an asymptotic representation for the Green function with the $L_2$-estimate of the remainder, which is usual in the study of the Schrödinger equation, and not a pointwise estimate, which one obtains usually in the study of the heat kernel. Notice also that the theorem implies automatically also the justification of the asymptotics of Theorem 1.1 for the case of equation (1.17). Moreover, when the asymptotics of the Green function in form (1.18) is justified for $t \leq t_0$, the construction of the global small $h$ asymptotics for all finite times $t$ can be obtained automatically [BK] by taking the convolution of $u_{as}$ with itself $N = t/t_0$ times. The result and calculations are the same as for the deterministic case (see [MF1]), only the amplitude will be now stochastic. In particular, if there exists a finite number of characteristics (of the real Hamiltonian (1.22)), joining $x_0$ and $x$ in time $t$, the asymptotics will be equal to the sum of the contributions of each characteristics, and in general, it can be expressed by means of the Maslov canonical operator. Moreover, we wrote the asymptotics only up to the term of the order $O(h)$, but one can easily write the whole expansion in $h$ in the same way as it is done for the deterministic case.

As we already noted, in the case $G_R > 0$ in (1.1), one can not avoid dealing with complex characteristics.

Remark. However, if one is interested only in small time asymptotics (for a fixed $h$), formula (1.25) can be again simplified in such a way that one can get rid of complex characteristics. Namely, since the parts of $S_1$ depending on $V$ are of the order $O(t)$, one can move these terms from the phase to the amplitude. In other words, instead of (1.25), one can consider the asymptotic Green function in the form

$$u_{as} = (2\pi ht)^{-m/2} \varphi_2(t, x, x_0, [W]) \exp\left\{-\frac{(x - x_0)^2}{2thG}\right\},$$

where $\varphi_2$ also depends on $h$ (in a non-regular way), but it is not essential, because we fixed it. Considering here $\varphi$ to be a positive power series in $t, x - x_0$, and substituting this in equation (1.1), one obtains the recurrent formulas for the coefficients in the same way.
as one does it for the standard non-degenerate real diffusion equation. The justification presents no special difficulties as compared with the case of standard diffusion, because the phase, though being complex, depends quadratically on \( x - x_0 \). In particular, one easily obtains in this way two-sided estimates for the Green function for finite times (see next Section), generalising some recent results from [LR] obtained there for the case of (real) stochastic heat equation. We are not going into details of these arguments noting that the global small \( h \) asymptotics cannot be obtained in this way.

Before discussing the justification of asymptotics (1.25) (or, equivalently, (1.15)), let us give a simple lemma from linear algebra (which must have been known, but the author does not know the reference) that we shall need.

**Lemma 2.1.** Let \( E_m \) denote the unit matrix in \( \mathbb{R}^m \), let \( s_0, s_1, \ldots, s_{n+1} \) be a set of positive real numbers, and let \( A_{s_0, s_1, \ldots, s_{n+1}} \) be the \((n+1)m \times (n+1)m\) block three-diagonal matrix of the form

\[
\begin{pmatrix}
c_0 E_m & -a_1 E_m & 0 & \ldots & 0 \\
-a_1 E_m & c_1 E_m & -a_2 E_m & \ldots & 0 \\
0 & -a_2 E_m & c_2 E_m & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \vdots & \vdots & \ddots & c_n E_m
\end{pmatrix}
\]

with \( c_j = s_j^{-1} + s_{j+1}^{-1} \), \( a_j = -s_j^{-1} \). In particular, let \( A_{n+1}^m \) denote the matrix \( A_{s_0, s_1, \ldots, s_{n+1}} \) with all \( s_j, j = 0, \ldots, n+1 \), being equal to one, i.e.

\[
A_{n+1}^m = \begin{pmatrix}
2 E_m & -E_m & 0 & \ldots & 0 \\
-E_m & 2 E_m & -E_m & \ldots & 0 \\
0 & -E_m & 2 E_m & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \vdots & \vdots & \ddots & 2 E_m
\end{pmatrix}.
\]

Then

\[
\det A_{s_0, s_1, \ldots, s_{n+1}} = \left( \frac{s_0 + s_1 + \ldots + s_{n+1}}{s_0 s_1 \ldots s_{n+1}} \right)^m.
\]

Moreover,

\[
\min_j s_j^{-1} A_{n+1}^m \leq A_{s_0, s_1, \ldots, s_{n+1}} \leq \max_j s_j^{-1} A_{n+1}^m. \quad (2.1)
\]
Proof. Changing the order of rows and columns one easily reduces the case of an arbitrary $m$ to the case of $m = 1$. In this case one obtains (by decomposing the determinant in the last row) that

$$\det A_{s_0, s_1, \ldots, s_{n+2}} = (s_{n+1}^{-1} + s_{n+2}^{-1}) \det A_{s_0, s_1, \ldots, s_{n+1}} - s_{n+1}^{-2} \det A_{s_0, s_1, \ldots, s_n},$$

and then one finishes the proof by a trivial induction. Inequality (2.1) follows directly from the obvious formula

$$(A_{s_0, s_1, \ldots, s_{n+1}} v, v) = \frac{1}{s_0} v_0^2 + \frac{1}{s_1} (v_1 - v_2)^2 + \ldots + \frac{1}{s_n} (v_n - v_{n-1})^2 + \frac{1}{s_{n+1}} v_{n+1}^2,$$

where $v = (v_0, \ldots, v_n)$.

Let us turn to the justification of the semiclassical asymptotics in the case $G_R > 0$. Consider function (1.25) as the first approximation to the exact Green function $u^W_G$ for equation (1.1). Arguing as in Chapter 3 one presents $u^W_G$ in the form of the series

$$u^W_G = u_{as} + h u_{as} \otimes F + h^2 u_{as} \otimes F \otimes F + \ldots, \quad (2.2)$$

where $F$ is given by (1.16) and the convolution-type operation $\otimes$ is defined by the formula

$$(v \otimes w)(t, x, x_0) = \int_0^t \int_{\mathbb{R}^n} v(t - \tau, x, \xi) w(\tau, \xi, x_0) d\tau d\xi.$$

For $|x - x_0| \geq r - \epsilon$ (see formula (1.15)) one estimate this series in exactly the same way as in the real situation considered in detail in Chapter 3 Theorem 4.1, if one previously estimate the phase $S$ in all integrals by its real quadratic part. Let us consider the case $|x - x_0| \leq r - \epsilon$, which is slightly more subtle. Here the main difference with the real case appear: to get exact asymptotics one can not estimate the terms of series (2.2) recursively using the Laplace method with complex phase (see Appendix B), because each such estimate will destroy analyticity, which is essential for the estimate of the next integral. Therefore, to estimate the $k$-th term of this series we shall consider it as a Laplace integral over $\mathcal{R}^{mk}$. The phase of this integral is

$$f(\eta; x, x_0, t) = S(t - t_k, x, \eta_k) + \ldots + S(t_2 - t_1, \eta_2, \eta_1) + S(t_1, \eta_1, x_0),$$


which due to the (1.29), (1.30), can be written in the form

$$f(\eta; x, x_0, t) = \frac{(x - \eta_k)^2}{2(t - t_k)G} + \cdots + \frac{(\eta_2 - \eta_1)^2}{2(t_2 - t_1)G} + \frac{(\eta_1 - x_0)^2}{2t_1G} + O(t).$$

The key moment is to prove that $f_R = \text{Re} f$ is convex and to estimate its matrix of second derivatives $f''_R$ from below. Clearly

$$f''_R \geq \Lambda = (G^{-1})_R A_{s_0, \ldots, s_k} - c t E_{mk}$$

with some constant $c > 0$, where $s_j = t_{j+1} - t_j$ with $t_0 = 0$, $t_{k+1} = t$. The spectrum of the matrix $A_k^m$ is well known (and is easy to be calculated explicitly). In particular the lowest eigenvalue of this matrix can be estimated by $a/k^2$ with a positive constant $a$. Since $G_R$ is supposed to be positive, the same estimate holds (with possibly different constant $a$) for the lowest eigenvalue of the matrix $(G^{-1})_R A_k^m$. Let $k \leq t^{-1} \sqrt{2a/c}$. Then, due to (2.1), the lowest eigenvalue of the matrix $(G^{-1})_R A_{s_0, \ldots, s_k}$ is not less than $2ct$. Consequently, if $\lambda_j$, $j = 1, \ldots, m k$, denote the eigenvalues of the matrix $(G^{-1})_R A_{s_0, \ldots, s_k}$, then the eigenvalues of the matrix $\Lambda$ on the r.h.s. of (2.3) are not less than $\lambda_j/2$ (this is a very rough estimate but it is sufficient for our purposes). Therefore (also due to Lemma 2.1), inequality (2.3) gives the lower estimate for $f''_R$ by a convex matrix $\Lambda$ with

$$\det \Lambda \geq 2^{-km}(\det(G^{-1})_R)^k \left( \frac{t}{t_1(t_2 - t_1) \cdots (t - t_k)} \right)^m. \quad (2.4)$$

Next, by the results of Section 2.6 (and due to the assumption $|x - x_0| < r - \epsilon$), there exists a unique trajectory $x(\tau), p(\tau)$ of the Hamiltonian flow corresponding to Hamiltonian (1.5) and joining $x_0$ and $x$ in time $t$. By (1.22), (1.25) the point $\eta(t_1, \ldots, t_k) = (x(t_1), \ldots, x(t_k))$ is a (unique) saddle point to the phase $f$ and

$$f(\eta(t_1, \ldots, t_k); x, x_0, t) = S(t, x, x_0).$$

Moreover, since $\text{Re} f$ is convex, one can choose the contour of integration in the complex space (using the Cauchy theorem) in such a way that it contains $\eta(t_1, \ldots, t_k)$, and this point is the unique saddle
point on this contour and the real part of the phase takes its minimum in this point. Now we can use formula (B3) from Appendix B.

By Proposition 6.3, the amplitude \( \psi_W \) of the asymptotic Green function \( u_{as} \) is of the order \( (2\pi \hbar t)^{-m/2} \). To estimate the amplitude in the expression for \( F \) from (3.16), one needs to estimate the second derivative of the Jacobian \( J = J(t, x, x_0) \), which is done as in the real case. One has

\[
\frac{\partial}{\partial x_i} J = \text{tr} \left( \frac{\partial}{\partial x_i} \frac{\partial X}{\partial p_0}(t, x, x_0) \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) J,
\]

and

\[
\frac{\partial^2 J}{\partial x_i \partial x_j} = \text{tr} \left( \frac{\partial}{\partial x_i} \frac{\partial X}{\partial p_0}(t, x, x_0) \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) \text{tr} \left( \frac{\partial}{\partial x_j} \frac{\partial X}{\partial p_0}(t, x, x_0) \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) J
\]

\[+ \text{tr} \left( \frac{\partial^2}{\partial x_i \partial x_j} \frac{\partial X}{\partial p_0}(t, x, x_0) \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) \text{tr} \left( \frac{\partial}{\partial x_j} \frac{\partial X}{\partial p_0}(t, x, x_0) \left( \frac{\partial X}{\partial p_0} \right)^{-1} \right) J.
\]

From these formulas and Proposition 6.3 it follows that

\[
\frac{\partial J}{\partial x} = O(t)J, \quad \frac{\partial^2 J}{\partial x^2} = O(t^2)J.
\]

Therefore, by (2.3), (2.4) and using (B3) (noticing also that though the integral is taken along a complex surface, and not along the plane domain as in (B3), the deformation to the real domain can add an additional multiplier of the order \( 1 + O(t) \)) we obtain for the \( k \)-th term of series (2.2), \( k \leq t^{-1} \sqrt{2a/c} \), the estimate

\[
O(th)^k (2\pi h)^{-m/2} \phi_1(t, x, x_0, [W]) (\det |G| / \det Re G)^k \exp \left\{ - \frac{Re S(t, x, x_0)}{\hbar} \right\}.
\]

And the estimate for the sum of \( k \leq t^{-1} \sqrt{2a/c} \) terms follows easily. If \( k > t^{-1} \sqrt{2a/c} \), we can go on as in the case \( |x - x_0| > r - \)
\( \epsilon \), namely estimating the phase by its quadratic approximation. Because of the coefficient \( t^k = O(\exp\{\log t/t\}) \), these terms will turn out to be exponentially small as compared with the main term. Consequently, one obtains the following result, which gives the justification to the formal asymptotics obtained in Theorem 1.1 and Proposition 1.2.

**Theorem 2.2.** If \( G_R > 0 \), the Green function \( u_W^G \) of problem (1.1), (1.2) exists for small enough \( t \) and is given by series (2.2), which converges absolutely. In particular,

\[
u_W^G(t, x, x_0, h) = O(\exp\{-\frac{\Omega}{\theta h}\})
\]

\[
+(2\pi h)^{-m/2}\chi(|x-x_0|)\phi_1(t, x, x_0, [W]) \exp\{-\frac{1}{h}S(t, x, x_0)\}(1+O(\theta h))
\]

(2.5)

with some \( \Omega > 0 \), where the term \( O(\exp\{-\frac{\Omega}{\theta h}\}) \) is a bounded integrable function in \( x - x_0 \).

The Green function of (1.1) for any finite \( t \) can be as usually obtained by iteration from the Green function (1.29) for small times (see also the end of the next section). The resulting asymptotic formula will be given by the sum of the contributions of all extremals, which are the saddle points of the action. However, the question of the existence of the complex characteristics joining any two points \( x, x_0 \) in time \( t \) and giving the saddle-point for the corresponding problem of the calculus of variations, seems to be rather nontrivial in general.

To conclude this section, consider the case of real stochastic heat equation, where everything becomes much simpler. The following result was obtained in [K1] and by different method in [TZ1], [TZ2]. The proof of [K1] is obtained by simplifying the arguments used above for complex situation. Notice only that due to the results of Section 2.7, under the assumptions of Theorem 2.3, the boundary-value problem for corresponding stochastic Hamiltonian system is uniquely globally solvable (for small times), and therefore one do not need to make a cutoff around \( x_0 \), which simplifies the situation essentially.

**Theorem 2.3.** Let \( V(x) \) be a smooth real function with uniformly bounded derivatives of the second and third order, and let
$G = \alpha = 1$. Then the Green function $u_G$ of problem (1.1) exists and for small enough $t$ has the form

$$u_G(t, x, x_0, h) = (2\pi h)^{-m/2} J_W^{-1/2}(t, x, x_0, h) \exp\left(-\frac{1}{h} S_W(t, x, x_0, h) \right)(1 + O(ht)), \quad (2.6)$$

where $S_W, J_W$ are the two-point function and the Jacobian corresponding to the real stochastic Hamiltonian system (1.9) with $G = \alpha = 1$. Moreover, $u_G$ can be given by the absolutely convergent series of type (4.2).

Furthermore, in this real situation (unlike the complex case), there appear no additional problems with the globalisation of this result. Namely, on the basis of the results of Section 2.7 and by direct generalisation of the argument of Theorem 3.5.1, one gets the following statement.

**Theorem 2.4.** For any $t, x$ and $\tau < t$

$$u_G(t, x, x_0, h) = (2\pi h)^{-m}(1 + O(h)) \int_{\mathbb{R}^m} J_W(t - \tau, x, \eta, h) J_W(\tau, \eta, x_0, h)$$

$$\times \exp \left\{ - \frac{S_W(t - \tau, x, \eta, h)}{h} + S(\tau, \eta, x_0, h) \right\} d\eta.$$

In particular, for any $(t, x) \in \text{Reg}(x_0)$, the asymptotics of $u_G$ is still given by (2.6).
3. Applications: two-sided estimates for complex heat kernels, large deviation principle, well-posedness of the Cauchy problem

Here we formulate some direct but important consequences from Theorem 2.2. The following results on the local large deviation principle with respect to small $t$ or small $h$ and on the local two-sided estimates for complex heat kernel follow directly from Theorem 2.2

**Proposition 3.1.** Under the assumptions of Theorem 2.2

$$\lim_{h \to 0} u_G^W(t, x, x_0; h) = -S(t, x, x_0), \quad \lim_{t \to 0} u_G^W(t, x, x_0; h) = (G^{-1})_R(x-x_0)^2/2h$$

for small enough $x - x_0$ and

$$(2\pi ht)^{-m/2}K^{-1}\exp\left\{-\frac{C_1(x-x_0)^2}{th}\right\} \leq |u_G^W(t, x, x_0; h)|$$

$$(2\pi ht)^{-m/2}K\exp\left\{-\frac{C_2(x-x_0)^2}{th}\right\}$$

for some constants $C_1, C_2, K$ and for small enough $x - x_0$ and $t$.

At last, we obtain a result on the well-posedness of the Cauchy problem for equation (1.1).

**Proposition 3.2** Under the assumptions of Theorem 2.2, for any smooth function $u_0 \in L^2(\mathbb{R}^d)$, there exists a unique solution to the Cauchy problem of equation (1.1), which is dissipative in the sense that

$$\frac{d}{dt}E\|u(t, x)\|^2 \leq 0$$  \hspace{1cm} (3.1)

everywhere, where $E$ means the expectation with respect to the Wiener measure of the process $W$.

**Proof.** The existence of the solution follows directly from Theorem 2.2. Next, let $u(t, x, h, [W])$ be any solution to (1.1), i.e. $u$ is an adaptive process on the Wiener process, which is almost surely smooth in $t$ and $x$, and satisfies equation (1.1). Applying vector-valued Ito’s formula (see e.g. [Met]) to the square norm $(u, u)$ of the solution yields

$$d(u, u) = -h(G_R \frac{\partial u}{\partial x}, \frac{\partial u}{\partial x}) dt - \frac{2}{h} (V_R u, u) dt + 2\alpha_R(xu, u) dW,$$
which implies the dissipativity condition (3.1). In its turn, condition (3.1) implies the uniqueness of the solution to the Cauchy problem of equation (1.1).

The statement of Proposition 3.2 implies that the Green function \( u^W_G \) of equation (1.1) constructed above satisfies the semigroup identity for \( t \leq t_0 \) and therefore it can be extended for all positive \( t \) as a smooth function by means of convolutions.
4. Path integration and infinite-dimensional saddle-point method

After the original papers of Dirac and Feynmann, where it was argued that the solutions to the Schrödinger equation can be expressed in terms of a heuristically defined path integral, many mathematicians contributed to the development of a well-defined notion of path integration and its connection to the Schrödinger equation. Various approaches were proposed covering different classes of potentials, reviews and references in Appendices G,H. In Chapter 9 we develop an approach to Feyman’s integral, which allows to present the solutions to a rather general Schrödinger and stochastic Schrödinger equation (including equation (1.1)) in terms of a genuine integral over a bona fide measure over a path space. Here we only show that various known approaches (which define the integral as a certain generalised functional, and not as a genuine integral in the sense of Riemann or Lebesgue) to the definition of path integral and its applications to Schrödinger equation can be more or less directly generalised to the case of SSE. An interesting new moment appears in connection with semiclassical asymptotics, which, in the case of SSE, can be obtained (at least formally) from path integral representation by means of an infinite-dimensional version of the complex saddle-point method. We shall use here the theory of normalised Fresnel integrals (NFI) explained in Appendix H. Our integral will be a particular case of the situation described in Proposition H2. Suppose for simplicity that the matrix $G$ in (1.1) is proportional to the unit matrix. As usual for applications to the Schrödinger equations, we use as a Hilbert space in $H_7$ the Cameron-Martin space $H_t$ of continuous curves $\gamma : [0, t] \to \mathbb{R}^n$ such that $\gamma(t) = 0$ and the derivative $\dot{\gamma}$ of $\gamma$ (in the sense of distribution) belongs to $L_2([0, t])$. The scalar product in $H_t$ is defined as

$$(\gamma_1, \gamma_2) = \int_0^t \dot{\gamma}_1(s) \dot{\gamma}_2(s) \, ds.$$ 

If $V, \eta$ are Fourier transforms of finite complex measures in $\mathcal{R}^n$, then the function

$$g(\gamma) = \exp\{\int_0^t V(\gamma(s) + x) \, ds\} \eta(\gamma(t) + x)$$
is also the Fourier transform of a finite Borel measure on $\mathcal{H}_t$ (for any $x$), because the set of such Fourier transforms forms the Banach algebra (see Appendix G). Furthermore, if $B(t)$ denotes the trajectory of the Wiener process, then the curve $l_B(\tau) = \int_\tau^t B(s) \, ds$ belongs to $\mathcal{H}_t$ with probability one, and for $\gamma \in \mathcal{H}_t$

$$(l, \gamma) = \int_0^t B(s) \gamma(s) \, ds = \int_0^t \gamma(s) \, dB(s),$$

where the latter integral is understood in the Ito (or Wiener) sense. Finally, if we define the operator $L$ by the formula $(\gamma_1, L \gamma_2) = \int_0^t \gamma_1(s) \gamma_2(s) \, ds$, then $L$ is of trace class in $\mathcal{H}_t$, and under conditions (1.2) the operator $1 + 2|\alpha|^2 hGL$ is invertible with a positive real part. The following fact is a direct generalisation of a theorem from [AKS1], [AKS2], where $G$ was supposed to be purely imaginary and there were no parameter $h$.

**Proposition 4.1.** If $V$ and $\eta$ are Fourier transforms of finite complex measures on $\mathbb{R}^m$, then there exists a (strong) solution of the Cauchy problem for equation (1.1), (1.2) with initial data $\psi_0 = \eta$, which can be represented in the form

$$\psi(t, x) = \int_{\mathcal{H}_t} \exp\left\{ \int_0^t \left( -\frac{1}{2hG} |\gamma(\tau)|^2 - |\alpha|^2 (\gamma(\tau) + x)^2 - \frac{1}{h} V(\gamma(\tau) + x) \right) \, d\tau \right\} \times \exp\left\{ \int_0^t \alpha(\gamma(\tau) + x) \, dW(\tau) \right\} \eta(\gamma(0) + x) \, D\gamma, \quad (4.1)$$

where the integral is well defined in the sense of Proposition 2.1.

**Sketch of the proof.** The simplest way is to use the Stratonovich form (see e.g. Appendix A)

$$d\psi = \left( \frac{h}{2} G \Delta \psi - \frac{1}{h} V(x) \psi - |\alpha|^2 x^2 \psi \right) \, dt + \alpha x \psi \, dB$$ \quad (4.2)

(notice the difference in the coefficient at $x^2 \psi \, dt$ in this equation and in (1.1), which is due to the Ito formula) of equation (1.1) and to approximate the trajectories $W$ of the Wiener process by a sequence of smooth curves $W_n$ tending to $W$ as $n \to \infty$. For smooth curves the proof of the theorem can be given in a quite
similar way as in the case of the usual Schrödinger equation (see e.g. [AH1], [SS]). We can finish the proof exploiting the fact that the sequence of solutions of the Stratonovitch equation with \( W_n \) placed instead of \( W \) tends to the solution of (1.1).

As shown in [AKS2], another method of defining the path integral based on the rotation of the potential in the complex space (see Appendix H) leads to a similar formula but with different assumptions on the potential \( V \).

Let us stress now that though the results of this section present only a slight generalisation of that from [AKS2], the introduction of complex coefficients in SSE (1.1) leads to a principally new effect concerning the ”Feynman measure” of the corresponding Feynman integral. Namely, though the integral in (4.1) is taken apparently over the path space of real paths, the main contribution in its small \( h \) asymptotics comes from a complex path. In other words, the ”Feynman measure” is actually concentrated around a complex path, which can be included in the domain of integration by a certain complex shift of the Cameron-Martin space \( \mathcal{H}_t \). Speaking more concretely, to get the Green function from (4.1), let us take (at least formally) the Dirac function \( \delta(x - x_0) \) instead of \( \eta \). (Clearly \( \delta(x - x_0) \) does not satisfy the assumptions on \( \eta \) considered above. Nevertheless, the corresponding path integral representation can be justified, see e.g. [ABB] for the case of standard Schrödinger equation.) Then the integral in (4.1) will be taken over an appropriate space of curves joining \( x_0 \) and \( x \) in time \( t \). For \( h \to 0 \), the corresponding integral is of Laplace type with the complex analytic phase \( \int (|\dot{\gamma}|^2/2G + V(\gamma)) \, d\tau \). According to the saddle-point method, the main term of the small \( h \) asymptotics of such an integral depends on the behaviour of the amplitude around the saddle-point of this phase. According to the results of Section 2, these saddle-points are the solution to the Hamiltonian system with Hamiltonian (1.5). Therefore, the theory of the previous sections gives a rigorous meaning to the formal application of the infinite-dimensional saddle-point method to the path integral (4.1) with a complex phase. As we already noted, in the case of the oscillatory integrals, the corresponding infinite-dimensional method of stationary phase is discussed in many papers, see e.g. [AH2],[M4], and references therein.
Chapter 8. SOME TOPICS
IN SEMICLASSICAL SPECTRAL ANALYSIS

1. Double-well splitting

In this chapter, we are going to introduce briefly (referring for
the proofs and developments to the original papers) three topics
in asymptotic spectral analysis closely connected with probability
and/or with the methods developed for the corresponding evolution-
ary equations.

This section is devoted to the asymptotics of the low lying
eigenvalues of the Schrödinger equation, whose potential has sev-
eral symmetric wells. We give here a short introduction to the re-
sults of the series of papers [M3], [DK1], [DK2], [DKM1], [DKM2],
[K3], where the effective formulas for the calculation of the ex-
ponentially small differences between these low lying eigenvalues
(splitting) were found and applied to different examples such as
the discrete \(\phi^4\)-model on tori or a hydrogen ion in magnetic
field. As we shall see in the next section, this theory is closely connected
to the problem of the calculation of the low lying eigenvalues of
the diffusion operators, and of the life times of the correspond-
ing diffusions. On the other hand, the method of the proof of the
main results in [DKM1], [DKM2] is based on the asymptotic theory
of the Cauchy problem for the second order parabolic equations,
which was the main subject in this monograph.

We recall first two basic facts on the low lying eigenvalues
of the Schrödinger equation with a potential having several wells.
Consider the Schrödinger operator \(H = H(h)\) of the form

\[
H = -h^2\Delta + V(x) + hf(x)
\]  

(1.1)
defined in \(L_2(M)\), where \(M\) is a \(d\)-dimensional smooth Riemann-
ian manifold, \(V\) and \(f\) are smooth function on \(M\) , \(V\) being non-
negative, \(h\) is a positive small parameter, \(\Delta\) is the Laplace-Beltrami
operator on \(M\). The manifold \(M\) is considered to be either closed
or \(M = \mathbb{R}^d\) ( in this case we suppose that \(\lim \inf V(x) > 0\) as
\(x \to \infty\) and \(|f(x)| \leq aV(x) + b\) for some \(a, b > 0\), or \(M\) is a
bounded domain in a smooth manifold ( in this case \(H\) being the
Dirichlet realization of the operator (1.1). Let the function $V$ have only finite number of zeros $\xi_1, \ldots, \xi_k$ in $\mathcal{M}$ (and all $\xi_j \notin \partial \mathcal{M}$) all of them being non-degenerate, i.e. the eigenvalues of the Hesse matrix $\frac{1}{2}V''(\xi_j)$ have the form $(\omega_j^1)^2, \ldots, (\omega_j^k)^2$, in each $\xi_j$ with some $\omega_j^i > 0$. Let $Sp_{as}(H)$ denote the spectrum of the direct sum of the oscillator approximations of the operator $H$ in the neighbourhoods of all points $\xi_j$, i.e.

$$Sp_{as}(H) = \{ \sum_{i=1}^{d} \omega_i^m (2n_i + 1) + f(\xi_m) : m = 1, \ldots, k, n_i \in \mathbb{N} \}. \quad (1.2)$$

Let $E_n(h)$ (resp. $e_n(h)$) be the $n$-th (taking into account the multiplicity) eigenvalue of the operator $H$ (resp. $n$-th number in $Sp_{as}(H)$).

**Proposition 1.1.** For each fixed $n$ and an $h$ small enough, the operator $H(h)$ has at least $n$ eigenvalues and

$$\lim_{h \to 0} \frac{E_n(h)}{h} = e_n.$$  

This fact is known already a long time in the physical literature, and it is intuitively rather clear. The rigorous proof for finite-dimensional case seems to appear first in [Si1], see also [CFKS, HS1].

Now let us recall the notion of the distance $d(E, F)$ for the closed subspaces $E, F$ of the Hilbert space:

$$d(E, F) = \|P_E - P_F P_E\| = \|P_E - P_E P_F\|. \quad (1.3)$$

Here $P_E, P_F$ are the orthonormal projectors on $E$ and $F$ respectively. It is clear that $d(E, F) = 0$ iff $E \subset F$. If $E, F$ are finite dimensional subspaces of equal dimensions, then $d(E, F) = d(F, E)$ and is equal to the sine of the angle between the orthogonal complements of the subspace $E \cap F$ in $E$ and in $F$ respectively.

**Proposition 1.2** [HS1,Pa]. Let $A$ be a self-adjoint operator in the Hilbert space $\mathcal{H}$. Let $[a, b]$ be a compact interval, $\psi_1, \ldots, \psi_N$
be linear independent elements of $\mathcal{H}$ and let $\mu_1, ..., \mu_N \in [a, b]$ such that

$$A\psi_j = \mu_j \psi_j + r_j, \|r_j\| \leq \epsilon.$$ 

Let for some $\delta > 0$ we have $\text{Sp}(A) \cap ([a - \delta, a] \cup ([b, b + \delta]) = \emptyset$. Let $E$ be linear space with the basis $\psi_i$, $i = 1, ..., N$, and $F$ be the spectral subspace of $A$ associated with $\text{Sp}(A) \cap [a, b]$. Then

$$d(E, F) \leq \frac{\sqrt{N} \epsilon}{\delta \sqrt{\lambda_{\text{min}}}},$$

where $\lambda_{\text{min}}$ is the minimal eigenvalue of the matrix $(\psi_i, \psi_j)$.

The problem of the calculation of the splitting between the low lying energy levels of the Schrödinger operator with symmetric potential wells can be already considered as a classical in quantum mechanics. We shall discuss here only the case of the double-well potential with non-degenerate wells, the corresponding results for more general situations can be found e.g. in [K3], [KM2]. We recall first the exact formulation of the problem. Let

$$H = -\frac{h^2}{2\mu} \Delta + V(x) \quad (1.4)$$

be a Schrödinger operator in $L^2(\mathbb{R}^d)$, where $\Delta$ is the Laplace operator, $h > 0$ is a small parameter, and the potential $V$ has the following properties:

(i) $V$ is a smooth nonnegative function,

(ii) there exist two points $\xi_1, \xi_2 \in \mathbb{R}^n$ such that $V(x) = 0$ if and only if $x$ coincides with one of $\xi_i$,

(iii) $V$ is symmetric, namely, there exists an orthogonal operator $R$ in $\mathbb{R}^n$ with the square $R^2$ being equal to identity such that $V(Rx) = V(x)$ for all $x$ and $\xi_1 = R\xi_2$,

(iv) $V$ is strictly positive at infinity, namely $\lim \inf_{x \to \infty} V(x) > 0$,

(v) $V$ has non-degenerate minima, i.e. the matrices $V''(\xi_j), j = 1, 2$, (they are similar, due to the symmetry) have positive eigenvalues, which will be denoted by $\omega_1^2, ..., \omega_d^2$ with all $\omega_j > 0$.

Let $\mathcal{E} = \mu^{-1} \sum_{j=1}^n \omega_j/2$ and $F$ be the set of the fixed points of $R$. 
It is obvious from the physical point of view that when potential barrier between the wells is high, then there should be two quasi-stable states at the bottoms $\xi_1, \xi_2$ with energy levels $E_1, E_2$ having equal asymptotic expansions in $\hbar$:

$$E_j = \mathcal{E} \hbar + e_2 \hbar^2 + e_3 \hbar^3 + ...$$  \hspace{1cm} (1.5)

One can easily obtain this expansion using first the oscillator approximation in a neighbourhood of each well (that gives the first term in (1.5)) and then the standard perturbation theory. Rigorously speaking, it follows from Proposition 1.2 that for $\hbar$ small enough the Schrödinger operator (1.4) has exactly two eigenvalues $E_1, E_2$ with (equal) asymptotic expansion (1.5) and moreover, there exists a constant $C > 0$ such that $E/\hbar - \mathcal{E} > C$ for all other points $E$ in the spectrum of operator (1.4).

Since the asymptotic expansions for $E_1, E_2$ coincide, the problem of asymptotic calculation of its difference is very subtle. This is the problem we are going to discuss here.

Let us start with some physical motivations. The difference $E_2 - E_1$ is called the splitting of the low lying eigenvalues of the Schrödinger operator (1.1) with a double well potential $V(x)$. This terminology comes from the following ”dynamical ” interpretation. Imagine for a moment that the potential barrier between the wells is infinity high. Then the low energy level of the Schrödinger operator will be degenerate, the corresponding eigenspace will be two-dimensional and the basis $\psi_1, \psi_2$ for this space can be chosen in such a way that $\psi_1$ vanish in a neighbourhood of $\xi_2$ and conversely. So, each $\psi_j$ stands for the case, when a quantum particle is situated only in a one well. The situation changes crucially when the barrier becomes finite. Although the classical lowest energy level will be still degenerate (the classical particle lying at the bottom of a well can not spring into another one), the quantum mechanical lowest energy level will now split in two non-degenerate ones. Its small difference $E_2 - E_1$ will estimate the inverse time $T$ of the (tunnel) transition of a quantum particle from one well to another. In fact, due to the symmetry, the eigenfunctions corresponding to $E_1, E_2$ have now the form $\psi_1 + \psi_2$ and $\psi_1 - \psi_2$, where $\psi_j$, as above, stands for the position of the particle in one well (the asymptotics of this
\( \psi_j \) in a neighbourhood of a well can be calculated using the oscillator approximation similar to the calculation of series (1.5)). These \( \psi_j \) are connected by the symmetry transform: \( \psi_1(Rx) = \psi_2(x) \).

Thus the time \( T \) of transition is the minimal number satisfying the equation \( e^{iT H} \psi_1 = \psi_2 \). It follows immediately from equations \( H(\psi_1 \pm \psi_2) = E_{1,2}(\psi_1 \pm \psi_2) \) that \( T = \pi |E_2 - E_1|^{-1} \). Another physical interpretation of the problem is due to the fact that the probability of the spontaneous transition (with photon emission) from the (slightly) excited state \( E_2 \) to the real ground state \( E_1 \) depends on \( E_2 - E_1 \). Therefore, this difference stands for the "fate of false vacuum" [CC].

Now we introduce the notations and recall some standard facts concerning the calculation of the difference \( E_2 - E_1 \). Let

\[
S_j(x) = \inf_{t \geq 0} \inf_{\int_0^t} \left( \frac{\mu}{2} \dot{q}^2(\tau) + V(q(\tau)) \right) d\tau,
\]

where the second inf is taken over all continuous piecewise smooth curves \( q(\tau) \) such that \( q(0) = \xi_j \), \( q(t) = x \). Let

\[
D_1 = \{ x \in \mathbb{R}^n : S_1 \leq S_2 \}, \quad D_2 = \{ x \in \mathbb{R}^n : S_2 \leq S_1 \},
\]

and \( D^\epsilon_j \) denote the \( \epsilon \)-neighbourhoods of these sets. It is not difficult to show (see e.g. [DKM2]) that

(i) for each \( x \in D^\epsilon_j \), where \( \epsilon \) is small enough, there exists a solution \((q,p)\) of the Hamiltonian system

\[
\mu \dot{q} = p, \quad \dot{p} = \frac{\partial V}{\partial x}(q) \tag{1.6}
\]

such that \( q(-\infty) = 0, \; q(0) = x \) and

\[
S_j(x) = \int_{-\infty}^0 \left( \frac{\mu}{2} \dot{q}^2(\tau) + V(q(\tau)) \right) d\tau;
\]

(ii) for almost all \( x \) such a solution is unique, \( S_j \) is smooth and satisfies the stationary Hamilton-Jacobi equation

\[
\frac{1}{\mu} \left( \frac{\partial S}{\partial x} \right)^2 - V(x) = 0;
\]
(iii) the equation \( p = \partial S_j / \partial x \) defines locally the unstable manifold \( W^\text{out}_j \) for system (1.6) that corresponds to its hyperbolic singular point \((\xi_j, 0)\) (recall that the unstable manifold \( W^\text{out}_j \) is defined as the set of points \((q_0, p_0)\) in \( \mathcal{R}^{2n} \) such that the solution of (1.6) with initial data \((q_0, p_0)\) tends to \((\xi_j, 0)\), as \( t \to -\infty \));

(iv) there exists a trajectory \((q, p)\) of system (1.6) such that

\[
q(-\infty) = \xi_1, \quad q(+\infty) = \xi_2
\]

and

\[
S_{12} \equiv S_1(\xi_2) = \int_{-\infty}^{+\infty} \left( \frac{\mu}{2} \dot{q}^2(\tau) + V(q(\tau)) \right) d\tau, \quad (1.7)
\]

this trajectory being called an instanton and \( S_{12} \) being called the instanton action.

It turns out that

\[
S_{12} = - \lim_{h \to 0} h \log(E_2 - E_1), \quad (1.8)
\]

i.e. the instanton action describes the logarithmic limit of the splitting value. It follows, in particular, that \( E_2 - E_1 \) is exponentially small in \( h \). Taking into account formula (1.8), it is natural to seek for the formula for the splitting in the form

\[
E_2 - E_1 = A(h) \exp\{-S_{12}/h\}. \quad (1.9)
\]

In order to be able to describe the dependence on \( h \) of the amplitude \( A(h) \) of the splitting, one should make new additional assumptions. For example, let us consider the simplest case, when the instanton \( q(t) \) is unique up to a shift in time. It is obvious that \( q(t) \) intersects the set \( F \) of the fixed points of the symmetry operator \( R \) only at one point. We denote this point by \( \xi_0 \) and shall fix from now on the parameterisation of the instanton by the condition \( q(0) = \xi_0 \).

It is clear from the symmetry that \( F \) belongs to the hyper-surface \( \Gamma = D_1 \cap D_2 \) and that the instanton \( q \) is orthogonal to \( \Gamma \) at \( \xi_0 \). Let \( M(x), x \in \Gamma \), be the \((n-1) \times (n-1)\) matrix of the second derivatives of the function \( S_1(x) \) restricted to \( \Gamma \). The instanton \( q(t) \) is called non-degenerate, if \( M(\xi_0) \) is non-degenerate. Now if
there exists only one instanton and it is non-degenerate, then it is possible to prove that the amplitude $A(h)$ in (1.9) has the form

$$A(h) = \sqrt{h^a(1 + a_1 h + ... + a_k h^k + O(h^{k+1}))}.$$  \hspace{1cm} (1.10)

The described results were obtained at the beginning of 80th. Before going further let us give a short historical review. The splitting formula (1.9), (1.10) for one-dimensional case was known in physical literature already for a long time, see for instance [LL]. Heuristically, the logarithmic limit (1.8) of the splitting for finite and simultaneously for infinite dimensions seemed to appear first in [M5] and [Po]. The paper [Po] contained, in particular, a developed program for the application of instantons in gauge theories and thus inspired a lot of new papers on the theory of instantons for quantum field theory as well as for quantum mechanics. Further physical discussions of the corresponding problems in quantum mechanics (including different methods as well as different models) can be found, for instance, in [CC,WH], and many others, see also the book [Gu]. Turning to the mathematical literature we mention first the work of Harrell [Ha], where appeared the first rigorous deduction of the splitting formula (including the calculation of the major term of amplitude (1.10)) for one-dimensional system with the general double well potential. Afterwards, there appeared many works dealing with more general one-dimensional models, (see for instance, [Pa] for one-dimensional systems with several wells) The program of the mathematical study of $n$-dimensional problem was proposed in the Maslov lecture on the Mathematical Congress in Warsaw [M8]. Then in 1984, three basic papers for the considered subject were published, namely

1) the work of B.Simon [Si2], where the rigorous proof were given of formula (1.7) for the logarithmic limit of the splitting (1.8) in general $n$-dimensional situation; the proofs in this paper were based on the method of the path integration,

2) the work of B.Helffer and J.Söstrand [HS1], where this result was also obtained together with the theorem of the existence of the asymptotic expansion (1.10) for the amplitude in the case of one non-degenerate instanton (let us stress that the important progress of [HS1] in comparison with [Si2] was the statement that the major
term of the asymptotic expansion for the amplitude has the order $\sqrt{h}$; the method of this paper (see also [He] and references therein) was based on the construction of the WKB asymptotics of the low eigenfunctions for the Dirichlet realization of the corresponding Schrödinger operator restricted to a neighbourhood of a well, then these asymptotics were carefully matched together.

3) the work of V. Maslov [M3], where not only the existence of the expansion (1.10) was given, but also the formula for the calculation of the coefficients was presented (see Proposition 1.1 below). The proofs were based on the investigation of the WKB asymptotics of the corresponding heat equation, in order to obtain afterwards the asymptotics of the low lying eigenfunctions and eigenvalues of the Schrödinger operator by a subtle limit procedure with two small parameters $h$ and $t^{-1}$. One should note however, that the assumptions on the Schrödinger operator in [M3] were more restrictive (namely, the results in [Si2, HS1] were given directly for the Schrödinger operator corresponding to an arbitrary Riemannian manifold and in [M3] only to the plane Euclidian spaces) and that the Maslov arguments were very schematic. Complete version of his proof appeared only in [DKM1, DKM2]. Moreover, the formula for the splitting in [M3] was a geometric one, and was not very convenient for concrete calculations. In [DKM2] an analytic version of this formula was given, which we we are going to present now.

Let us suppose first that the eigenvalues $\omega_j$ are non-resonant. Namely, each $\omega_j$ cannot be represented in the form $\sum_{k \neq j} \nu_k \omega_k$ with some integer nonnegative numbers $\nu_k$ such that $\sum \nu_k \geq 2$. Applying the general theory of the normal form of ordinary differential equation in a neighborhood of a singular point to the restriction of the Hamiltonian flow (1.6) on the unstable manifold $W^{\text{out}}_j$ one proves the existence of local coordinate $y(x)$ such that the equation of this restriction in the coordinate $y$ have the form $\dot{y} = \mu^{-1/2} \Omega y$ with the diagonal matrix $\Omega = \text{diag}(\omega_1, \ldots, \omega_n)$. We fix such coordinate system by the additional normalising condition $\det(\partial y/\partial x)(\xi_j) = 1$. These coordinate can be extended to the whole $W^{\text{out}}_j$ defining a measure on it such that

$$dy(z_t) = \exp\{2\mu^{-1/2} \mathcal{E} t\} dy(z_0),$$

where $z_t$ is the image of a point $z_0 \in W^{\text{out}}_j$ under the action of the
Hamiltonian flow. Let us define now the Jacobian
\[ J_j(x) = \det \frac{\partial x}{\partial y} \]
in non-focal points of \( W_j^{out} \), i.e. in such points that have a neighbourhood in \( W_j^{out} \) with a regular projection on the coordinate Euclidean space \( \mathbb{R}^n \).

**Theorem 1.1** [M3,DKM1]. The formula for the amplitude \( A(h) \) of the splitting (1.9) has the form
\[
A(h) = 2J_1^{-1}(\xi_0)(\det M)^{-1/2}(\xi_0)|\dot{q}(0)|\sqrt{h/\pi}\sum_{\omega_1...\omega_n}\mu^{n/4}(1+O(h)),
\]
where the matrix \( M(\xi_0) \) was introduced above, before formula (1.10).

This formula is not satisfactory from the practical point of view, because to calculate its element one should find special coordinate system and to solve the Hamiltonian system (1.6) in the whole \( W_j^{out} \). In the next statement the calculations are reduced to the solution of the system in variation
\[ \mu \ddot{Z} = V''(q(t))Z, \quad Z|_{t=-\infty} = 0, \quad Z|_{t=0} = I \]
along the instanton \( q(t) \), where \( I \) is the unit matrix. Let \( O \) be a matrix of the orthogonal transformation that takes the first coordinate vector of \( \mathbb{R}^n \) in the unit vector, which is parallel to the velocity \( \dot{q}(0) \) of the instanton at zero time.

**Theorem 1.2** [DKM2]. Formula (1.11) holds with
\[
J_1 = \lim_{t \to -\infty} \left( \exp\{2tE\mu^{-1/2}\}/\det Z(t) \right)
\]
and \( M(\xi_0) \) is the minor of the matrix
\[ B = \mu O\dot{Z}(0)O^t \]
obtained from it by deleting the first column and the first row.

Remark. This formula holds also without the supposition on non-resonant \( \omega_j \). Moreover, instead of the real orthogonal matrix \( O \) in (1.14) one can take as well a complex unitary matrix \( U \) such that its first vector-column is parallel to \( \dot{q}(0) \). Some generalisation
of this formula for the case, when the instanton is not unique and the wells are not simply points are given in [K3].

In [DK1], Theorem 1.2 was applied to the calculation of the splitting $E_2 - E_1$ in the case of the potential

$$V = \frac{\alpha}{2} \sum_{k=1}^{n} (x_k - x_{k-1})^2 + \frac{\beta}{4} \sum_{k=1}^{n} (x_k^2 - \xi_k^2)^2, \quad (1.15)$$

where $\alpha > 0$, $\beta > 0$ are constants and $x_0 = x_n$. This potential stands for a chain of pairwise interacting particles on a circle in the common potential field.

With a special choice of parameters $\alpha$ and $\beta$ this model tends, as $n \to \infty$, to the field model with the Lagrangian density

$$c^2 \left( \frac{\partial \phi}{\partial y} \right)^2 - \gamma^2 (\phi^2 - \xi^2)^2.$$ 

That is so called $\phi^4$-model on the circle. Therefore, the chain with potential (1.15) can be called naturally the discrete $\phi^4$-model on a circle. The calculation of the instanton as well as its limit as the number of particle $n$ tends to infinity is quite simple. This problem is reduced to the one-dimensional problem for the potential $\beta(x^2 - \xi^2)^2/4$. But in order to calculate the amplitude $A$ one needs to solve some linear multidimensional system of ordinary differential equations with time depending coefficients. Unexpected fact is the possibility to integrate this system in elementary functions and thus to get the explicit formulas for the determinants $J(\xi_0)$ and $\det M(\xi_0)$. In [DK2], these considerations were generalised to the finite-dimensional case, i.e. to the discrete $\phi^4$-model on tori. Let us formulate the corresponding exact result.

Consider the Schrödinger equation

$$\left( -\frac{\hbar^2 \Delta}{2\mu} + V(x) \right) \psi = E \psi, \quad \psi \in L^2, \quad (1.16)$$

in Euclidean space of dimension $|K| = n_1 \times \ldots \times n_N$ with coordinates $x_k$, where

$$k = (k_1, \ldots, k_N) \in K = (\mathbb{Z}/n_1\mathbb{Z}) \times \ldots \times (\mathbb{Z}/n_N\mathbb{Z}).$$
i.e. $k_j \in \mathbb{Z}$ and two indexes $k_j$ are considered to be identical, if their difference is proportional to $n_j$. Here $\Delta$ is the Laplace operator and

$$V(x) = \sum_{k \in \mathcal{K}} \frac{1}{2} \sum_{j=1}^{N} \alpha_j \left( x_k - x_{k-1} \right)^2 + \frac{\beta}{4} \sum_{k \in \mathcal{K}} \left( x_k^2 - \xi^2 \right)^2 , \quad (1.17)$$

where $1_j$ is the multi-index with elements $(1_j)_m = \delta^m_j$ and $\alpha_j, \beta, \mu$ are positive constants.

For instance, in the one-dimensional case the potential has form (1.15). The potential $V$ is an even function, i.e. it is invariant $V(Rx) = V(x)$ with respect to the reflection $Rx = -x$ (the set of the fixed point for $R$ consists of only one point $\xi_0 = 0$), and has obviously two minimum points $\xi_{1,2}$ with coordinates $x_k = \pm \xi$ for all $k \in \mathcal{K}$. One can prove that these minima are not degenerate and all conditions of Propositions 1 and 2 are satisfied. Therefore, one can calculate the splitting between two low levels $E_2$ and $E_1$ by formulas (1.11), (1.13), (1.14). We give now the result of these calculations and discuss the deduction in the next section.

Let us denote

$$b_k = \sqrt{1 + 2(\beta \xi^2)^{-1} \sum_{j=1}^{N} \alpha_j \sin^2 \left( \frac{\pi k_j}{n_j} \right)} .$$

**Theorem 1.3 [DK2].** For any fixed $(n_1, ..., n_N)$ the following formula holds

$$E_2 - E_1 = \Delta_0 E(1 + O(h)),$$

$$\Delta_0 E = 4 \sqrt{\frac{\hbar n_1...n_N}{\pi \sqrt{\mu}}} (2\beta)^{3/4} \xi^{5/2} \prod_{k \neq 0} \sqrt{\left( \frac{2b_k + 1}{2b_k - 1} \right) \left( \frac{b_k + 1}{b_k - 1} \right)} \times \exp(-2n_1...n_N \sqrt{2\mu \beta \xi^3} / 3h). \quad (2.3)$$

**Remark.** The periodic conditions for the chain is essential. Due to these conditions, the virial theorem (see, [Ra]), which forbids the existence of instantons, is not true.
The quantum field and the thermodynamic limit of this formula are investigated in [DK2]. Other examples of the application of Theorems 1.1, 1.2 can be found in [DKM2, KM2].

We discussed here only the splitting between the low lying levels. The consideration of the splitting between exited levels leads to new effects, (see e.g. [LL], and a modern review in [DS]), because on the classical level it corresponds to the splitting between invariant tori (and not between stable points as in the case of low lying eigenvalues). Another interesting development is the theory of ”momentum splitting”, where the corresponding invariant classical objects have the same projection on the coordinate space, but different projections on the momentum space. In particular, such situation appears in the case of Laplace-Beltrami operators on Liouville surfaces, see e.g. [KMS] for the main facts of the spectral analysis of these operators, and [K12] for a complete classifications of these operators on two-dimensional compact surfaces. Some results on the splitting in this case can be found in [DS] (see also [Fed3]).

2. Low lying eigenvalues of diffusion operators
and the life times of the corresponding diffusions

This section is devoted to the problem of the asymptotic calculations of the low-lying eigenvalues of the diffusion operator $D$ on a smooth Riemannian manifold $\mathcal{M}$, defined on smooth functions by the formula

$$D = -h\Delta + (\nabla \varphi, \nabla),$$

(2.1)

where $\Delta$ is the Laplace-Beltrami operator on $\mathcal{M}$, $h$ is a small positive parameter, the brackets denote the natural inner product on forms defined by the Riemannian metric. The function $\varphi$ is a Morse function on $\mathcal{M}$, i.e. it is a smooth function with finite number of singular points, all of them being non-degenerate. We will consider two special cases.

A) $\mathcal{M}$ is a compact domain in $\mathbb{R}^d$ with a smooth boundary $\partial \mathcal{M}$, the local minimums of $\varphi$ are supposed not to belong to the boundary. The operator $D$ is the Friedrichs closure of the operator defined by (1.1) on smooth functions vanishing in a neighbourhood of $\partial \mathcal{M}$ (the Dirichlet realization of the operator $D$).
B) The manifold $\mathcal{M}$ is closed or $\mathcal{M} = \mathbb{R}^d$, $\mathcal{D}$ is the closure of the operator defined by (1.1) on smooth functions with compact support. In the case $\mathcal{M} = \mathbb{R}^1$, we suppose also the function $\varphi$ to increase at infinity faster than some positive power of its argument.

Let $\Omega_i$ denote the regions of the attraction of the dynamical system

$$\dot{x} = -\nabla \varphi(x).$$

We shall call $\Omega_i$ the fundamental domains. The geometry of their dispositions proves to play an important role in the study of the diffusion process.

The relation with the theory of the previous section is given by the following (well known) observation. The diffusion operator $\mathcal{D}$ is a non-negative self-adjoint operator in the weighted space $L^2(\mathcal{M}, d\mu)$, where

$$d\mu = \exp\{-\frac{\varphi}{\epsilon}\} dx,$$

and $dx$ is the measure on $\mathcal{M}$ associated to its Riemannian metric. Moreover, the operator $\mathcal{D}$ is similar to a Schrödinger operator of form (1.1):

$$e^{-\frac{\varphi}{\epsilon}} e \mathcal{D} e^{-\frac{\varphi}{\epsilon}} = H = (-h^2 \Delta + \left(\frac{1}{4}(\nabla \varphi)^2 - \frac{h}{2} \Delta \varphi\right)).$$

Note that each critical point $\xi_j$ of the function $\varphi$ corresponds to a non-degenerate zero point of the function $V = \frac{1}{4} \nabla \varphi^2$ and $V''(\xi_j) = \frac{1}{2}(\varphi''(\xi_j))^2$. However, only in the minimal points of the function $\varphi$ the matrix $\varphi''(\xi_j)$ is positive definite and in these points we have $\text{tr}[V''(\xi_j)] = \frac{1}{2} \Delta \varphi(\xi_j)$. Therefore, the set (1.2) in this situation has the same number of zeros as the number of minimums of the function $\varphi$. Hence the following statement is a direct consequence of Proposition 1.2.

**Proposition 2.1.** Let the function $\varphi$ have $N$ local minimum points on the manifold $\mathcal{M}$. Then the operator $\mathcal{D}$ has a series $\lambda_1(h), \lambda_2(h), ..., \lambda_N(h)$ of $N$ eigenvalues of order $O(h)$ (in case A), $\lambda_1(h) = 0$, and the next eigenvalue is bounded from below by a positive constant (not depending on $h$).

Using the variational principle and Proposition 1.2 one readily gets a more precise information about the first $N$ eigenvalues, namely the following result.
Proposition 2.2. The eigenvalues $\lambda_1(h), \lambda_2(h), \ldots, \lambda_N(h)$ are exponentially small in $h$. Moreover, the eigenfunctions corresponding to these eigenvalues are closed to the constant functions in each fundamental region. More precisely, let $F$ be the spectral subspace of the operator $D$ which stands for the first $N$ eigenfunctions and $E$ be the subspace generated by the indicators $\chi_i$ of the domains $\Omega_i$ ($\chi_i$ equals to one or zero respectively in $\Omega_i$ or outside it). Then the distance between the subspaces $E$ and $F$ is exponentially small

$$\text{dist}(F, E) = O(\exp\{-\frac{\alpha}{h}\}), \alpha > 0,$$

as $h$ tends to zero.

We shall give a proof of this fact after the formulation of Theorem 2.1, noting now that the first rigorous result on the existence of the exponentially small series was obtained by probabilistic methods (and not necessarily for a potential drift) in the works of Wentzell [Wen1, Wen2], see also [FW]. Now we are going to present a theorem which connects analytical and probabilistic approaches to the problem of the calculation of the eigenvalues $\lambda_1(h), \ldots, \lambda_N(h)$. This theorem generalises the well known result (see e.g. [FW]) that in case A) the asymptotics of the first eigenvalue of the diffusion operator can be expressed as the inverse value of the mean exit time of the process from the manifold $M$.

It turns out that in case A) the leading role in the spectral analysis of the low lying eigenvalues of the operator $D$ is played by the matrix $G_{ij}$ of the mean times that live the process in the fundamental region $\Omega_i$ when starting in the region $\Omega_j$. The analogous result holds for case B). This connection allows one to reduce the above mentioned asymptotic problems of the spectral analysis of $D$ to the study of the asymptotics of the mean life times of the diffusion process and vice versa. From the analytical point of view, this connection reduces the solution of the spectral problem to the solution of some non-homogeneous problems for the operator $D$.

In case A), let function $\tau_j$ on $M$ be the solution to the problem

$$D\tau_j = \chi_j, \quad \tau_j|_{\partial M} = 0. \quad (2.4)$$

In other words, $\tau_j = D^{-1}\chi_j$, which is well defined, because zero does not belong to the spectrum of $D$. In case B), let function $\tau_j$
be the solution to the problem

$$D \tau_j = \chi_j - r_j, \quad r_j = \frac{\mu(\Omega_j)}{\mu(M)}.$$  \hfill (2.5)

The constants \(r_j\) here equal to the measures of \(\Omega_j\) with respect to the normalised stationary distribution of the diffusion process. Let us denote \(G_{ij}\) the mean value (with respect to \(d\mu\)) of the function \(\tau_j\) in \(\Omega_i\):

$$G_{ij} = \frac{\int_{\Omega_i} \tau_j(x)d\mu(x)}{\mu(\Omega_i)}.$$  \hfill (2.6)

**Theorem 2.1** [KMac]. In the case A) the eigenvalues of the matrix \(G\) have the form

$$\mu_i = \lambda_i^{-1}(h)(1 + O(h^{\infty})), \quad i = 1, 2, \ldots, N. \quad (2.7)$$

In the case B) the matrix \(G\) has one zero eigenvalue \(\mu_1 = 0\) and the other eigenvalues have the similar form

$$\mu_i = \lambda_i^{-1}(h)(1 + O(h^{\infty})), \quad i = 2, \ldots, N. \quad (2.8)$$

**Remark 1.** One can see from the proof of this theorem that a series of the eigenvectors of \(G\) is close to the series of vectors composed of the projections of the first eigenfunctions on the indicators \(\chi_j\).

**Remark 2.** Due to the Ito formula, the function \(\tau_j(x)\) satisfying (2.4) gives the mean life time in \(\Omega_j\) of the diffusion process with the starting point \(x\). Therefore \(G_{ij}\) is the mean life time in \(\Omega_j\) of the process starting in the domain \(\Omega_i\).

**Proof of Proposition 2.2.** It would be more convenient to consider instead of \(\chi_j\) the smooth mollifiers, on which \(D\) is well defined. Namely, let \(U_j\) be neighbourhoods of the points \(\xi_j\) in the fundamental domains \(\Omega_j\) such that their closures \(\overline{U}_j(\eta)\) of its \(\eta\)-neighborhoods are compact and belong to \(\Omega_j\) for some \(\eta > 0\). Let \(\theta_j, j = 1, \ldots, N,\) be a smooth function \(\mathcal{M} \to [0, 1]\) with the support in \(\overline{U}_j(\eta)\) that is equal to one in \(U_j\). We claim that the distance \(d(E, F)\) between the space \(E\) generated by \(\theta_j, j = 1, \ldots, N\) and the
subspace $F$ of the first $N$ eigenfunctions of the operator $\mathcal{D}$ is exponentially small in $h$ in the norm of $L^2(\mathcal{M}, d\mu)$. To be more precise, for any $\delta > 0$

$$d(E, F) = O(\exp\{-\frac{\Delta - \delta}{h}\}),$$

where

$$\Delta = \min_i \Delta_i, \ \Delta_i = \min_{x \in \partial \Omega_i} (\varphi(x) - \varphi(x_i)).$$

To see this, notice first that the functions $\theta_j(x)$ have non-intersecting supports and satisfy the equation $\mathcal{D}\theta_j = \alpha_j(x)$, where $\text{supp } \alpha_j \subset \overline{U_j(\eta)} \setminus U_j$.

On the other hand, by the Laplace method (see e.g. Appendix B) one sees that

$$\|\theta_j\|^2 = (2\pi h)^{-d/2} \exp\{-\phi(x_j)/h\}(\det \phi''(x_j))^{-1/2}(1 + O(h)).$$

Therefore,

$$\frac{||\mathcal{D}\theta_j||^2}{||\theta_j||^2} \leq C(\eta) \exp\{-\frac{\varphi(y_j) - \varphi(x_j) + \delta}{h}\} = O(\exp\{-\frac{\Delta_j - \delta}{2h}\}),$$

where

$$\varphi(y_j) = \min_{x \in \text{supp } \alpha_j} \varphi(x).$$

Thus we display $N$ orthogonal trial functions $\theta_j$ for which the variational estimates are exponentially small. Consequently the variational principle (see e.g. [RS]) implies the existence of $N$ exponentially small eigenvalues, and Proposition 1.2 (in its simplest form when all $\psi_j$ are orthogonal) implies that the corresponding subspaces are exponentially close. To finish the proof of the Proposition it remains to notice that since the functions $\theta_j$ are closed to the indicators $\chi_j$, the distance between $F$ and the space generated by $\chi_j$ is also exponentially small.

**Corollary.** Each of the first $N$ eigenfunctions of the operator $\mathcal{D}$ can be represented in the form

$$\psi_i = \sum_{j=1}^{N} C_{ij} \chi_j + r_i,$$
where all $r_j$ are orthogonal to all $\chi_i$ and are exponentially small with respect to the norm of $L_2(M,d\mu)$. Moreover, the matrix $C = \{C_{ij}\}$ and its inverse matrix $C^{-1}$ are uniformly bounded with respect to small parameter $h$.

**Proof of Theorem 2.1.** We start with case A). Let us calculate the bilinear form of the operator $D^{-1}$ on the normalised indicators $\hat{\chi}_i = \chi_i ||\chi_i||^{-1}$ of the fundamental domains $\Omega_i$. Due to the definition of the matrix $G$, we have

$$G_{ij} = \frac{(\chi_i,D^{-1}\chi_j)}{||\chi_i||^2} = (\hat{\chi}_i,\hat{\chi}_j)||\chi_j||/||\chi_i||,$$

and we conclude that the spectrum of the matrix $G$ coincides with the spectrum of the matrix $D^{-1}$ whose elements are $(\hat{\chi}_i,\hat{\chi}_j)$.

Let $C = \{C_{ij}\}$ be the matrix of the projections of the function $\hat{\chi}_i$ on the eigenfunction $\psi_j$ of the operator $D$. Then

$$(\hat{\chi}_i,D^{-1}\hat{\chi}_j) = (C\Lambda^{-1}C^+)_{ij} + (\hat{\chi}_i,D^{-1}\hat{\chi}_j),$$

where $\hat{\chi}_i = P^\bot \hat{\chi}_i$ and $\Lambda = diag(\lambda_1,...,\lambda_N)$ is the diagonal matrix composed of the first eigenvalues of $D$. Note that $(\hat{\chi}_i,\hat{\chi}_j) = (CC^+)_{ij} + (\hat{\chi}_i,\hat{\chi}_j)$. Thus $C^+ = C^{-1} - C^{-1}X^\bot$, where the matrix $X^\bot$ is defined by its matrix elements $X^\bot_{ij} = (\hat{\chi}_i,\hat{\chi}_j)$. Consequently,

$$(D^{-1})_{ij} = (C\Lambda^{-1}C^{-1})_{ij} - (C\Lambda^{-1}C^{-1}X^\bot)_{ij} + (\hat{\chi}_i,D^{-1}\hat{\chi}_j).$$

The entries of the matrices $X^\bot$ and $(\chi_i^\bot,D^{-1}\chi_j^\bot)$ are exponentially small:

$$|X^\bot_{ij}| = |(\hat{\chi}_i^\bot,\hat{\chi}_j^\bot)| = O(exp\{ - \frac{\Delta - \delta}{h} \}),$$

$$|\chi_i^\bot,\chi_j^\bot| \leq ||\chi_i^\bot|| ||\chi_j^\bot|| ||P^\bot D^{-1}|| = O(exp\{ - \frac{\Delta - \delta}{h} \})$$

for any $\delta > 0$. We have used here the fact that the norm of the inverted operator $D^{-1}$ on the subspace $P^\bot L^2(M,d\mu)$ is estimated by the inverse to the $(N+1)$-st eigenvalue of the operator $D$ which is...
bounded by some constant, due to Proposition 2.1. Consequently, we have the representation

\[ C^{-1}D^{-1}C = \Lambda^{-1} + \Lambda^{-1}A + B = \Lambda^{-1}(I + O(exp\{-\frac{\Delta - \delta}{h}\})) \]

where (due to the Corollary above)

\[ A, B = O(exp\{-\frac{\Delta - \delta}{h}\}) \].

This implies the assertion of Theorem 1.2 in case A).

Let us point out the modifications that one needs for the proof of the case B). Let \( Q^\perp \) be the projector in \( L^2(\mathcal{M}, d\mu) \) on the subspace of functions orthogonal to the constant functions. (Note that in the case of a closed manifold a constant function is the eigenvector of the operator \( D \) corresponding to zero eigenvalue.) We have

\[ G_{ij} = \frac{(\chi_i, D^{-1}Q^\perp \chi_j)}{\|\chi_i\|} = (\hat{\chi}_i, D^{-1}Q^\perp \hat{\chi}_j) \frac{\|\chi_j\|^2}{\|\chi_i\|}, \]

and thus, as previously, the matrix \( G \) and \( (\hat{\chi}_i, D^{-1}Q^\perp \hat{\chi}_j) \) have the same spectrum. The existence of zero eigenvalue for the matrix \( G \) follows from the degeneracy of the matrix \( (\chi_i, D^{-1}Q^\perp \chi_j) \):

\[ \sum_i (\chi_i, D^{-1}Q^\perp \chi_j) = (1, DQ^\perp 1) = (Q^\perp 1, D^{-1}Q^\perp \chi_j) = 0. \]

The remaining part of the proof repeats that of the case A).

A combinatorial method for the calculation of the exponential orders of the exponentially small eigenvalues was proposed in [Wen1], [Wen2].

The main and still open question of the theory is to give a rigorous construction of the precise asymptotics (taking into account the pre-exponential terms) of these first \( N \) eigenvalues. Some partial results in the case of different symmetries can be obtained using the method of the previous section, see also [HS2]. A series of papers, see [MS, BM] and references therein, was devoted to the formal calculations of these asymptotics.
Rigorous results in one-dimensional case was obtained in [KMak] on the base of the Theorem 2.1, where we developed the Wentzel technique in a way to allow one to calculate not only the exponential orders of the exponentially small eigenvalues, but also the pre-exponential terms. This method reduces the calculation to a problem of combinatorial analysis that can be easily solved by computer.

3. Quasimodes of diffusion operators around a closed orbit of the corresponding classical system

The correspondence principle of quantum mechanics states that to some "good" sets, invariant with respect to the equations of classical mechanics, one can assign sequences (spectral series) of asymptotic eigenfunctions and eigenvalues (quasimodes) of the corresponding quantum mechanical operators containing a small parameter. The case in which these sets are $d$-dimensional invariant Lagrangian tori in the $2d$-dimensional is well studied; the answer (the semi-classical quantisation of these tori) is given by the Maslov canonical operator [M1]. Spectral series can be assigned also to such classical objects as critical points, closed invariant curves (see e.g. [BB], [M5], [M9], [Laz]), and $k$-dimensional isotropic invariant tori (see e.g. [BD]). In probability theory, an analogy of the correspondence principle has been applied for a long time as often and as successfully as in quantum mechanics (see e.g. [M1], [FW], [Var1]). In particular, for the diffusion equation

$$u_t + Du = 0, \quad D = V(x)\nabla u - h\Delta u, \quad x \in \mathbb{R}^d, \quad (3.1)$$

this principle states, in a sense, that some asymptotic solutions as $h \to 0$ to this equation can be constructed via the solutions to the dynamical system

$$\dot{x} = V(x), \quad (3.2)$$

which the system of characteristics of the first order partial differential equation obtained from (3.1) by putting $h = 0$. Unlike the case of quantum mechanics, system (3.2) has no non-trivial $d$-dimensional objects without boundary, but one can expect a relationship between invariant $k$-dimensional tori of this (3.2) and
asymptotic eigenfunctions of the operator $D$. The simplest case of critical points was discussed in the previous section (in the case of potential field $V$). We are going to formulae here the results from [DKO1], where it was shown that to each limit cycle $\Gamma$ of equation (3.2) corresponds complex numbers $\lambda_\nu$ and smooth functions $u_\nu$ (quasimodes) "localised" around $\Gamma$ and such that

$$V(x)\nabla u_\nu - h\delta u_\nu = \lambda_\nu u_\nu + h^{1/2}.$$  \hspace{1cm} (3.3)

Here $\nu$ is a multi-index that will be defined later.

The difference with the Schrödinger operator consists in the fact that the Hamiltonian $H$ of the classical problem - the symbol of the diffusion operator $D$ - is complex. In fact, multiplying equation (3.1) on $ih$ we get

$$ihu_t = V(x)(-ih\nabla)u - i(-i\epsilon)^2u$$

The attempt to present this equation in the pseudo-differential form $ih_t = H(x, -i\frac{\partial}{\partial x})u$ leads inevitably to the complex Hamiltonian $H = V(x)p - ip^2$ (symbol of the operator $D$). Surely, it can be made real by the complex rotation $p \rightarrow -ip$, but this procedure takes us away from the standard approaches to the problems of quantum mechanics. Thus the corresponding Hamiltonian system

$$\dot{x} = V(x) - 2ip, \quad \dot{p} = -(V_x)'p$$  \hspace{1cm} (3.4)

is also complex (here $'$ denotes the transpose matrix). That is why the general theory developed in [M5] can not be directly applied in this situation. However it turns out that some modification of this theory gives the solution.

Let the vector field $V$ be smooth, and let $X(t)$ be the solution of (3.2), defining an orbitally asymptotically stable cycle $\Gamma$ of the vector field $V$, i.e. $X(t)$ is a solution to (3.2), periodic with period $T$, the equation of $\Gamma$ is $x = X(t)$, and all Floquet multipliers of the system in variations

$$\dot{Y} = \frac{\partial V}{\partial x}(X(t))Y$$  \hspace{1cm} (3.5)

have the form $e^{-\mu_j T}$, $j = 1, \ldots, d$, where one of the numbers $\mu_j$ (let it be $\mu_d$) is equal to zero and the real parts of the others are positive. function, periodic with period
It turns out that the asymptotic eigenvalues of $D$ are given by formula

$$\lambda_\nu = \frac{1}{T} \int_0^T \text{div} V(\xi) \, d\xi + \frac{2\pi i \nu}{T} + \sum_{j=1}^n \mu_j \nu_j + O(\epsilon), \quad (3.6)$$

where $\nu = (\nu_1, \ldots, \nu_d)$ is an integer vector ("number of the eigenvalue"), independent of $h$ and $\nu_j \geq 0$ for $j = 1, \ldots, d - 1$. The formulas for the eigenfunctions contain complex solutions to the system

$$\begin{pmatrix} \dot{W} \\ \dot{Z} \end{pmatrix} = -\left( \begin{array}{c} \frac{\partial V}{\partial x} \end{array} \right)'(X(t)) W, \quad \begin{array}{c} \dot{W} \\ \dot{Z} \end{array} = \frac{\partial V}{\partial x}(X(t)) Z + 2W. \quad (3.7)$$

This system is equivalent to the Hamiltonian system with the complex Hamiltonian $(\nu, p) - ip^2$, linearised on the solution $x = X(t), p = 0$. The fundamental matrix of (3.7) can be written in the form

$$\begin{pmatrix} Z_1^{\prime} \ldots Z_{n-1}^{\prime} & X_1 \ldots X_{n-1} & Z_n^{\prime} \\ W_1 \ldots W_{n-1} & 0 & 0 \ldots 0 \\ W_n^{\prime} \end{pmatrix},$$

where $Y_j$ are the Floquet solutions of (3.5), and where the solutions

$$a_j = \begin{pmatrix} Z_j \\ W_j \end{pmatrix}, \quad j = 1, \ldots, d - 1, \quad \begin{pmatrix} Z_n \\ W_n \end{pmatrix} = \begin{pmatrix} \dot{X} \\ 0 \end{pmatrix}$$

satisfy the conditions

$$a_j(t + T) = a_j e^{\nu_j T}.$$

Now let us chose the matrices $B$ and $C$ in the form

$$B = (W_1(\tau), \ldots, W_n(\tau)), \quad C = (Z_1(\tau), \ldots, Z_n(\tau)).$$

The asymptotic eigenfunctions of $D$ have the form

$$u_\nu = \exp\left\{ T \sum_{j=1}^{d-1} \nu_j \mu_j - 2\pi i \nu d 2 \right\} \prod_{j=1}^{d-1} \left( \sqrt{h} \left( Y_j(\tau(x)), \frac{\partial}{\partial x} \right) \right) \nu_j \ u_0, \quad (3.8)$$
where
\[
\begin{aligned}
u_0 &= (\det C(\tau(x)))^{-1/2} \exp \left\{ \frac{1}{2} \int_0^{\tau(x)} \text{div} V(x(\xi)) \, d\xi - \frac{\tau(x)}{2T} \int_0^T \text{div} V(X(\xi)) \, d\xi \right\} \\
&\quad \times \exp \left\{ -\frac{1}{2h} (x_X(\tau(x)), BC^{-1}(\tau(x))(x - X(\tau(x))) \right\}
\end{aligned}
\]
and \( \tau(x) \) is a smooth function satisfying in some (independent of \( h \)) neighbourhood of \( \Gamma \) the equation
\[
(\dot{X}(\tau), x - X(\tau)) = 0.
\]
Outside this neighbourhood \( u_\nu = O(h^\infty) \). The function \( \tau(x) \) is defined modulo \( T \), but the expression for \( u_\nu \) does not depend on this choice. The main result is the following.

**Theorem 3.1** [DKO1]. The functions \( u_\nu \) and the complex numbers \( \lambda_\nu \) defined by (3.6), (3.8) satisfy (3.3).

The proof of this result and its generalisations to \( k \)-dimensional invariant tori (see [DKO1,DKO2]) is derived from the asymptotic solutions to the Cauchy problem for the diffusion equation with specially chosen initial data.
Chapter 9. PATH INTEGRATION FOR THE SCHRÖDINGER, HEAT AND COMPLEX DIFFUSION EQUATIONS

1. Introduction.

There exist several approaches to the rigorous mathematical construction of the path integral, the most important of them (as well as an extensive literature on this subject) are reviewed briefly in Appendices G and H. Unfortunately, all these methods cover still only a very restrictive class of potentials, which is clearly not sufficient for physical applications, where path integration is widely used without rigorous justification. On the other hand, most of the known approaches define the path integral not as a genuine integral (in the sense of Lebesgue or Riemann), but as a certain generalised functional. In this chapter we give a rigorous construction of the path integral which, on the one hand, covers a wide class of potentials and can be applied in a uniform way to the Schrödinger, heat and complex diffusion equations, and on the other hand, is defined as a genuine integral over a bona fide \( \sigma \)-additive (or even finite) measure on path space. Moreover, in the original papers of Feynman the path integral was defined (heuristically) in such a way that the solutions to the Schrödinger equation was expressed as the integral of the function \( \exp\{iS\} \), where \( S \) is the classical action along the paths. It seems that the corresponding measure was not constructed rigorously even for the case of the heat equation with sources (notice that in the famous Feynman-Kac formula that gives a rigorous path integral representation for the solutions to the heat equation, a part of the action is actually "hidden" inside the Wiener measure). Here we construct a measure on a path space (actually on the so called Cameron-Martin space of trajectories with \( L^2 \) first derivative) such that the solutions to the Schrödinger, heat and complex diffusion equations can be represented as the integrals of the exponential of the action with respect to this measure, which is essentially the same for all these cases (to within certain bounded densities). However, for the case of the Schrödinger equation the integral is usually not absolutely convergent and needs a certain regularisation. This regularisation is of precisely the same kind as
is used to define the finite-dimensional integral

\[(U_0 f)(x) = (2\pi ti)^{-d/2} \int_{\mathbb{R}^d} \exp\left\{-\frac{|x - \xi|^2}{2t} \right\} f(\xi) \, d\xi \]  

(1.1)

giving the free propagator $e^{it\Delta/2} f$. Namely, this integral is not well defined for general $f \in L^2(\mathbb{R}^d)$. The most natural way to define it is based on the observation that, according to the spectral theorem, for all $t > 0$

\[e^{it\Delta/2} f = \lim_{\epsilon \to 0_+} e^{it(1-i\epsilon)\Delta/2} f \]  

(1.2)

in $L^2(\mathbb{R}^d)$ (the operator $e^{it(1-i\epsilon)\Delta/2}$ defines the free Schrödinger evolution in complex time $t(1-i\epsilon)$). Since

\[(e^{it(1-i\epsilon)\Delta/2} f)(x) = (2\pi t(i + \epsilon))^{-d/2} \int_{\mathbb{R}^d} \exp\left\{-\frac{|x - \xi|^2}{2t(i + \epsilon)} \right\} f(\xi) \, d\xi \]  

(\sqrt{i + \epsilon} is defined as the one which tends to $e^{\pi i/4}$ as $\epsilon \to 0$) and the integral on the r.h.s. of this equation is already absolutely convergent for all $f \in L^2(\mathbb{R}^d)$, one can define the integral (1.1) by the formula

\[(U_0 f)(x) = \lim_{\epsilon \to 0_+} (2\pi t(i + \epsilon))^{-d/2} \int_{\mathbb{R}^d} \exp\left\{-\frac{|x - \xi|^2}{2t(i + \epsilon)} \right\} f(\xi) \, d\xi. \]  

(1.3)

The same regularisation will be used to define the infinite-dimensional integral giving the solutions to the Schrödinger equation with a general potential.

At the end of the Chapter we show that the path integral constructed here has a natural representation in a certain Fock space, which gives a connection with the Wiener measure and also with non-commutative probability and quantum stochastic calculus.

1.1. The case of potentials which are Fourier transforms of finite measures. The starting point for our construction is a representation of the solutions of the Schrödinger equation whose potential is the Fourier transform of a finite measure, in terms of the expectation of a certain functional over the path space of a certain compound Poisson process. A detailed exposition of this
representation, which is due essentially to Chebotarev and Maslov, together with some references on further developments, are given in Appendix G. We begin here with a simple proof of this representation, which clearly indicates the route for the generalisations that are the subject of this chapter.

Let the function $V = V_\mu$ be the Fourier transform

$$V(x) = V_\mu(x) = \int_{\mathbb{R}^d} e^{ipx} \mu(dp) \quad (1.4)$$

of a finite complex Borel measure $\mu$ on $\mathbb{R}^d$. Now (see e.g. Appendix G) for any $\sigma$-finite complex Borel measure $\mu$ there exists a positive $\sigma$-finite measure $M$ and a complex-valued measurable function $f$ on $\mathbb{R}^d$ such that

$$\mu(dy) = f(y)M(dy). \quad (1.5)$$

If $\mu$ is a finite measure, then $M$ can be chosen to be finite as well. In order to represent Feynman’s integral probabilistically, it is convenient to assume that $M$ has no atom at the origin, i.e. $M(\{0\}) = 0$. This assumption is by no means restrictive, because one can ensure its validity by shifting $V$ by an appropriate constant. Under this assumption, if

$$W(x) = \int_{\mathbb{R}^d} e^{ipx} M(dp), \quad (1.6)$$

then the equation

$$\frac{\partial u}{\partial t} = (W(\frac{1}{i} \frac{\partial}{\partial y}) - \lambda_M)u, \quad (1.7)$$

where $\lambda_M = M(\mathbb{R}^d)$, or equivalently

$$\frac{\partial u}{\partial t} = \int (u(y + \xi) - u(y)) M(d\xi), \quad (1.8)$$

defines a Feller semigroup, which is the semigroup associated with the compound Poisson process having Lévy measure $M$, see e.g. [Br] or [Pr] for the necessary background in the theory of Lévy processes (notice only that the condition $M(\{0\}) = 0$ ensures that
$M$ is actually a measure on $\mathcal{R}^d \setminus \{0\}$, i.e. it is a finite Lévy measure). As is well known, such a process has almost surely piecewise constant paths. More precisely, a sample path $Y$ of this process on the time interval $[0, t]$ starting at a point $y$ is defined by a finite number, say $n$, of jump-times $0 < s_1 < \ldots < s_n \leq t$, which are distributed according to the Poisson process $N$ with intensity $\lambda_M = M(\mathcal{R}^d)$, and by independent jumps $\delta_1, \ldots, \delta_n$ at these times, each of which is a random variable with values in $\mathcal{R}^d \setminus \{0\}$ and with distribution defined by the probability measure $M$. This path has the form

$$Y_y(s) = y + \sum_{i=1}^{n} \delta_i (s) = \begin{cases} Y_0 = y, & s < s_1, \\ Y_1 = y + \delta_1, & s_1 \leq s < s_2, \\ \vdots \\ Y_n = y + \delta_1 + \delta_2 + \ldots + \delta_n, & s_n \leq s \leq t \end{cases} \quad (1.9)$$

We shall denote by $E_y^{[0,t]}$ the expectation with respect to this process.

Consider the Schrödinger equation

$$\frac{\partial \psi}{\partial t} = \frac{i}{2} \Delta \psi - iV(x)\psi, \quad (1.10)$$

where $V$ is a function (possibly complex-valued) of form $(1.4)$. The equation for the inverse Fourier transform

$$u(y) = \tilde{\psi}(y) = (2\pi)^{-d} \int_{\mathcal{R}^d} e^{-iyx} \psi(x) \, dx$$

of $\psi$ (or equation $(1.10)$ in momentum representation) has the form

$$\frac{\partial u}{\partial t} = -\frac{i}{2} y^2 u - iV(1 \frac{\partial}{i \partial y})u. \quad (1.11)$$

**Proposition 1.1.** Let $u_0$ be a bounded continuous function. Then the solution to the Cauchy problem of equation $(1.11)$ with initial function $u_0$ has the form

$$u(t, y) = \exp\{t\lambda_M\} E_y^{[0,t]} [F(Y(.)) u_0(Y(t))], \quad (1.12)$$
where, if $Y$ is given by (1.9),

$$F(Y(.)) = \exp\left\{-\frac{i}{2} \sum_{j=0}^{n} (Y_j, Y_j)(s_{j+1} - s_j)\right\} \prod_{j=1}^{n} (-if(\delta_j))$$  \hspace{1cm} (1.13)

(here $s_{n+1} = t$, $s_0 = 0$, and the function $f$ is as in (1.5)).

In particular, choosing $u_0$ to be the exponential function $e^{iyx_0}$, one obtains a path integral representation for the Green function of equation (1.10) in momentum representation.

Remark. In Appendix G some generalisation of (1.10) is dealt with. We restrict ourselves here to (1.10) for simplicity.

We shall now give an equivalent representation for the integral in (1.12), which we shall prove later on.

1.2. Path integral as a sum of finite-dimensional integrals.

One way to visualize the integral (1.12) is by rewriting it as a sum of finite dimensional integrals. To this end, let us introduce some notations. Let $PC_p(s,t)$ (abbreviated to $PC_p(t)$, if $s = 0$) denote the set of all right continuous and piecewise-constant paths $[s,t] \mapsto \mathcal{R}^d$ starting from the point $p$, and let $PC^*_p(s,t)$ denote the subset of paths with exactly $n$ discontinuities. Topologically, $PC^*_p$ is a point and $PC^*_p = Sim^*_n \times (\mathcal{R}^d \setminus \{0\})^n$, $n = 1, 2, ...$, where

$$Sim^*_n = \{s_1, ..., s_n : 0 < s_1 < s_2 < ... < s_n \leq t\}$$  \hspace{1cm} (1.14)

denotes the standard $n$-dimensional simplex. In fact, the numbers $s_j$ are the jump-times, and the $n$ copies of $\mathcal{R}^d \setminus \{0\}$ represent the magnitudes of these jumps (see (1.9)). To each $\sigma$-finite measure $M$ on $\mathcal{R}^d \setminus \{0\}$ (or on $\mathcal{R}^d$, but without an atom at the origin), there corresponds a $\sigma$-finite measure $M^{PC} = M^{PC}(t,p)$ on $PC_p(t)$, which is defined as the sum of measures $M_n^{PC}$, $n = 0, 1, ...$, where each $M_n^{PC}$ is the product-measure on $PC^*_p(t)$ of the Lebesgue measure on $Sim^*_n$ and of $n$ copies of the measure $M$ on $\mathcal{R}^d$. Thus if $Y$ is parametrised as in (1.9), then

$$M_n^{PC}(dY(.)) = ds_1...ds_n M(d\delta_1)...M(d\delta_n).$$

From properties of the Poisson process it follows that (1.12) can be rewritten in the form

$$u(t,y) = \int_{PC_p(t)} M^{PC}(dY(.)) F(Y(.)) u_0(Y(t)),$$  \hspace{1cm} (1.15)
or, equivalently, as the sum
\[ u(t, y) = \sum_{n=0}^{\infty} u_n(t, y) = \sum_{n=0}^{\infty} \int_{PC_n^+(t)} M_n^{PC}(dY(.))F(Y(.))u_0(Y(t)). \] (1.16)

The integrals in this series can be written more explicitly (in terms of the parametrisation (1.9) of the paths Y) as
\[ u_n(t, y) = \int_{PC_n^+(t)} M_n^{PC}(dY(.))F(Y(.))u_0(Y(t)) \]
\[ = \int_{Sim_n^+} ds_1...ds_n \int_{R^s} ... \int_{R^s} M(d\delta_1)...M(d\delta_n) F(y+Y_{\delta_1}^{s_1}...\delta_n^{s_n})u_0(y+\delta_1+...+\delta_n). \] (1.17)

Notice that the multiplier exp\{t\lambda_M\} in (1.12) arises because the integral in (1.12) is not over the measure \( M^{PC} \), but over a probability measure obtained from \( M^{PC} \) by an appropriate normalisation (namely, \( M^{PC}(PC_1^1(t)) = t + O(t^2) \) for small t, and the normalised measure of the corresponding Poisson process is such that the probability of \( PC_1^1(t) \) is \( \lambda_M(t + O(t^2)) \exp\{-t\lambda_M\} \) and the jumps are distributed according to the normalised measure \( M/\lambda_M \).

1.3. Connection with perturbation theory and a proof of Proposition 1.1. A simple proof of formula (1.16) can be obtained from non-stationary perturbation theory, which we recall now for use in what follows. First, one can rewrite equation (1.10) in an integral form using the so called interaction representation for the Schrödinger equation, where the evolution of a quantum system is described by the wave function \( \phi = e^{-i\Delta t/2}\psi \) rather than the original wave function \( \psi \). From (1.10) one gets that if \( \psi \) satisfies the Cauchy problem for equation (1.10) with the initial data \( \psi_0 \), then \( \phi \) satisfies the equation
\[ \frac{\partial \phi}{\partial t} = -ie^{-i\Delta t/2}V \phi \] (1.18)
(here the symbol \( V \) is used to denote the operator of multiplication by the function \( V \), with the same initial data \( \phi_0 = \psi_0 \). Integrating this equation (which is called the Schrödinger equation in the
interaction representation) over $t$ and substituting $\phi = e^{-i\Delta t/2}\psi$ one obtains the equation for $\psi$

$$\psi(t) = e^{i\Delta t/2}\psi_0 - i \int_0^t e^{i\Delta (t-s)/2}V\psi(s)\,ds,$$  (1.19)

which contains not only the information comprised by (1.10), but also the information comprised by the initial data $\psi_0$. Though, strictly speaking, equation (1.19) is not quite equivalent to (1.10) (because, for example, a solution of (1.19) may not belong to the domain of the operator $\Delta$) under reasonable assumptions on $V$ (for example, if $V$ is bounded, or $V \in L^p + L^\infty$ with $p \geq \max(2,d/2)$, which is quite enough for our purposes) the solutions to (1.19) defines the Schrödinger evolution $e^{it(\Delta/2-V)}$ (see e.g. [Yaj] or the earlier paper [How], where (1.19) is used to prove the existence of the Schrödinger propagator in the more general case of time-dependent potentials).

Substituting expression (1.19) for $\psi$ in the r.h.s. of (1.19) and iterating this procedure one obtains the standard perturbation theory expansion for $\psi$

$$\psi(t) = \left[e^{i\Delta t/2} - i \int_0^t e^{i\Delta (t-s)/2}V e^{i\Delta/2} ds \right. $$

$$ \left. + (-i)^2 \int_0^t ds \int_0^s d\tau e^{i\Delta (t-s)/2} V e^{i\Delta (s-\tau)/2} V e^{i\Delta \tau/2} + \ldots \right] \psi_0. $$ (1.20)

More precisely, from this procedure one obtains the following: if series (1.20) is convergent, say in $L^2$-sense, then its sum defines a solution to equation (1.19), and this solution is unique. Clearly, this is the case for bounded functions $V$, but actually holds also for more general $V$, see [Yaj].

Clearly in momentum representation (1.19) has the form

$$u(t,y) = e^{-it\mu^2/2}u_0(y) - i \int_0^t e^{-i(t-s)y^2/2} \left( V(-i\frac{\partial}{\partial y})u_0 \right)(y)\,ds.$$  (1.21)

Since the operator $V(-i(\partial/\partial y))$ is that of convolution with the measure $\mu$, in momentum representation the series (1.20) takes the
form
\[ u(t, y) = \sum_{j=0}^{\infty} I_j(t, y) = I_0(t, y) + (\mathcal{F}I_0)(t, y) + (\mathcal{F}^2I_0)(t, y) + \ldots, \tag{1.22} \]

where \( \mathcal{F} \) is the integral operator given by
\[ (\mathcal{F}\phi)(t, y) = -i \int_0^t ds \int_{\mathbb{R}^d} M(dv - y)g(t - s, y)f(v - y)\phi(s, v) \tag{1.23} \]

and
\[ g(t, y) = \exp\{-it(y, y)/2\}, \quad I_0 = g(t, y)u(y). \]

It is convenient to consider this series in the Banach space \( C_0(\mathbb{R}^d) \) of continuous functions vanishing at infinity. The terms of the series (1.22) can now be obtained from the corresponding terms of the series (1.16), (1.17) by linear change of integration variables. Consequently, if either the series (1.22) or the series (1.16)-(1.17) is absolutely convergent and all its terms are absolutely convergent integrals, as is clearly the case under the assumptions of Proposition 1.1, one obtains the representation (1.15) (and hence also (1.12)) for the solution \( u(t, x) \) of the Cauchy problem for equation (1.11).

1.4. Regularization by introducing complex times or continuous non-demolition measurement. In this chapter we are going to generalise the representations (1.12) or (1.16) to a wide class of potentials. In Section 2 we begin with a class of potentials that have form (1.4) with measure \( \mu \) having support in a convex cone and being of polynomial growth. In this case (1.15) still holds without any change, even though the measure \( \mu \) is not finite. However, this case is rather artificial from the physical point of view, because it does not include real potentials. In general, the terms of the series (1.22) would not be absolutely convergent integrals, or, even worse, (1.22) would not be convergent at all. To deal with this situation, one has to use some regularisations of the Schrödinger equation. As we mentioned, this regularisation will be of the same kind as is used to define the standard finite-dimensional (but not absolutely convergent) integral (1.1). Namely, if the operator \(-\Delta/2 + V(x)\) is self-adjoint and bounded from below, by the spectral theorem,
\[ \exp\{it(\Delta/2 - V(x))\}f = \lim_{\epsilon \to 0^+} \exp\{it(1-i\epsilon)(\Delta/2 - V(x))\}f. \tag{1.24} \]
In other words, solutions to equation (1.10) can be approximated by the solutions to the equation

$$\frac{\partial \psi}{\partial t} = \frac{1}{2} (i + \epsilon) \Delta \psi - (i + \epsilon)V(x)\psi,$$

which describes the Schrödinger evolution in complex time. The corresponding integral equation (the analogue of (1.19)) can be obtained from (1.19) by replacing $i$ by $i + \epsilon$ everywhere. It has the form

$$\psi(t) = e^{(i+\epsilon)\Delta t/2} \psi_0 - (i + \epsilon) \int_0^t e^{(i+\epsilon)\Delta (t-s)/2} V(s) \psi(s) \, ds. \quad (1.26)$$

If $\psi$ satisfies (1.25), its Fourier transform $u$ satisfies the equation

$$\frac{\partial u}{\partial t} = -\frac{1}{2} (i + \epsilon) y^2 u - (i + \epsilon)V(\frac{1}{i} \frac{\partial}{\partial y}) u. \quad (1.27)$$

We shall define a measure on a path space such that for arbitrary $\epsilon > 0$ and for a rather general class of potentials $V$, the solution $\exp\{it(1 - i\epsilon)(\Delta/2 - V(x))\} u_0$ to the Cauchy problem of equation (1.25) can be expressed as the Lebesgue (or even Riemann) integral of some functional $F_\epsilon$ with respect to this measure, which gives a rigorous definition (analogous to (1.3)) of an improper Riemann integral corresponding to the case $\epsilon = 0$, i.e. to equation (1.10).

Thus, unlike the usual method of analytical continuation often used for defining Feynman integrals, where the rigorous integral is defined only for purely imaginary Planck’s constant $h$, and for real $h$ the integral is defined as the analytical continuation by rotating $h$ through a right angle, in our approach, the measure is defined rigorously and is the same for all complex $h$ with non-negative real part. Only on the boundary $Im\, h = 0$ does the corresponding integral usually become an improper Riemann integral.

Of course, the idea of using equation (1.25) as an appropriate regularisation for defining Feynman integrals is not new and goes back at least to the paper [GY]. However, this was not carried out there, because, as was noted in [Ca], there exists no direct generalisation of Wiener measure that could be used to define Feynman
integral for equation (1.25) for any real \( \epsilon \). Here we shall carry out this regularization using a measure which differs essentially from Wiener measure. The connection with Wiener measure will be discussed in the last section of this chapter.

Equation (1.25) is certainly only one of many different ways to regularise the Feynman integral. However, this method is one of the simplest method, because the limit (1.24) follows directly from the spectral theorem, and other methods may require additional work to obtain the corresponding convergence result. As another regularisation to equation (1.10), one can take, for example, the equation

\[
\frac{\partial \psi}{\partial t} = \frac{1}{2} (i + \epsilon) \Delta \psi - i V(x) \psi. \quad (1.28)
\]

A more physically motivated regularisation can be obtained from the quantum theory of continuous measurement. Though the work with this regularisation is technically more difficult than with the regularisation based on equation (1.25), we shall describe it, because, firstly, Feynman’s integral representation for continuously observed quantum system is a matter of independent interest, and secondly, the idea to use the theory of continuous observation for regularisation of Feynman’s integral was already discussed in physical literature (see e.g. [Me2]) and it is interesting to give to this idea a rigorous mathematical justification. The idea behind this approach lies in the observation that in the process of continuous non-demolition quantum measurement a spontaneous collapse of quantum states occurs (see e.g. [Di2], [Be2], or Section 1.4), which gives a sort of regularisation for large \( x \) (or large momenta \( p \)) divergences of Feynman’s integral.

As is well known, the standard Schrödinger equation describes an isolated quantum system. In quantum theory of open systems one considers a quantum system under observation in a quantum environment (reservoir). This leads to a generalisation of the Schrödinger equation, which is called stochastic Schrödinger equation (SSE), or quantum state diffusion model, or Belavkin’s quantum filtering equation (see Appendix A and Chapter 7). In the case of a non-demolition measurement of diffusion type, the
SSE has the form
\[ du + (iH + \frac{1}{2} \lambda^2 R^* R)u \, dt = \lambda Ru \, dW, \quad (1.29) \]
where \( u \) is the unknown a posterior (non-normalised) wave function of the given continuously observed quantum system in a Hilbert space \( \mathcal{H} \), the selfadjoint operator \( H = H^* \) in \( \mathcal{H} \) is the Hamiltonian of a free (unobserved) quantum system, the vector-valued operator \( R = (R^1, ..., R^d) \) in \( \mathcal{H} \) represents the observed physical values, \( W \) is the standard \( d \)-dimensional Brownian motion, and the positive constant \( \lambda \) represents the precision of measurement. The simplest natural examples of (1.29) concern the case when \( H \) is the standard quantum mechanical Hamiltonian and the observed physical value \( R \) is either the position or momentum of the particle. The first case was considered in detail in Chapter 7. Here we are going to use mostly the second case when \( R \) represents the momentum of the particle (and therefore one models a continuous non-demolition observation of the momentum of a quantum particle). In this case the SSE (1.29) takes the form
\[ d\psi = \left( \frac{1}{2} (i + \frac{\lambda}{2}) \Delta \psi - iV(x)\psi \right) \, dt + \frac{1}{i} \sqrt{\frac{\lambda}{2} \partial_x} \psi \, dW. \quad (1.30) \]
As \( \lambda \to 0 \), equation (1.30) approaches the standard Schrödinger equation (1.10). If \( \psi \) satisfies the SSE (1.30), the equation on the Fourier transform \( \hat{u}(y) \) of \( \psi \) clearly has the form
\[ du = \left( - \frac{1}{2} (i + \frac{\lambda}{2}) y^2 u - iV \left( \frac{1}{i} \partial_y \right) u \right) \, dt + \sqrt{\frac{\lambda}{2} y u} \, dW. \quad (1.31) \]
By Ito’s formula, the solution to this equation with initial function \( u_0 \) and with vanishing potential \( V \) equals \( g^W_{\lambda}(t, y)u_0(t, y) \) with
\[ g^W_{\lambda}(t, y) = g^W_{\lambda}(t, y) = \exp \left\{ - \frac{1}{2} (i + \lambda) y^2 t + \sqrt{\frac{\lambda}{2} y W(t)} \right\}, \quad (1.32) \]
and therefore the analog of equation (1.21) corresponding to (1.31) has the form
\[ u(t, y) = g^W_{\lambda}(t, y)u_0 - i \int_0^t g^W_{\lambda}(t-s, y) \left( \frac{1}{i} \partial_y \right) g^W_{\lambda}(s, y) u(s, y) \, ds. \quad (1.33) \]
As we shall see, equation (1.31) can be used to regularise Feynman’s integral for equation (1.10) as an alternative to equation (1.25).

For conclusion, let us sketch the content of this chapter. In Section 2 we will obtain the path integral representation for the solutions of equations (1.11), (1.27), (1.31) for rather general scattering potentials $V$, including the Coulomb potential.

The momentum representation for wave functions is known to be usually convenient for the study of interacting quantum fields (see e.g. [BSch]). In quantum mechanics, however, one usually deals with the Schrödinger equation in $x$-representation. Therefore, it is desirable to write down Feynman’s integral representation directly for equation (1.10). Since in $p$-representation our measure is concentrated on the space $PC$ of piecewise constant paths, and since classically trajectories $x(t)$ and momenta $p(t)$ are connected by the equation $\dot{x} = p$, one can expect that in $x$-representation the corresponding measure is concentrated on the set of continuous piecewise linear paths. In Sections 3 and 4 we shall construct this measure and the corresponding Feynman integral for equation (1.10) with bounded potentials and also for a class of singular potentials. In Section 5 we discuss the connection with the semiclassical asymptotics giving a different path integral representation for the solutions of the Schrödinger or heat equation, which is an integral of the exponential of the classical action. In the last section, we give a representation of our measures in Fock space and make some other remarks.

2. Momentum representation and occupation number representation

If $a$ is a unit vector in $\mathbb{R}^d$, $b \in \mathbb{R}$, $\theta \in (0, \pi/2)$, denote

$$Con_a^\theta = \{y : (y,a) \geq |y| \cos \theta\}, \quad \Pi_a(b) = \{y : (y,a) \leq b\}.$$

Let $M$ be a (positive) measure with support in $Con_a^\theta$. Suppose also that $M$ is of polynomial growth, i.e. $M(\Pi_a(b)) \leq Cb^N$ for some positive constants $C, N$ and all positive $b$. Let $V$ be given by (1.4), (1.5) in the sense of distributions, so that $V$ is the Fourier transform of the measure $fM$ considered as a distribution over the Schwarz space $S(\mathbb{R}^d)$. 

Proposition 2.1. For any continuous function $u_0$ such that $\text{supp}u_0 \subset \Pi_a(b)$ for some real $b$, all terms of the series (1.16) are absolutely convergent integrals representing continuous functions, and this series is absolutely convergent uniformly on compact sets. In particular, there exists a solution to the Cauchy problem of equation (1.11) that has support in $\Pi_a(b)$, has at most polynomial growth, and is represented by means of the Feynman integral (1.15).

Proof. Clearly, if $y$ does not belong to $\Pi_a(b)$, then all $u_n$ given by (1.17) vanish. Hence, $\text{supp}u_n \subset \Pi_a(b)$ for all $n$. If $y \in \Pi_a(b)$, then

$$|u_n(t, y)| \leq \frac{t^n}{n!} \int_{\text{Con}_a} \ldots \int_{\text{Con}_a} M(d\delta_1) \ldots M(d\delta_n) u_0(y + \delta_1 + \ldots + \delta_n).$$

Since $\text{supp}u_0 \subset \Pi_a(b)$, the integrand in this formula vanishes whenever $(\delta_1 + \ldots + \delta_n, a) > b - (y, a)$, and, in particular, if $(\delta_j, a) > b - (y, a)$ for at least one $j = 1, \ldots, n$. Hence, denoting $K = \sup \{|u_0(x)|\}$, one has

$$|u_n(t, y)| \leq \frac{t^n}{n!} K \int_{\Pi_a(b - (y, a))} \ldots \int_{\Pi_a(b - (y, a))} M(d\delta_1) \ldots M(d\delta_n)$$

$$\leq \frac{t^n}{n!} KC^n(b - (y, a))^Nn,$$

which for fixed $b$ and large $y$ does not exceed $t^n KC^n 2^{Nn}(y, a)^{Nn}/n!$. Consequently, the series (1.16) consists of absolutely convergent integrals, is convergent, and is bounded by $K \exp\{2^N(y, a)^N Ct\}$, which implies the statement of the Proposition.

As we mentioned in the introduction, the potentials of the form occurring in Proposition 2.1 seem to have no physical relevance. As an example of a physically meaningful situation, we consider now the case of scattering potentials using the regularisation (1.27) or (1.31). Let $V$ have form (1.4), (1.5) (again in the sense of distributions) with $M$ being the Lebesgue measure $M_{\text{Leb}}$ and $f \in L^1 + L^q$, i.e. $f = f_1 + f_2$ with $f_1 \in L^1$, $f_2 \in L^q$, with $q$ in the interval $(1, d/(d - 2))$, $d > 2$. Notice that this class of potentials includes the Coulomb case $V(x) = |x|^{-1}$ in $\mathbb{R}^3$, because for this case $f(y) = |y|^{-2}$. 
Proposition 2.2. Under the given assumptions on $V$ there exists a (strong) solution $u(t, y)$ to the Cauchy problem of equations (1.27) and (1.31) with initial data $u_0$, which is given in terms of the Feynman integral of type (1.15). More precisely

$$u(t, y) = \int_{PC_n(t)} M_{Leb}^{PC}(dY(.)) F(Y(.)) u_0(Y(t)), \quad (2.1)$$

where, if $Y$ is parametrised as in (1.9),

$$F(Y(.)) = F_\epsilon(Y(.)) = \exp\{-\frac{1}{2}(i+\epsilon)\sum_{j=0}^{n} Y_j^2(s_{j+1}-s_j)\} \prod_{j=1}^{n} (-i(1-i\epsilon) f(\delta_j)) \quad (2.2)$$

for the case of equation (1.27), and $F(Y(.))$ equals

$$F^W_\lambda(Y(.)) = \prod_{j=1}^{n} (-i f(\delta_j))$$

$$\times \exp\{-\sum_{j=0}^{n} \left[ \frac{i+\lambda}{2} Y_j^2(s_{j+1}-s_j) - \sqrt{\frac{\lambda}{2}} Y_j (W(s_{j+1}) - W(s_j)) \right] \} \quad (2.3)$$

for the case of equation (1.31).

Proof. Since the proofs for equations (1.27) and (1.31) are quite similar, let us consider only the case of equation (1.31). As is explained in the introduction, it is sufficient to prove that for any bounded continuous function $\phi$ the integral (1.23), with $g = g^W_\lambda$ as in (1.32), is absolutely convergent (almost surely), and that furthermore, the corresponding series (1.22) is absolutely convergent. To this end, consider the integral

$$J = \int_{R^d} |f(v - y)| g^W_\lambda(t, y) dy.$$ 

Clearly, the function $g^W_\lambda$ is bounded (for a.a. $W$) for times in an arbitrary finite closed subinterval of the positive halfline, and for small $t$

$$\sup_{y} |g(t, y)| = \exp\{W^2(t)/4t\} \leq \exp\{\log |\log t|/2\} = \sqrt{\log t}, \quad (2.4)$$
due to the well known law of the iterated logarithm for the Brownian motion $W$. Hence, by the assumptions on $f$ and the Hölder inequality

$$J = O(\sqrt{\log t}) + O(1)\|g^W(t,\cdot)\|_{L^p},$$

where $p^{-1} + q^{-1} = 1$. Since

$$\|g^W(t,\cdot)\|_{L^p}^p = \left(\frac{2\pi}{p\lambda t}\right)^{d/2}\exp\left\{\frac{pW^2(t)}{4t}\right\},$$

it follows that $J$ is bounded for $t$ in any finite interval of the positive halfline, and $J = O((\lambda t)^{-d/2p} \sqrt{\log t})$ for small $t$. Since the condition $q < d/(d - 2)$ is equivalent to the condition $p > d/2$, there exists $\epsilon \in (0, 1)$ such that $J \leq C((\lambda t)^{-(1-\epsilon)})$. Moreover, clearly $I_0(t, y) = g(t, y)u_0(y)$ does not exceed $Kt^{-\epsilon}$ for some constant $K$.

We can now easily estimate the terms of the series (1.22). Namely, we have

$$|\mathcal{F}I_0(t, y)| \leq KC\lambda^{-(1-\epsilon)} \int_0^t (t-s)^{-(1-\epsilon)}s^{-\epsilon} ds = KC\lambda^{-(1-\epsilon)} B(\epsilon, 1-\epsilon),$$

where $B$ denotes the Euler $\beta$-function. Similarly,

$$|\mathcal{F}^2I_0(t, y)| \leq \lambda^{-2(1-\epsilon)}B(\epsilon, 1-\epsilon)KC^2 \int_0^t (t-s)^{-(1-\epsilon)}ds$$

$$= B(\epsilon, 1-\epsilon)B(\epsilon, 1)KC^2 t^\epsilon.$$

By induction, we obtain the estimate

$$|\mathcal{F}^kI_0(t, y)| \leq KC^k\lambda^{-k(1-\epsilon)}t^{(k-1)\epsilon}B(\epsilon, 1-\epsilon)B(\epsilon, 1)...B(\epsilon, 1+(k-2)\epsilon).$$

Using the representation of the $\beta$-function in terms of the $\Gamma$-function, one obtains that the terms of series (1.22) are of order $t^{k\epsilon}/\Gamma(1+k\epsilon)$, which implies the convergence of this series for all $t$. Since we have estimated all functions by their magnitude, we have proved also that all terms of series (1.22) are absolutely convergent integrals, and that this series converges absolutely.

The following is a direct consequence of (1.24) and Proposition 2.2.
Proposition 2.3. Assume the assumptions of Proposition 2.2 hold. If the operator $-\Delta/2 + V(x)$ is self-adjoint and bounded from below, then for any $u_0 \in L^\infty \cap L^2$, the solution to equation (1.10) is given by the improper Feynman integral (1.15), which should be understood as

$$
u(t, y) = \lim_{\epsilon \to 0} \int_{PC_y(t)} M_{Leb}^P(dY(.)) F_\epsilon(Y(.)) u_0(Y(t)).$$

(2.5)

Since the convergence of solutions of equation (1.31) to solutions of the ordinary Schrödinger equation seems to be unknown, the use of equation (1.31) to obtain a regularisation for the Feynman integral for the Schrödinger equation similar to (2.5) requires some additional work. It seems that this can be done under the assumptions of Proposition 2.2 using the technique from [Yaj]. But we shall restrict ourselves here to the case of a bounded potential, which will be used also in the next Section. Notice that we prove now this result using $p$-representation, but it automatically implies the same fact for the Schrödinger equation in $x$-representation.

Proposition 2.4. Let $V$ be a bounded measurable function. Then for any $u_0 \in L^2(\mathbb{R}^d)$ the solution $u^W_\lambda$ of equation (1.33) (which exists and is unique, see details in Section 3) tends (almost surely) as $\lambda \to 0$ to the solution of this equation with $\lambda = 0$.

Proof. Using the boundedness of all operators on the r.h.s. of (1.33), and (2.4) one obtains that

$$\|u^W_\lambda - u\| \leq \|g^W_\lambda(t, y)u_0 - g^W(t, y)u_0\| + O(t)\log t\|\|u^W_\lambda - u\| + o(\lambda)$$

$$= O(t)\log t\|\|u^W_\lambda - u\| + o(\lambda),$$

(2.6)

where $o(\lambda)$ depends on $u_0$ but is uniform with respect to finite times $t$. It follows that $\|u^W_\lambda - u\| = o(\lambda)$ for small $t$, which proves the Proposition.

Corollary. If $V$ is a bounded function, and the assumptions of Proposition 2.2 holds, then the solution to (1.11) can be presented in the form

$$\nu(t, y) = \lim_{\lambda \to 0} \int_{PC_y(t)} M_{Leb}^P(dY(.)) F^W_\lambda(Y(.)) u_0(Y(t)).$$

(2.7)
To conclude, let us point out that different kind of interactions can be treated similarly if one changes p-representation into occupation number representation. Namely, consider the Schrödinger equation for the anharmonic oscillator

$$i \frac{\partial \psi}{\partial t} = \left( -\frac{\Delta}{2} + \frac{x^2}{2} + V(x) \right) \psi.$$ 

If $V$ is a smooth function, a path integral representation for its solutions can be obtained as in Section 5. If $V$ is a bounded function, one can also proceed as in Section 3 using the explicit Green function for the quantum harmonic oscillator instead of the ”free” Green function. Alternatively, one can use the spectral representation for the harmonic oscillator, i.e. for the operator $\Delta + x^2$.

In that approach the corresponding measure on path space will be concentrated on the right continuous piecewise-constant trajectories $q : [0, t] \mapsto \{0, 1, \ldots\}$ with values in the countable number of eigenstates $\psi_j$ of the harmonic oscillator, and the analog of formula (1.16) will hold, where the integrand will have the form $\exp\{-i \int_0^t E(q(s)) \, ds\}$, where $E(n)$ denotes the energy of the state $\psi_n$. If the infinite dimensional matrix $(V \psi_j, \psi_k)$ defines finite transition probabilities, we find ourselves in the situation, where the corresponding path integral is expressed as an expectation with respect to a generalised Poisson process in the sense of Combe et al [Com1] (see e.g. [BGR] where this is done in a more general infinite-dimensional model describing a particle interacting with a boson reservoir). If not, we can as usual use the regularisation based on (1.24).

3. Path integral for the Schrödinger equation in $x$-representation

As we mentioned in introduction, we are going to deal here with measures on paths that are concentrated on the set of continuous piecewise linear paths. Denote this set by $\text{CPL}$. Let $\text{CPL}^{x,y}(0, t)$ denote the class of paths $q : [0, t] \mapsto \mathbb{R}^d$ from $\text{CPL}$ joining $x$ and $y$ in time $t$, i.e. such that $q(0) = x$, $q(t) = y$. By $\text{CPL}_{n}^{x,y}(0, t)$ we denote the subclass consisting of all paths from $\text{CPL}^{x,y}(0, t)$ that have exactly $n$ jumps of their derivative. Obviously,

$$\text{CPL}^{x,y}(0, t) = \bigcup_{n=0}^{\infty} \text{CPL}_{n}^{x,y}(0, t).$$
Notice also that the set $CPL^{x,y}(0,t)$ belongs to the Cameron-Martin space of curves that have derivatives in $L^2([0,t])$.

To any $\sigma$-finite measure $M$ on $\mathcal{R}^d$ there corresponds a unique $\sigma$-finite measure $M^{CPL}_n$ on $CPL^{x,y}(0,t)$, which is the sum of the measures $M^{CPL}_n$ on $CPL^{x,y}_n(0,t)$, where $M^{CPL}_0$ is just the unit measure on the one-point set $CPL^{x,y}_0(0,t)$ and each $M^{CPL}_n$, $n > 0$, is the direct product of the Lebesgue measure on the simplex (1.14) of the jump times $0 < s_1 < \ldots < s_n < t$ of the derivatives of the paths $q(.)$ and of $n$ copies of the measure $M$ on the values $q(s_j)$ of the paths at these times. In other words, if

\[ q(s) = q_{n1}\ldots n_{n}(s) = \eta_j + (s - s_j) \frac{\eta_{j+1} - \eta_j}{s_{j+1} - s_j}, \quad s \in [s_j, s_{j+1}] \quad (3.1) \]

(where $s_0 = 0, s_{n+1} = t, \eta_0 = x, \eta_{n+1} = y$) is a typical path in $CPL^{x,y}_n(0,t)$ and $\Phi$ is a functional on $CPL^{x,y}(0,t)$, then

\[ \int_{CPL^{x,y}(0,t)} \Phi(q(.)) M^{CPL}_n(dq(.)) = \sum_{n=0}^{\infty} \int_{CPL^{x,y}_n(0,t)} \Phi(q(.)) M^{CPL}_n(dq(.)) \]

\[ = \sum_{n=0}^{\infty} \int_{Sim^n} ds_1\ldots ds_n \int_{\mathcal{R}^d} \ldots \int_{\mathcal{R}^d} M(d\eta_1)\ldots M(d\eta_n) \Phi(q(.)). \quad (3.2) \]

Remark. Nothing is changed if $CPL^{x,y}_n(0,t)$ is defined as the set of paths with at most $n$ jumps in their derivative. In fact, the $M^{CPL}_n$-measure of the subset $CPL^{x,y}_{n-1}(0,t) \subset CPL^{x,y}(0,t)$ vanishes, because if the jump, say, at the time $s_j$ vanishes then $(\eta_j - \eta_{j-1})(s_{j+1} - s_{j-1}) = (\eta_{j+1} - \eta_{j-1})(s_j - s_{j-1})$, therefore $s_j$ can be only one point, and the Lebesgue measure has no atoms.

To express the solutions to the Schrödinger equation in terms of a path integral we shall use the following functionals on $CPL^{x,y}(0,t)$, depending on a given measurable function $V$ on $\mathcal{R}^d$:

\[ \Phi_\epsilon(q(.)) = \prod_{j=1}^{n+1} (2\pi(s_j - s_{j-1})(i + \epsilon))^{-d/2} \]

\[ \times \exp \left\{ - \sum_{j=1}^{n+1} \frac{|\eta_j - \eta_{j-1}|^2}{2(i + \epsilon)(s_j - s_{j-1})} \right\} \prod_{j=1}^{n}(-(i + \epsilon)V(\eta_j)) \]
\[= \prod_{j=1}^{n+1} (2\pi(s_j - s_{j-1})(i+\epsilon))^{-d/2} \prod_{j=1}^{n} (-i\epsilon V(\eta_j)) \exp\{-\frac{1}{2(i+\epsilon)} \int_0^t \dot{q}^2(s) \, ds\},\]

and

\[\Phi^W_\lambda (q(.)) = \prod_{j=1}^{n+1} (2\pi(s_j - s_{j-1})(i + \lambda))^{-d/2} \times \exp\{-\sum_{j=1}^{n+1} \frac{(\eta_j - \eta_{j-1} - i\sqrt{2}(W(s_j) - W(s_{j-1}))^2}{2(i + \lambda)(s_j - s_{j-1})}) \prod_{j=1}^{n} (-iV(\eta_j)).\]

As in Section 2, we shall denote Lebesgue measure on \(\mathbb{R}^d\) by \(M_{\text{Leb}}\).

**Theorem 3.1.** Let \(V\) be a bounded measurable function on \(\mathbb{R}^d\). Then for arbitrary \(\epsilon > 0\) or \(\lambda > 0\) and a.a. Wiener trajectories \(W\), there exists a unique solution \(G_\epsilon(t,x,x_0)\) or \(G^W_\lambda(t,x,x_0)\) to the Cauchy problem of equations (1.25) or (1.30) respectively with Dirac initial data \(\delta(x - x_0)\). These solutions (i.e. the Green functions for these equations) are uniformly bounded for all \((x,x_0)\) and \(t\) in any compact interval of the open half-line, and they are expressed in terms of path integrals as follows:

\[G_\epsilon(t,x,x_0) = \int_{CPL^x,y(0,t)} \Phi_\epsilon(q(.)) M_{\text{Leb}}^{CPL}(dq(.)),\]  

(3.5)

\[G^W_\lambda(t,x,x_0) = \int_{CPL^x,y(0,t)} \Phi^W_\lambda(q(.)) M_{\text{Leb}}^{CPL}(dq(.)),\]  

(3.6)

with \(\Phi_\epsilon\) and \(\Phi^W_\lambda\) given by (3.3), (3.4). For arbitrary \(\psi_0 \in L^2(\mathbb{R}^d)\) the solution \(\psi_0(t,s)\) of the Cauchy problem for equation (1.10) with the initial data \(\psi_0\) has the form of an improper (not absolutely convergent) path integral that can be understood rigorously as either

\[\psi(t,x) = \lim_{\epsilon \to 0^+} \int_{CPL^x,y(0,t)} \int_{\mathbb{R}^d} \psi_0(y) \Phi_\epsilon(q(.)) M_{\text{Leb}}^{CPL}(dq(.))dy,\]  

(3.7)

or (almost surely) as

\[\psi(t,x) = \lim_{\lambda \to 0^+} \int_{CPL^x,y(0,t)} \int_{\mathbb{R}^d} \psi_0(y) \Phi^W_\lambda(q(.)) M_{\text{Leb}}^{CPL}(dq(.))dy.\]  

(3.8)
Proof. Formulas (3.7), (3.8) follow from (3.5), (3.6), (1.24) and Proposition 2.4. The proofs of (3.5), (3.6) are similar and we shall prove only (3.5). To this end, notice that the analogue of series (1.20) for the case of equation (1.25) has form (1.20) with $i$ replaced by $(i+\epsilon)$ everywhere. In particular, for the Green function one has the representation

$$G_\epsilon(t, x, x_0) = G_\epsilon^{free}(t, x, x_0)$$

$$-(i + \epsilon) \int_0^t \int_{\mathcal{R}^d} G_\epsilon^{free}(t-s, x-\eta)V(\eta)G_\epsilon^{free}(s, \eta-x_0) \, d\eta ds + ...,$$

(3.9)

where $G_\epsilon^{free}$ is the Green function of the "free" equation (1.25) (i.e. with $V = 0$):

$$G_\epsilon^{free}(t, x - x_0) = (2\pi t(i + \epsilon))^{-d/2} \exp\left\{-\frac{(x-x_0)^2}{2(i+\epsilon)t}\right\}.$$  

To prove (3.5) one needs to prove that the terms of this series are absolutely convergent integrals and the series is absolutely convergent with a bounded sum. This is more or less straightforward. Namely, to prove that the second integral in this series is absolutely convergent, we must estimate the integral

$$\int_0^t \int_{\mathcal{R}^d} |2\pi(i+\epsilon)|^{-d}((t-s)s)^{-d/2} \left| \exp\left\{-\frac{(x-\eta)^2}{2(t-s)(i+\epsilon)} - \frac{(\eta-x_0)^2}{2s(i+\epsilon)} \right\} \right| d\eta ds$$

$$= \int_0^t \int_{\mathcal{R}^d} (2\pi\sqrt{1+\epsilon^2})^{-d}((t-s)s)^{-d/2}$$

$$\times \exp\left\{-\frac{\epsilon}{2(1+\epsilon^2)} \left[ \frac{(x-\eta)^2}{t-s} + \frac{(\eta-x_0)^2}{s} \right] \right\} d\eta ds.$$  

This is a Gaussian integral in $\eta$ which can be explicitly evaluated using standard integrals to be

$$t(2\pi\epsilon t)^{-d/2} \exp\left\{-\frac{\epsilon(x-x_0)^2}{2(1+\epsilon^2)t}\right\}.$$
By induction and similar calculations we obtain the estimate for the $n$-th term of the series (3.9)

$$C(2\pi t)^{-d/2}(te^{-d/2})^k / k!$$

for some real number $C$. This completes the proof of the Theorem.

The measure $M_{CPl}^{CPL}$ in (3.2) may well be not finite, for example $M_{Leb}^{CPL}$ is not finite. But every Hilbert space can be represented as an $L^2$ over a probability space. For example, the obvious isomorphism of $L^2(\mathcal{R}, dx)$ with $L^2(\mathcal{R}, e^{-x^2/2}dx)$ is very useful in many situation. In the same way, an integral over $M_{Leb}^{CPL}$ can be rewritten as an integral over the probability space (up to a normalisation) $(e^{-x^2/2}dx)^{CPL}$. Thus one can always rewrite the integral from (3.2) as an expectation of a certain stochastic process, which can be taken to be an integral of the compound Poisson process that stands for the path integral formula for the solutions to the Schrödinger equation in momentum representation. More systematic way of obtaining probabilistic interpretations of path integral constructed is discussed later in Section 6.

4. Singular potentials

There exists an extensive literature devoted to the study of the Schrödinger equations with singular potentials, and more precisely with potentials being Radon measures supported by null sets. As most important examples of such null sets one should mention discrete sets (point interaction), smooth surfaces (surface delta interactions), Brownian paths and more general fractals, see e.g. [BF], [ABD], [AFHL], [AHKS], [AntGS], [DaSh], [Kosh], [Metz], [DeO], [Pav] and references therein for different mathematical techniques used for the study of these models and for physical motivations. We are going to show now that the path integral constructed above can be successfully applied to the construction of solutions to these models.

The one-dimensional situation turns out to be particularly simple in our approach, because in this case no regularisation is needed to express the solutions to the corresponding Schrödinger equation and its propagator in terms of path integral.
Proposition 4.1. Let $V$ be a bounded (complex) measure on $\mathbb{R}$. Then the solution $\psi_G$ to equation (1.25)), where $\epsilon$ is any complex number with $\epsilon \neq i$ and non-negative real part, with initial function $\psi_0(x) = \delta(x - x_0)$ (i.e. the propagator or the Green function of (1.25)) exists and is a continuous function of the form

$$\psi_G(t, x) = (2\pi(i + \epsilon)t)^{-1/2} \exp\left\{-\frac{|x - x_0|^2}{2t(i + \epsilon)}\right\} + O(1) \quad (4.1)$$

uniformly for finite times. Moreover, one has the path integral representation for $\psi_G$ of the form

$$\psi_G(t, x) = \int_{CPL^{x,y}(0,t)} \Phi(q(.)) V^{CPL}(dq(.)), \quad (4.2)$$

where $V^{CPL}$ is related to $V$ as $M^{CPL}$ is to $M$ in Section 2, and

$$\Phi(q(.)) = \prod_{j=1}^{n+1} (2\pi(s_j - s_{j-1})(i + \epsilon))^{-1/2} \exp\left\{-\frac{1}{2(i + \epsilon)} \int_0^t q^2(s) ds\right\}.$$

Remark. The cases $\epsilon = 0$, i.e. the Schrödinger equation, and $\epsilon = 1 - i$, i.e. the heat equation, are particular cases of the situation considered in the proposition.

Proof. Since $V$ is a finite measure, in order to prove that the terms of series (3.9) with $\epsilon = 0$ (which expresses the Green function) are absolutely convergent, one needs to estimate the integrals

$$\int_0^t ds_1 (2\pi(t - s_1))^{-1/2} \int_0^{s_1} ds_2 (2\pi(s_1 - s_2))^{-1/2} \cdots \int_0^{s_{n-1}} ds_n (2\pi s_n)^{-1/2},$$

which clearly exist (one-dimensional effect!) and can be expressed explicitly in terms of the Euler $\beta$-function. One sees directly that the corresponding series is convergent, which completes the proof.

For the Schrödinger equation in finite-dimensional case one needs a regularisation, say (1.25) with $\epsilon > 0$ or (1.27) with $\lambda > 0$. For simplicity we consider here only the regularisation given by (1.25).
Following essentially [AFHK] (see also [Pus], [KZPS]) we shall say that a number \( \alpha \geq 0 \) is admissible for a finite Borel measure \( V \) on \( \mathbb{R}^d \), if there exists a constant \( C = C(\alpha) \) such that

\[
V(B_r(x)) \leq Cr^\alpha
\]  

(4.3)

for all \( x \in \mathbb{R}^d \) and all \( r > 0 \). The least upper bound of all admissible numbers for \( V \) is called dimensionality of \( V \). It will be denoted by \( \dim(V) \).

**Proposition 4.2.** Let \( V \) be a finite Borel measure on \( \mathbb{R}^d \) with \( \dim(V) > d - 2 \). Then for any \( \epsilon > 0 \) and any bounded initial function \( \psi_0 \in L^2(\mathbb{R}^d) \) there exists a unique solution \( \psi_\epsilon(t,x) \) to the Cauchy problem of equation (1.26) with the initial data \( \psi_0(x) \). This solution has the form

\[
\psi_\epsilon(t,x) = \int_{CPL^{x,y}(0,t)} \int_{\mathbb{R}^d} \psi_0(y)\Phi_\epsilon(q(.))V^{CPL}(dq(.))dy,
\]  

(4.4)

where

\[
\Phi_\epsilon = \prod_{j=1}^{n+1} (2\pi(s_{j_0}-s_{j_1})(i+\epsilon))^{-d/2}(-\epsilon+i)^n \exp\left\{-\frac{1}{2(i+\epsilon)} \int_0^t q^2(s) ds\right\}.
\]

**Proof.** One needs to prove that the terms of the series (1.20), in which \( i \) has been replaced by \( (i+\epsilon) \), are absolutely convergent integrals and then to estimate the corresponding series. Starting with the first non-trivial term one needs to estimate the integral

\[
J = K \int_0^t \int_{\mathbb{R}^{2d}} |2\pi(i+\epsilon)|^{-d}((t-s)s)^{-d/2} \times \exp\left\{-\frac{(x-\xi)^2}{2(t-s)(i+\epsilon)} - \frac{(\xi-\eta)^2}{2s(i+\epsilon)}\right\} |d\sigma| |\nu|(d\xi).
\]

\[
= K \int_0^t \int_{\mathbb{R}^{2d}} (2\pi \sqrt{1+\epsilon})^{-d}((t-s)s)^{-d/2} \exp\left\{-\frac{(x-\xi)^2}{2(t-s)(1+\epsilon)}\right\} \times \exp\left\{-\frac{(\xi-\eta)^2}{2s(1+\epsilon)^2}\right\} ds |\nu|(d\xi) d\eta,
\]
where \( K = \sup\{|\psi_0(\eta)|\} \). Integrating over \( \eta \) yields

\[
J \leq K \int_0^t (2\pi \sqrt{1 + \epsilon^2})^{-d/2} (t-s)^{-d/2} \exp\left\{-\epsilon \frac{(x - \xi)^2}{2(t-s)(1+\epsilon)}\right\} \epsilon^{-d/2} ds |V|(d\xi).
\]

Due to the assumptions of the theorem, there exists \( \alpha > d-2 \) such that (4.3) holds. Let us decompose this integral into the sum \( J_1 + J_2 \) of the integrals over the domains \( D_1 \) and \( D_2 \) with

\[
D_1 = \{ \xi : |x - \xi| \leq (t-s)^{-\delta+1/2} \}
\]

and \( D_2 \) its complement. Choosing \( \delta > 0 \) in such a way that \( \alpha(-\delta+1/2) - d/2 > -1 \) (which is possible due to the assumption on \( \alpha \)) we get from (4.3) that

\[
J_1 \leq KC \int_0^t (2\pi \sqrt{1 + \epsilon^2})^{-d/2} (t-s)^{\alpha(-\delta+1/2)-d/2} ds =
\]

\[
= KC(1+\alpha(-\delta+1/2)-d/2)^{-1}(2\pi \sqrt{1+\epsilon^2})^{-d/2} t^{1+\alpha(-\delta+1/2)-d/2}.
\]

In \( D_2 \) the integrand is uniformly exponentially small, and therefore using the boundedness of the measure \( |V| \) we obtain for \( J_2 \) an even better estimate than for \( J_1 \). Higher order terms are again estimated by induction giving the required result.

**Proposition 4.3.** Assume the assumptions of Proposition 4.2 holds. If the operator \(-\Delta/2 + V\) is selfadjoint and bounded from below, then one can take the limit as \( \epsilon \to 0 \) in (4.4) to obtain the solutions to equation (1.10).

It was proved in [AFHK] that under the assumptions of Proposition 4.2 there exists a constant \( \omega_0 \) such that the operator \(-\Delta/2 + \omega |V|\) is selfadjoint and bounded below for all \( \omega < \omega_0 \). Therefore, for these operators the statement of Proposition 4.3 holds. A concrete example of interest is given by measures on \( \mathbb{R}^3 \) concentrated on a Brownian path, because their dimensionality equals 2 almost surely. As shown e.g. in [AFHK], potentials being the finite sums of the Dirac measures of closed hypersurfaces in \( \mathbb{R}^d \) satisfy the assumptions of the above corollary (without an assumption of a small coupling constant), see also [Koch2]. For the particular case of measures on spheres of codimension 1, see [AntGS], [DaSh], where
one can find the references on physical papers dealing with these models.

Less exotic examples of potentials satisfying the assumptions of Proposition 4.3 are given by measures with a density $V(x)$ having a bounded support and such that $V \in L^p(\mathbb{R}^d)$ with $p > d/2$ (which one checks by the Hölder inequality). Moreover, it is not difficult to check that one can combine the potentials from Proposition 4.3 and Theorem 3.1, for example, one can take $V \in L^\infty(\mathbb{R}^d) + L^p(\mathbb{R}^d)$ with $p > d/2$, which includes, in particular, the Coulomb potential in $d = 3$.

Notice for conclusion that solutions to the Schrödinger equation with a certain class of singular potentials can be obtained in terms of the Feynman integral defined as a generalised functional in Hida’s white noise space [HKPS].

5. Semiclassical asymptotics

In this section we answer the following question: how to define a measure on a path space in such a way that the solutions to the Schrödinger or heat equation (deterministic or stochastic) can be expressed as integrals with respect to this measure of the exponential of the classical action. We start with the heat equation, where no regularisation is needed.

Consider the equation (3.1.1). We are going to interprete the formula for its Green function given in Proposition 3.4.1 of Chapter 3, under the assumptions of regularity of the corresponding diffusion (see Chapter 3), in terms of a path integral of type (1.15). Namely, as in Section 3, let us introduce the set $CPC$ of continuous piecewise classical paths, i.e. continuous paths that are smooth and satisfy the classical equations of motion

$$\dot{x} = p, \quad \dot{p} = \frac{\partial V}{\partial x},$$

where $H$ is the Hamiltonian corresponding to equation (3.1.1) (see Chapter 3), except at a finite number of points, where their derivatives may have discontinuities of the first kind. Let $CPC^{x,y}(0,t)$ denote the class of paths $q : [0,t] \mapsto \mathbb{R}^d$ from $CPC$ joining $y$ and $x$ in time $t$, i.e. such that $q(0) = y$, $q(t) = x$. We denote by
$CPC^{x,y}_n(0,t)$ the subclass consisting of all paths from $CPC^{x,y}(0,t)$ that have exactly $n$ jumps in their derivative. Obviously, to any $\sigma$-finite measure $M$ on $\mathbb{R}^d$ there corresponds a unique $\sigma$-finite measure $M^{CPC}$ on $CPC^{x,y}(0,t)$, which is the sum of the measures $M^{CPC}_n$ on $CPC^{x,y}_n(0,t)$, where $M^{CPC}_0$ is just the unit measure on the one-point set $CPC^{x,y}_0(0,t)$ and for $n > 0$ $M^{CPC}_n$ is the direct product of the Lebesgue measure on the simplex (1.14) of the jump times $0 < s_1 < ... < s_n < t$ of the derivatives of the paths $q(.)$ and of $n$ copies of the measure $M$ on the values $q(s_j)$ of the paths at these times. In other words, if

$$q^s_\eta = q^{s_1,...,s_n}_{\eta_1,...,\eta_n}(s) \in CPC^{x,y}_n(0,t)$$

(5.2)

denotes the path that takes values $\eta_j$ at the times $s_j$, is smooth and classical between these time-points, and $\Phi$ is a functional on $CPL^{x,y}(0,t)$, then

$$\int_{CPC^{x,y}(0,t)} \Phi(q(.))M^{CPC}(dq(.)) = \sum_{n=0}^{\infty} \int_{CPC^{x,y}_n(0,t)} \Phi(q(.))M^{CPC}_n(dq(.))$$

$$= \sum_{n=0}^{\infty} \int_{Sim} ds_1...ds_n \int_{\mathbb{R}^d} ... \int_{\mathbb{R}^d} M(d\eta_1)...M(d\eta_n)\Phi(q(.)).$$

(5.3)

We will use this construction only for the case when the measure $M$ is the standard Lebesgue measure $M_{Leb}$. Clearly, from Proposition 3.4.3 one obtains directly the following result.

**Proposition 5.1.** Under the assumptions of Proposition 3.4.3

$$u_G(t,x,y) = \int_{CPC^{x,y}(0,t)} \exp\{-\frac{1}{\hbar}I(q(.))\} \Phi_{sem}(q(.))M^{CPC}_{Leb}(dq(.)),$$

(5.4)

where $I(y(.)) = \int_0^t L(y(s),\dot{y}(s))ds$ denote the classical action on a path $y(.)$. The explicit formula for the ”semiclassical density” $\Phi_{sem}$ follows from Proposition 3.4.3. For example, in the simplest case of equation

$$\hbar \frac{\partial u}{\partial t} = \frac{\hbar^2}{2} \Delta u - V(x)u, \quad x \in \mathbb{R}^d, \quad t > 0,$$

(5.5)
one has

\[ \Phi_{\text{sem}}(q^n_s) = (2\pi\hbar)^{-dn/2} J(t-s_n, x, \eta_n)^{-1/2} \prod_{k=1}^{n} \Delta(J(s_k-s_{k-1}, \eta_k, \eta_{k-1})^{-1/2})\hbar^n \]

on a typical path (5.2), where \( J(t, x, x_0) \) is the Jacobian, given by

\[ J(t, x, \xi) = \det \frac{\partial X}{\partial p}(t, \xi, p_0(t, x, \xi)), \]

on the classical path joining \( x_0 \) and \( x \) in time \( t \) and where \( s_0 = 0, \eta_0 = y \).

Hence the Green function is expressed as the integral of the exponential of the classical action functional \(-\frac{1}{\hbar} J(q(.))\) over the measure \( \Phi_{\text{sem}} M_{\text{L}^2}^{CC} \), which is actually a measure on the Cameron-Martin space of paths that are absolutely continuous and have their derivatives in \( L^2 \).

A similar result can be obtained for the stochastic heat equation and for the stochastic Schrödinger equations of Theorems 7.2.2, 7.2.3.

**Remark.** One sees directly from the path integral (5.4) that the main contribution to the asymptotics as \( \hbar \to 0 \) of (5.4) comes from a small neighborhood of the classical path joining \( x \) and \( x_0 \) in time \( t \), since a stationary point of the classical action defined on piecewise classical paths is clearly given by a strictly smooth classical path.

As usual, the case of the Schrödinger equation requires some regularisation. We shall use here the regularisation given by the Schrödinger equation in complex time (1.25), exploiting the semi-classical asymptotics for this equation constructed in Chapter 7. This will give us the required result more or less straightforwardly. However, to use this regularisation one needs rather strong assumption on the potential, namely local analyticity.

Notice that equation (1.25) can be considered as a particular case of equation (7.1.1.) with \( \alpha = 0 \). Therefore, Theorem 7.2.2 implies straightforwardly the following result.

**Proposition 5.2.** Let \( V \) be analytic in the strip \( St_b = \{ x = y + iz : |z| < b \} \) and suppose that all its second and higher order
derivatives are uniformly bounded in this strip. Let $S_\epsilon(t, x, x_0)$ be the two-point function for the complex Hamiltonian equation

$$\frac{\partial S}{\partial t} + (1 - i\epsilon) \left[ \frac{1}{2} \left( \frac{\partial S}{\partial x} \right)^2 + V(x) \right] = 0 \quad (5.6)$$

with the Hamiltonian $H_\epsilon = (1 - \epsilon i)(p^2/2 + V(x))$. Let $\chi_R$ be a smooth bounded function on the positive halfline such that $\chi(s)$ vanishes for $s > R$ and $\chi_R(s) = 1$ for $s \leq R - \delta$ for some $\delta > 0$. Then there exists $t_0$ such that for any $R$ there exists $\epsilon_0$ and $c > 0$ such that for all $t \leq t_0$, $\epsilon \leq \epsilon_0$ and $x, x_0 \in St_{b/2}$ with $|x - x_0| \leq R$, there exists a unique trajectory of the Hamiltonian system with Hamiltonian $H_\epsilon$ which joins $x_0$ and $x$ in time $t$, lies completely in $St_b$, and has the initial momentum $p_0 : |p_0| \leq c/t$. Moreover, the Green function for equation (1.25) exists, and for $t \leq t_0, \epsilon \leq \epsilon_0$ it can be represented as the absolutely convergent series

$$u^\epsilon_G = u^\epsilon_{as} + h u^\epsilon_{as} \otimes F + h^2 u^\epsilon_{as} \otimes F \otimes F + ..., \quad (5.7)$$

with

$$u^\epsilon_{as} = (2\pi h)^{-m/2} \chi_R(|x - x_0|)J_\epsilon^{-1/2}(t, x, x_0) \exp \left\{ \frac{i}{\hbar} S_\epsilon(t, x, x_0) \right\}. \quad (5.8)$$

and $F = \tilde{F} \exp \left\{ \frac{i}{\hbar} S_\epsilon(t, x, x_0) \right\}$, where $\tilde{F}(t, x, x_0)$ equals

$$[O(t^2) + O((\hbar t)^{-1})] \Theta_{R - \epsilon, R}(|x - x_0|)(2\pi h)^{-d/2} \chi_R(|x - x_0|)J_\epsilon^{-1/2}(t, x, x_0)$$

(the exact form of $F$ can be found in Chapter 7).

The series (5.7) can again be interpreted as a path integral. Namely, as in the case of a real diffusion considered above we obtain the following.

**Proposition 5.3.** The Green function (5.7) can be written in the form

$$u^\epsilon_G(t, x, y) = \int_{CPC^{x \times \Phi_{sem}}(0, t)} \exp \left\{ \frac{i}{\hbar} I_\epsilon(q(\cdot)) \right\} \Phi^\epsilon_{sem}(q(\cdot))M^{CPC}_{Leb}(dq(\cdot)) \quad (5.9)$$
where the path space $\text{CPC}$ is defined by the real Hamiltonian system with the Hamiltonian $H_0$, but the action and the Jacobian are defined with respect to the complex trajectories (solutions to the Hamiltonian system with the Hamiltonian $H_\epsilon$) with the same end points as the corresponding real trajectories, and where

$$\Phi_{\text{sem}}(q_n^\epsilon) = (2\pi\hbar)^{-dn/2} f_{\epsilon}^{-1/2}(t - s_n, x, \eta_n)$$

$$\times \chi_R(|x - \eta_n|) h^n \prod_{k=1}^n \tilde{F}_\epsilon(s_k - s_{k-1}, \eta_k, \eta_{k-1}). \quad (5.10)$$

*Remark.* The path space in (5.9) can also be defined as the set $\text{CPC}^x, y(0, t)$ of paths that are piecewise classical for the Hamiltonian $H_\epsilon$. This seems to be more appropriate when considering equation (1.25) on its own, but we have defined this measure differently in order to have the same measure for all $\epsilon > 0$.

For $\epsilon = 0$ the integral in (5.9) is no longer absolutely convergent. However, under the assumptions of Proposition 5.2 the operator $-\Delta + V$ is selfadjoint (if $V$ is real for real $x$). Therefore from (1.24) we obtain the following result.

**Proposition 5.4.** Under the assumptions of Proposition 5.2, if $V$ is real for real $x$, one has the following path integral representation for the solutions $\psi(t, x)$ of the Cauchy problem for equation (1.10) with the initial data $\psi_0 \in L^2(\mathcal{R}^d)$:

$$\psi(t, x) = \lim_{\epsilon \to 0} \int_{\text{CPC}^x, y(0, t)} \exp\left\{ \frac{i}{\hbar} I_r(q(\cdot)) \right\} \Phi_{\text{sem}}(q(\cdot)) \psi_0(y) M_{\text{Leb}}^{\text{CPC}}(dq(\cdot)) dy.$$  

### 6. Fock space representation

The paths of the spaces $\text{CRC}$ and $\text{CPL}$ used above are parametrised by finite sequences $(s_1, x_1), \ldots, (s_n, x_n)$ with $s_1 < \ldots < s_n$ and $x_j \in \mathcal{R}^d$, $j = 1, \ldots, d$. Denote by $\mathcal{P}^d$ the set of all these sequences and by $\mathcal{P}_n$ its subset consisting of sequences of the length $n$. Thus, functionals on the path spaces $\text{CPC}$ or $\text{CPL}$ can be considered as functions on $\mathcal{P}^d$. To each measure $\nu$ on $\mathcal{R}^d$ there corresponds a measure $\nu_\mathcal{P}$ on $\mathcal{P}^d$ which is the sum of the measures $\nu^n$ on $\mathcal{P}_n$, where $\nu^n$
are the product measures $ds_1...ds_n d\nu(x_1)...d\nu(x_n)$. The Hilbert space $L^2(\mathcal{P}^d, \nu \mathcal{P})$ is known to be isomorphic to the Fock space $\Gamma^d_\nu$ over the Hilbert space $L^2(\mathcal{R}_+ \times \mathcal{R}^d, dx \times \nu)$ (which is isomorphic to the space of square integrable functions on $\mathcal{R}_+$ with values in $L^2(\mathcal{R}^d, \nu)$). Therefore, square integrable functionals on CPL can be considered as vectors in the Fock space $\Gamma^d_{V(dx)}$. It is well known that the Wiener, Poisson, general Lévy and many other interesting processes can be naturally realised in a Fock space: the corresponding probability space is defined as the spectrum of a commutative von Neumann algebra of bounded linear operators in this space. For example, the isomorphism between $\Gamma^0 = \Gamma(L^2(\mathcal{R}_+))$ and $L^2(W)$, where $W$ is the Wiener space of continuous real functions on halfline is given by the Wiener chaos decomposition, and a construction of a Lévy process with the Lévy measure $\nu$ in the Fock space $\Gamma^d_\nu$ can be found in [Par] or [Mey]. Therefore, using Fock space representation, one can give different stochastic representations for path integrals over CPL or CPC rewriting them as expectations with respect to different stochastic processes.

For example, let us express the solution to the Cauchy problem of equation (1.26) in terms of an expectation with respect to a compound Poisson process. The following statement is a direct consequence of Proposition 4.2 and the standard properties of Poisson processes.

**Proposition 6.1** Suppose a measure $V$ satisfies the assumptions of Proposition 4.2. Let $\lambda_V = V(\mathcal{R}^d)$. Let paths of CPL are parametrised by (3.1) and let $E$ denote the expectation with respect to the process of jumps $\eta_j$ which are identically independently distributed according to the probability measure $V/\lambda_V$ and which occur at times $s_j$ from $[0, t]$ that are distributed according to Poisson process of intensity $\lambda_V$. Then the function (4.4) can be written in the form

$$\psi_\epsilon(t, x) = e^{t\lambda_V} \int_{\mathcal{R}^d} \psi_0(y) E(\Phi_\epsilon(q(\cdot))) \, dy. \quad (6.1)$$

As an example of the repersentation of path integral in terms of the Wiener measure, let us consider the Green function (3.5). Let us first rewrite it as the integral of an element of the Fock space $\Gamma^0 = L^2(Sim_t)$ with $Sim_t = \cup_{n=0}^{\infty} Sim^n_t$ (which was denoted $\mathcal{P}^0$
above), where Sim\(_t^n\) is as usual the simplex (1.14). Let \( g^V_0 = G^\text{free}_t \) (see (3.9)) and let

\[
g^V_n(s_1, ..., s_n) = \int_{\mathbb{R}^n} \Phi_\epsilon(q^{s_1\ldots s_n}) \, d\eta_1 ... d\eta_n
\]

for \( n = 1, 2, ..., \) where \( \Phi_\epsilon \) and \( q^{s_1\ldots s_n} \) are given by (3.3) and (3.1). Considering the series of functions \( \{ g^V_n \} \) as a single function \( g^V \) on Sim\(_t\) we shall rewrite the r.h.s. of (3.5) in the following concise notation:

\[
\int_{Sim_t} g^V(s) \, ds = \sum_{n=0}^{\infty} \int_{Sim_t^n} g^V_n(s_1, ..., s_n) \, ds_1 ... ds_n.
\] (6.2)

Now, the Wiener chaos decomposition theorem states (see e.g. [Mey]) that, if \( dW_{s_1} ... dW_{s_n} \) denotes the \( n \)-dimensional stochastic Wiener differential, then to each \( f = \{ f_n \} \in L^2(Sim_t) \) there corresponds an element \( \phi_f \in L^2(\Omega_t) \), where \( \Omega_t \) is the Wiener space of continuous real functions on [0, \( t \)], given by the formula

\[
\phi_f(W) = \sum_{n=0}^{\infty} \int_{Sim_t^n} f_n(s_1, ..., s_n) \, dW_{s_1} ... dW_{s_n},
\] (6.3)

or in concise notations

\[
\phi_f(W) = \int_{Sim_t} f(s) \, dW_s.
\]

Moreover the mapping \( f \mapsto \phi_f \) is an isometric isomorphism, i.e.

\[
E_W(\phi_f(W)\tilde{\phi}_g(W)) = \int_{Sim_t} f(s)\tilde{g}(s) \, ds,
\] (6.4)

where \( E_W \) denotes the expectation with respect to the standard Wiener process. One easily sees that under the assumptions of Theorem 3.1 the function \( g^V \) belongs not only to \( L^1(Sim_t) \) (as shown in the proof of Theorem 3.1) but also to \( L^2(Sim_t) \). Therefore, the function \( \phi_{g^V} \) is well defined. Since (see e.g. again [Mey])

\[
\int_{Sim_t} dW_s = e^{W(t)-t/2},
\]
formula (6.4) implies the following result.

**Proposition 6.2.** Under the assumptions of Theorem 3.1 the Green function (3.5) can be written in the form

\[ G_\varepsilon(t, x, x_0) = E_W(\phi_{g^V} \exp\{W(t) - t/2\}) \]

where \( E_W \) denotes the expectation with respect to the standard Wiener process.

It is not difficult to see that in order to similarly rewrite formula (4.4) in terms of the Wiener integral one needs a stronger assumption on the measure \( V \) than in Proposition 4.2: namely, one needs to assume that \( \text{dim}(V) > d - 1 \). For general \( V \) from Propositions 4.1 or 4.2, the corresponding function \( g^V \) may well belong to \( L^1(Sim_t) \), but not to \( L^2(Sim_t) \). In that case, formula (6.5) should be modified. Consider, for example the case of one-dimensional heat or Schrödinger equation with point interactions. Namely, consider the (formal) complex diffusion equation

\[ \frac{\partial \psi}{\partial t} = G(\Delta/2) - \sum_{j=1}^{m} a_j \delta_{x_j}(x) \psi, \quad x \in \mathcal{R}, \]

where \( a_1, \ldots, a_m \) are positive real numbers, \( x_1, \ldots, x_m \) are some points on the real line, and \( G \) is a complex number with a non-negative real part. This is an equation of the type considered in Section 9.4. The path integral representation for its heat kernel from Proposition 4.1 can be written in the form

\[ \psi^\delta_G(t, x, x_0) = \sum_{n=0}^{\infty} \int_{Sim_t^n} g^n(s_1, \ldots, s_n) ds_1 \ldots ds_n = \int_{Sim_t} g^\delta(s) ds, \]

where

\[ g^\delta_0 = \frac{1}{\sqrt{2\pi t}} \exp\{-\frac{(x-x_0)^2}{2t}\} \]

and

\[ g^n(s_1, \ldots, s_n) = \prod_{k=1}^{n+1} \frac{1}{\sqrt{2\pi(s_k - s_{k-1})}} \sum_{j_1=1}^{m} \ldots \sum_{j_n=1}^{m} \]
for \( n \geq 1 \), where it is assumed that \( s_0 = 0 \) and \( s_{n+1} = t \).

Formula (6.7) has a clear probabilistic interpretation in the spirit of Proposition 6.1: it is an expectation with respect to the measure of the standard Poisson process of jump-times \( s_1, \ldots, s_n \), of the sum of the exponentials of the classical actions \((2G)^{-1} \int g^2(s) \, ds\) of all (essential) paths joining \( x_0 \) and \( x \) in time \( t \) each taken with a weight which corresponds to the weights of singularities \( x_j \) of the potential. On the other hand, since the function \( g^\delta \) from (6.7) is not an element of \( L^2(Sim_t) \), but only of \( L^1(Sim_t) \), formula (6.5) does not hold.

One way to rewrite (6.7) in terms of an integral over the Wiener measure is by factorising \( g^\delta \) in a product of two functions from \( L^2(Sim_t) \). For example, in the case of the heat equation, i.e. when \( G = 1 \) in (6.6), the function \( g^\delta \) is positive, which implies the following statement.

**Proposition 6.3.** The Green function of equation (6.6) with \( G = 1 \) can be written in the form

\[
\psi^\delta_G(t, x, x_0) = EW\left( \int_{Sim_t} g^\delta(s) \, dW_s \right)^2.
\]

It is also possible to write a regularised version of (6.5). Namely, let \( g^\delta,\alpha \) with \( \alpha < 2 \) is defined by (6.8),(6.9) where instead of the multipliers \( \sqrt{t} \) and \( \sqrt{s_j - s_{j-1}} \) one plugs in the multipliers \( t^\alpha \) and \( (s_j - s_{j-1})^\alpha \) respectively. If \( \alpha \in (0, 1/2) \), the corresponding \( g^\delta,\alpha \) belongs to \( L^2(Sim_t) \) and therefore \( \phi_{g^\delta,\alpha} \) is well defined and belongs to \( L^2(W) \). This implies the following result.

**Proposition 6.4.** The Green function \( \psi^\delta \) of equation (6.6) has the form:

\[
\psi^\delta_G(t, x, x_0) = \lim_{\alpha \to 1/2} EW\left( \exp\{W(t) - t/2\} \int_{Sim_t} g^{\delta,\alpha}(s) \, dW_s \right).
\]

Similar representations in terms of Poisson or Wiener processes can be given for the path integral over the path space \( CPL \) from
Section 9.5. Let us notice also that Theorem 3.1 and Propositions 6.1, 6.2 can be easily modified to include the case of the Schrödinger equation for a quantum particle in a magnetic field with a bounded vector-potential.

APPENDICES

A. Main equation of the theory of continuous quantum measurements

For the author, the main impetus to the development of the complex stochastic method WKB as presented in Chapter 7 was the recent appearance of the complex stochastic versions of the Schrödinger equation in the theory of continuous quantum measurements and, even more generally, in the theory of open quantum systems. In the general form, the aposterior Schrödinger equation describing the evolution of the state of a quantum system subject to non-direct (but non-demolition) continuous observation of diffusion or counting type was obtained by V.P. Belavkin in [Be1], [Be2]. A simplest particular case corresponding to the continuous observation of a free quantum particle was obtained simultaneously by L. Diosi [Di]. Different approaches and points of view on this equation can be found e.g. in [BHH]. Since this fundamental equation is not till now presented in a monographic literature, we present here a simple self-contained physical deduction of this equation for the case of the continuous observations of diffusion type following [K9], [AKS2]. Mathematical properties of the solutions of this equation are discussed in Sect. 1.4, and Chapter 7.

Consider the continuous measurement of the position of a one-dimensional quantum particle described by the standard Hamiltonian \( H = V(x) - \Delta/2 \). The Postulates 1,2 given below are largely used in the literature on quantum continuous measurement (see e.g. [Di] and references therein).

Let a measurement at a time \( t \) of the position of the particle yields a certain value \( q \).

**Postulate 1. Non-ideal measurement principle.** After such a measurement, the wave function \( \psi_t(x) \) transforms into a new function which up to normalisation has the form

\[
\psi_t(x) \exp\{-\alpha(x - q)^2\}, \quad (A1)
\]
where the coefficient $\alpha$ characterises the accuracy of the measurement.

This postulate can be deduced from a unitary evolution combined with the standard von Neumann (ideal) measurement postulate. Namely, let us measure the position $x$ of our particle $X$ indirectly by reading out (sharp and direct) the value of "analogous" physical variable $y$ of a measuring apparatus $Y$ (the position of a quantum meter), which is directly connected with (or directly influenced by) the considered quantum system $X$. More precisely, we consider the state of the quantum meter to be described by vectors in a Hilbert space $L_2(\mathbb{R})$, and the direct influence of $X$ on $Y$ means that the unitary evolution of the compound system in $L_2(\mathbb{R}) \otimes L_2(\mathbb{R}) = L_2(\mathbb{R}^2)$ (the interaction between the quantum particle and the quantum meter in the process of measurement) reduces to the shift of $y$ by the value of $x$, i.e. it is described by the law $f(x,y) \mapsto f(x,y-x)$. Furthermore, we suppose that we can always prepare a fixed initial state of the quantum meter, say a Gaussian one, $\Phi^\alpha(y) = (2\alpha/\pi)^{1/4} \exp\{-\alpha y^2\}$. Thus the process of measurement is described in the following way. We have a state $\phi$ of our quantum particle and prepare an initial state $\Phi^\alpha$ of the quantum meter $Y$. Then we switch on the interaction and get as a result the function $\phi(x)\Phi^\alpha(y-x)$ in $L_2(\mathbb{R}^2)$. At last we read out (directly and sharp) the value of the second variable, say $y = q$, which gives us (due to the standard von Neumann reduction postulate) the state (A1) of the considered system $X$.

Since the square of the magnitude of the state function $\phi(x)\Phi^\alpha(y-x)$ defines the density of the joint distribution of $x$ and $y = q$, the probability density of the measured value $q$ is equal to

$$P^q(z) = \sqrt{\frac{2\alpha}{\pi}} \int \phi^2(x) \exp\{-2\alpha(z-x)^2\} \, dx.$$ 

Now we fix a time $t$ and make non-ideal measurements of the position of the quantum particle at moments $t_k = k\delta$, where $\delta = t/n$, $n \in \mathbb{N}$.

**Postulate 2.** Continuous limit of discrete observations. As $n \to \infty$, the accuracy of each measurement will be proportional to the time between successive measurements, i.e. $\alpha = \delta \lambda$, where the constant $\lambda$ reflects the properties of the measuring apparatus.
Supposing that between measurements the evolution of the quantum system is described by the law of free Hamiltonian, one concludes that after \( n \) measurements the resulting wave function will have the form

\[
\psi^n_t = \prod_{j=1}^n \left( \exp\{-\delta \lambda (x - q_j)^2\} \exp\{-i\delta H\} \right) \psi_0,
\]

where \( \psi_0 \) is the initial state. Applying (at least formally) the Trotter formula

\[
\exp\{A + B\} = \lim_{n \to \infty} (\exp\{A/n\} \exp\{B/n\})^n
\]

for noncommuting operators \( A, B \) (more precisely, its non-homogeneous version) one sees that \( \psi^n_t, n \to \infty \), tends to the solution of the equation

\[
\dot{\psi} = -(i\dot{H} + \lambda (x - q(t))^2)\psi,
\]

where \( q(t) \) is the function taking values \( q_j \) at times \( t_j \). This is the Schrödinger equation with the complex (and time depending) potential \( V(x) - i\lambda (x - q(t))^2 \). Therefore, one can write its solution \( \psi(t, x) \) in terms of the heuristic path integral

\[
\int \psi_0(y) \, dy \int D\xi \exp \left\{ i \int_0^t \left( \frac{\dot{\xi}(\tau)^2}{2} - V(\xi(\tau)) + i\lambda |q(\tau) - \xi(\tau)|^2 \right) \, d\tau \right\},
\]

where the integral being taken over the set of all continuous paths \( \xi(t) \) joining \( y \) and \( x \) in time \( t \). This formula was proposed by Menski [Me] in 1979 for the case of quantum oscillator. As we shall see further, the "curve" \( q(t) \) is very singular, and thus not only formal measure but already the expression \( q(t)^2 \) under the integral in (A4) is not well defined.

To make everything correct, let us first modify equation (A3). Observing that the term \( \lambda q(t)^2 \psi \) on the r.h.s. can be dropped, because the solutions of the equation with and without this term are proportional and this difference is irrelevant for the purposes of quantum mechanics (where we are interested only in normalised states), one gets the equation

\[
\dot{\psi} + (i\dot{H} + \lambda x^2) \psi = 2\lambda x q(t)\psi.
\]

(A5)
Introducing the function $Q(t) = \int_0^t q(\tau) d\tau$, one can rewrite (A5) in equivalent differential form

$$d\psi + (iH + \lambda x^2) \psi \, dt = 2\lambda \psi \, dS Q(t), \quad (A6)$$

where $dS$ stands for the Stratonovich differential, which for smooth functions is just standard differential and for stochastic processes that will appear now it gives the limit of the differentials of their smooth approximations. Equation (A6) is formally the Belavkin aposterior linear equation in the Stratonovich form. But Belavkin’s result states more, namely, the statistical properties of the trajectories of $Q$, which imply, in particular, that the function $q(t)$ in (A6) is a rather singular object that almost surely makes sense only as a distribution and not as a continuous curve. In order to see this singularity, notice that due to (A2), if the state function of our quantum particle $X$ was $\psi(\tau, x)$ at the instant $\tau$ (in fact, $\tau = t_k$ for some $k$), then the expectation of the value $q$ at the instant $\tau + \delta$ is given by the formula

$$E_{q_{\tau+\delta}} = \int z P_{\lambda \delta}(z) \, dz = \sqrt{\frac{2\lambda \delta}{\pi}} \int z \psi^2(\tau, x) \exp\{-2\lambda t(x-z)^2\} \, dx \, dz$$

and is equal to the mean value $\langle x \rangle_\tau$ of the position of the particle in the state $\psi(\tau, x)$. By similar calculations, one proves the dispersion of this random variable $E((q_{\tau+\delta} - E_{q_{\tau+\delta}})^2)$ to be of the form $(4\lambda \delta)^{-1}(1 + O(\delta))$ (at least for wave functions $\phi(\tau, x)$ with a finite second moment with respect to the corresponding probability distribution). Thus the random variable $q_{\tau+\delta} - \langle x \rangle_\tau$ has vanishing expectation and a dispersion (or the second moment) of the order $(4\lambda \delta)^{-1}$. Therefore, one can not consider $q(t)$ as a continuous curve. This object is very singular. The simplest model for the process of errors in the continuous observation (and also the most natural and commonly used in the classical stochastic theory of measurement) is the white noise $\tilde{W}$, which can be defined as a formal derivative of the standard Wiener process $W(t)$. Taking into account that $(4\lambda \delta)^{-1}$ is the dispersion of the random value $(2\sqrt{\lambda \delta})^{-1}W(\delta)$, one arrives at the following

**Postulate 3.** *White noise model of errors.* The difference between $q_{t+\delta}$ and $\langle x \rangle_t$ is approximately equal to $(2\sqrt{\lambda \delta})^{-1}W(\delta)$
for small $\delta$, or more precisely, for the process $Q(t) = \int_0^t q(\tau) \, d\tau$, one has

$$dQ(t) = \langle x \rangle_t \, dt + \frac{1}{2\sqrt{\lambda}} \, dW(t). \quad (A7)$$

Rewriting (A6) in terms of the Ito differential of the process $B(t) = 2\sqrt{\lambda} Q(t)$ (Ito’s differential $d\mathfrak{B}$ is connected with the Stratonovich differential $dS\mathfrak{B}$ by the formula $\psi dS\mathfrak{B} = \psi dB + d\psi dB/2$) one gets the Belavkin posterior linear equation [Be2]:

$$d\psi + \left( \frac{1}{2i} \Delta + iV(x) + \frac{\lambda}{2} x^2 \right) \psi \, dt = \sqrt{\lambda} x \psi \, dB(t). \quad (A8)$$

Application of Ito’s formula yields for the normalised state $\phi = \psi/\|\psi\|$ a nonlinear posterior Schrödinger equation, which written in terms of the white noise $W$ has the form

$$d\phi + \left( \frac{1}{2i} \Delta + iV(x) + \frac{\lambda}{2} (x - \langle x \rangle_\phi)^2 \right) \phi \, dt = \sqrt{\lambda} (x - \langle x \rangle_\phi) \phi \, dB(t), \quad (A9)$$

where $\langle x \rangle_\phi$ denotes the mean position in the state $\phi$. This equation was written first in 1988 by Belavkin [Be1] in an essentially more general form and by Diosi [Di] for the case of vanishing potential $V$. The corresponding equations for the mean position and momentum in the case of quantum oscillator had appeared in [Be3].

Notice that if the state vector evolves in time according to equation (A9), then for the expectation (with respect to the Wiener measure of the process $W$) of the corresponding density matrix $\rho = E(\phi \otimes \phi)$, one gets directly (using Ito’s formula) the equation

$$\dot{\rho} = -i[H, \rho] - \frac{\lambda}{2} [R, [R, \rho]], \quad (A10)$$

which is the famous master equation.

**B. Asymptotics of Laplace integrals with complex phase**

Here we present the estimates of the remainder in the asymptotic formula for the Laplace integrals with complex phase, i.e. for the integral

$$I(h) = \int_\Omega f(x) \exp\{-S(x)/h\} \, dx, \quad (B1)$$
where $\Omega$ is any closed subset of the Euclidean space $\mathbb{R}^d$, the amplitude $f$ and the phase $S$ are continuous complex-valued functions on $\Omega$ and $h \in (0, h_0]$ with some positive $h_0$.

To begin with, let us recall two trivial estimates. First, if $\inf_{\Omega} \{S(x)\} \geq M$, then obviously

$$I(h) \leq \exp\{-M/h\} \exp\{M/h_0\} \tilde{I}(h_0), \quad (B2)$$

where

$$\tilde{I}(h) = \int_{\Omega} |f(x)| \exp\{-Re S(x)/h\} \, dx.$$

Next, let $Re S(x)$ be a convex twice differentiable function with $Re S''(x) \geq \lambda$ for all $x$ and some positive matrix $\Lambda$, and let $M$ be the global minimum of $S$ in $\mathbb{R}^d$, then

$$I(h) \leq \exp\{-M/h\} (2\pi h)^{d/2} (\det \Lambda)^{-1/2} \sup |f(x)|. \quad (B3)$$

This formula follows from the estimate $Re S(x) \geq M + (\lambda x, x)/2$ and the integration of a Gaussian function.

Let us make now the following assumptions:

1. Integral (B1) is absolutely convergent for $h = h_0$, i.e. $\tilde{I}(h_0) < \infty$;
2. $S(x)$ is thrice continuously differentiable;
3. $\Omega$ contains a neighbourhood of the origin, $Re S(x) > 0$ for $x \neq 0$ and $S(0) = 0$;
4. $S'(0) = 0$ and $Re S''(0)$ is strictly positive;
5. $\lim \inf_{x \to \infty, x \in \Omega} Re S(x) > 0$.

The existence of the asymptotic expansion as $h \to 0$ of integral (B1) for infinitely smooth functions $f$ and $S$ under assumptions (1)-(5) and the (very complicated) recurrent formulas for its coefficients are well known (see e.g. [Fed1]). We are going to present here only the principle term of this expansion but with an explicit estimate for the remainder depending on the finite number of the derivatives of $f$ and $S$. For real $f$ and $S$ this estimate is an improved and simplified version of the estimate given in [DKM1] and [K10].

Assumptions (3)-(5) imply the existence of a positive $r$ such that

$$\inf \{Re S(x) : x \in \Omega \setminus B_r\} = \min \{Re S(x) : x \in \partial B_r\},$$
(7) \( \text{Re}\, S''(x) \geq \Lambda \) for all \( x \in B_r \) and some positive real \( \Lambda \).

Let

\[
U(h) = \{ x : (\text{Re}\, S''(0)x, x) \leq h^{2/3} \}.
\]

Reducing if necessarily \( h_0 \) one can ensure that

(8) \( U(h_0) \subset B_r \),

which implies in particular, due to (6),(7), that

\[
\inf \{ \text{Re} \, S(x) : x \in \Omega \setminus U(h) \} = \min \{ \text{Re} \, S(x) : x \in \partial U(h) \}. \quad (B4)
\]

**Remark.** Assumption (8) (which is our only assumption of ”smallness” of \( h \)) will be used further only for brevity. Without this assumption all formulas are essentially the same, which one proves using the neighbourhood \( U(h) \cap B_r \) instead of \( U(h) \) everywhere in the arguments.

By \( \lambda \) we denote the minimal eigenvalue of the matrix \( \text{Re}\, S''(0) \). Furthermore, \( F_j \) and \( S_j \) denote the maximum in \( B_r \) of the norms of the \( j \)-th order derivatives (whenever they exist) of \( f \) and \( S \) respectively. At last, let

\[
A = \frac{1}{6} S_3 \lambda^{-3/2}, \quad D_R = \det \text{Re}\, S''(0), \quad D = \det S''(0).
\]

**Proposition B1.** Under assumptions (1)-(8)

\[
|I(h)| \leq F_0 e^A \left[ (2\pi h)^{d/2} D_R^{-1/2} + (2\pi h_0/\Lambda)^{d/2} \exp \left\{ -\frac{1}{2} \left( h^{-1/3} - h_0^{-1/3} \right) \right\} \right]
\]

\[
+ \exp \left\{ -\frac{r^2 \Lambda}{2h} \right\} \exp \left\{ \frac{r^2 \Lambda}{2h_0} \right\} I(h_0). \quad (B5)
\]

**Proof.** From (2)-(4) it follows that in \( U(h) \)

\[
S(x) = \frac{1}{2} (S''(0)x, x) - \sigma(x), \quad (B6)
\]

where

\[
|\sigma(x)| \leq \frac{1}{6} S_3 |x|^3. \quad (B7)
\]
Since obviously the ellipsoid $U(h)$ belongs to the ball of the radius $\lambda^{-1/2}h^{1/3}$ (centred at the origin), (B7) implies

$$|\sigma(x)| \leq \frac{1}{6} S_3 \lambda^{-3/2} h = Ah. \quad (B8)$$

Let us now split the integral $I(h)$ in the sum $I(h) = I'(h) + I''(h) + I'''(h)$ of the integrals over the domains $U(h), B_r \setminus U(h),$ and $\Omega \setminus B_r,$ respectively. Due to (B4),(B6),(B8), $\Re S(x) \geq \frac{1}{2} h^{2/3} - Ah$ outside $U(h),$ and using (B2),(B3) one gets the estimate

$$|I''(h)| \leq \exp\{-\frac{1}{2} h^{-1/3}\} \exp\{A + \frac{1}{2} h_0^{-1/3}\} F_0(2\pi h_0/\Lambda)^{d/2}. \quad (B9)$$

Due to (6),(7), $\Re S(x) \geq \Lambda r^2/2$ outside $B_r,$ and again using (B2) one gets

$$I'''(h) \leq \exp\{-\frac{r^2 \Lambda}{2h}\} \exp\{\frac{r^2 \Lambda}{2h_0}\} \tilde{I}(h_0). \quad (B10)$$

On the other hand,

$$|I'(h)| \leq F_0 e^A \int_{U(h)} \exp\{-\frac{1}{2h} (\Re S''(0)x, x)\} \, dx \leq F_0 e^A (2\pi h)^{d/2} D_R^{-1/2}.$$  

The last three inequalities complete the proof.

**Proposition B2.** Let the assumptions of Proposition B1 hold and moreover, the function $f$ (resp. $S$) is two times (respectively four times) continuously differentiable. Then

$$I(h) = (2\pi h)^{d/2} (f(0) D^{-1/2} + h(D_R^{-1/2} \delta_1(h) + \Lambda^{-d/2} \delta_2(h)) + \delta_3(h), \quad (B11)$$

where

$$|\delta_1(h)| \leq C_1(d) (F_0 A^2 e^A + F_0 S_4 \lambda^{-2} + F_2(1 + A) \lambda^{-1} + F_1 S_3 \lambda^{-2}), \quad (B12)$$

$$|\delta_2(h)| \leq C_2(d, h_0) F_0 e^A, \quad |\delta_3(h)| \leq \exp\{-\frac{r^2 \Lambda}{2h}\} \exp\{\frac{r^2 \Lambda}{2h_0}\} \tilde{I}(h_0). \quad (B13)$$

with $C_1(d), C_2(d, h_0)$ being constants depending continuously on $d$ and on $d, h_0$ respectively (and which can be written explicitly, see the estimates in the proof below).
Proof. We use the notations introduced in the proof of Proposition B1. Let us present the integral \( I'(h) \) as the sum \( I_1(h) + I_2(h) \) with

\[
I_1(h) = \int_{U(h)} f(x) \exp\left\{ -\frac{1}{2h} (S''(0)x, x) \right\} \left( e^{\sigma/h} - 1 - \frac{\sigma}{h} \right) \, dx,
\]

\[
I_2(h) = \int_{U(h)} f(x) \exp\left\{ -\frac{1}{2h} (S''(0)x, x) \right\} \left( 1 + \frac{\sigma}{h} \right) \, dx. \tag{B14}
\]

Due to (B7), (B8),

\[
|e^{\sigma/h} - 1 - \frac{\sigma}{h}| \leq \frac{1}{2} (|\sigma|/h)^2 e^{\sigma/h} \leq \frac{1}{2h^2} (S_3/6)^2 |x|^6 e^A \leq \frac{e^A S_3^2}{72 h^2 \lambda^3} (Re S''(0)x, x)^3
\]

in \( U(h) \). Hence

\[
|I_1(h)| \leq \frac{e^A S_3^2}{72 h^2 \lambda^3} F_0 \int_{\mathbb{R}^d} (Re S''(0)x, x)^3 \exp\left\{ -\frac{1}{2h} (Re S''(0)x, x) \right\} \, dx
\]

\[
= \frac{e^A S_3^2}{9 \lambda^3} F_0 (2\pi)^{d/2} \frac{\Gamma(3 + d/2)}{\Gamma(d/2)} h D_R^{-1/2},
\]

since

\[
\int_{\mathbb{R}^d} |y|^k e^{-|y|^2/2} \, dy = (2\pi)^{d/2} 2^{k/2} \frac{\Gamma((k + d)/2)}{\Gamma(d/2)}.
\]

To evaluate \( I_2(h) \) we first take the two terms of the Taylor expansion of \( \sigma(x) \) presenting \( I_2(h) \) as the sum \( J_1 + \Delta_1 \) with

\[
J_1 = \int_{U(h)} f(x) \exp\left\{ -\frac{1}{2h} (S''(0)x, x) \right\} \left( 1 + \frac{1}{6h} (S^{(3)}(0))(x, x, x) \right) \, dx,
\]

\[
|\Delta_1| \leq \frac{F_0 S_4}{4! h} \int_{U(h)} |x|^4 \exp\left\{ -\frac{1}{2h} (Re S''(0)x, x) \right\}
\]

\[
\leq \frac{F_0 S_4}{6 \lambda^2} \frac{\Gamma(2 + d/2)}{\Gamma(d/2)} (2\pi)^{d/2} D_R^{-1/2} h.
\]

Taking three terms of the Taylor expansion of \( f(x) \) we write further

\[
J_1 = J_2 + \Delta_2 \text{ with}
\]

\[
J_2 = \int_{U(h)} \left( f(0) + f'(0)x \right) \left( 1 + \frac{1}{6h} (S^{(3)}(0))(x, x, x) \right) \exp\left\{ -\frac{1}{2h} (S''(0)x, x) \right\}
\]
\begin{align*}
|\Delta_2| & \leq \frac{1}{2} F_2(1 + A) \int_{U(h)} |x|^2 \exp\{-\frac{1}{2h} (Re S''(0)x, x)\} \\
& \leq \frac{F_2(1 + A) \Gamma(1 + d/2)}{\lambda} \frac{2\pi h^{d/2} D_R^{-1/2}}{\Gamma(d/2)}.
\end{align*}

It remains to calculate the integral \( J_2 \). Since
\[ \int_{U(h)} g(x) \exp\{-\frac{1}{2h} (S''(0)x, x)\} \, dx = 0 \]
for any polylinear form \( g(x) \) of an odd order, one can write \( J_2 = J_3 + \Delta_3 \) with
\[ J_3 = \int_{U(h)} f(0) \exp\{-\frac{1}{2h} (S''(0)x, x)\} \, dx, \]
\[ |\Delta_3| \leq I_2(h) = \frac{F_1 S_3}{6h} \int_{U(h)} |x|^4 \exp\{-\frac{1}{2h} (Re S''(0)x, x)\} \, dx \]
\[ \leq \frac{2F_1 S_3}{3\lambda^2} \frac{\Gamma(2 + d/2)}{\Gamma(d/2)}. \]

Now present the integral \( J_3 \) as the difference \( J_4 - \Delta_4 \) of the integrals over the whole space \( \mathcal{R}^d \) and over \( \mathcal{R}^d \setminus U(h) \). The first integral \( J_4 \) can be calculated explicitly and is equal to the principle term
\[ J_4 = (2\pi h)^{d/2} f(0) D^{-1/2} \]
of the asymptotic expansion (B11). The second integral can be estimated in the same way as \( I''(h) \) above:
\[ |\Delta_4| \leq |f(0)| \int_{\mathcal{R}^d \setminus U(h)} \exp\{-\frac{1}{2h} (Re S''(0)x, x)\} \, dx \]
\[ \leq |f(x_0)| \exp\{-\frac{1}{2} h^{-1/3}\} \exp\{\frac{1}{2} h_0^{-1/3}\}(2\pi h_0)^{d/2} D_R^{-1/2}. \quad (B16) \]

Estimates for \( I_1(h), \Delta_1, \Delta_2, \Delta_3 \) contribute to \( \delta_1(h) \) in (B11); estimates (B9), (B16) contribute to \( \delta_2(h) \), where \( C_2(d, h) \) is chosen in such a way that
\[ 2(2\pi h_0)^{d/2} \exp\{-\frac{1}{2} (h^{-1/3} - h_0^{-1/3})\} \leq C_2(d, h_0)(2\pi h)^{d/2} h, \]
and estimate (B10) contributes to $\delta_3(h)$. The Proposition is proved.

Let us give also for completeness a more rough estimate of the remainder, which can be useful when the values of $F_2$ and $S_4$ are not available.

**Proposition B3.** Let the assumptions of Proposition B1 hold and let $f$ be continuously differentiable. Then

$$I(h) = (2\pi h)^{d/2} \left( f(0) D^{-1/2} + \sqrt{h} D_{R}^{-1/2} \delta_1(h) + h \Lambda^{-d/2} \delta_2(h) \right) + \delta_3(h),$$

where $\delta_2(h), \delta_3(h)$ satisfy (B13) and

$$|\delta_1(h)| \leq C(F_0 S_3 e^{A \lambda^{-3/2}} + F_1 \lambda^{-1/2}).$$

**Proof.** It is the same as above but essentially simpler. One also presents $I'(h)$ as the sum $I_1(h) + I_2(h)$ but with

$$I_1(h) = \int_{U(h)} f(x) \exp \left\{ -\frac{1}{2h} (S''(0)x, x) \right\} (e^{\sigma/h} - 1) \, dx,$$

$$I_2(h) = \int_{U(h)} f(x) \exp \left\{ -\frac{1}{2h} (S''(0)x, x) \right\} \, dx$$

instead of (B14), (B15), and then makes similar estimates.

As we mentioned, there exist recursive formulas for calculating the coefficients of the whole asymptotic series in powers of $h$ for the integral $I(h)$. However, these formulas are too complicated (especially if the dimension is greater than one) to be of practical use in the most of situations one encounters. Nevertheless, the second term of the expansion begins to be vitally important, if the major term vanishes. We present now a relevant result (with the rough estimates to the remainder, similar to those given in Proposition B3).

**Proposition B4.** Let the assumptions of Proposition B2 hold, and moreover, let $f$ be thrice continuously differentiable and $f(0) = 0$. Then

$$I(h) = (2\pi h)^{d/2} \frac{h}{2} \left[ (T_1 - T_2) D^{-1/2} + \sqrt{h} (D_{r}^{-1/2} \delta_1(h) + \Lambda^{-d/2} \delta_2(h)) \right] + \delta_3(h),$$

(B17)
where $\delta_2(h), \delta_3(h)$ are the same as in Proposition B2 (only with different constants),
\[
|\delta_1(h)| \leq C_1(d, h_0) \left[ e^{A} A (1 + A) \lambda^{-1/2} F_1 + S_4 F_1 \lambda^{-5/2} + F_3 \lambda^{-3/2} + (1 + A) F_2 \lambda^{-1} \right], \tag{B18}
\]
and the coefficients of the main term are
\[
T_1 = \text{tr} \left( f''(0)(S''(0))^{-1} \right), \tag{B19}
\]
\[
T_2 = \left( f'(0) \otimes S'''(0), (S''(0))^{-1} \otimes (S''(0))^{-1} \right) = \left( \frac{\partial f}{\partial x_1}(0) \right) \left( \frac{\partial S}{\partial x_j \partial x_k \partial x_l}(0)(S''(0))^{-1} \right)_{ij} (S''(0))_{kl} \right], \tag{B20}
\]
Proof. Following the notations and the lines of the proof of Proposition B2, we are lead to the necessity to estimate the integrals $I_1(h)$ and $I_2(h)$ given by (B14), (B15). Noticing that under the assumptions of the Proposition $|f(x)| \leq F_1 |x|$ and estimating $I_1(h)$ by the same method as in Proposition B2 one obtains
\[
|I_1(h)| \leq \frac{e^{A} S_3^2}{12 h^2 \lambda^{7/2}} F_1 \int_{R^d} \left( \text{Re} S''(0)x, x \right)^{7/2} \exp\left\{ -\frac{1}{2h} \left( \text{Re} S''(0)x, x \right) \right\} \, dx
\]
\[
= \frac{e^{A} S_3^2}{9 \lambda^{7/2}} F_1 (2\pi h)^{d/2} 2^{1/2} \Gamma((7 + d)/2) \frac{1}{\Gamma(d/2)} h^{3/2} D_{R}^{-1/2}
\]
\[
= O(h^{3/2}) e^{A} A^2 \lambda^{-1/2} F_1 D_{R}^{-1/2} (2\pi h)^{d/2},
\]
which contributes to the first term in the expression for $\delta_1(h)$. Furthermore, similar to the proof of Proposition B2, we write $I_2(h) = J_1 + \Delta_1$ with the same $J_1$, but for $\Delta_1$ one obtains
\[
\Delta_1(h) = O(h^{3/2}) F_1 S_4 \lambda^{-5/2} (2\pi h)^{d/2} D_{R}^{-1/2},
\]
which contributes to the second term in (B18). Next, using for $f(x)$ the Taylor expansion till the third order, one presents $J_1$ as the sum $J_2 - J_3 + \Delta_2$ with
\[
J_2 = \int_{U(h)} \frac{1}{2} (f''(0)x, x) \exp\left\{ -\frac{1}{2h} (S''(0)x, x) \right\} \, dx,
\]
\[ J_3 = \int_{U(h)} \frac{1}{\delta_h} (f'(0), x)(S^{(3)}(0))(x, x, x) \exp \{-\frac{1}{2h} (S''(0)x, x)\} \, dx, \]

and the remainder

\[ \Delta_2 = \int_{U(h)} \left( \frac{1}{6} F_3|x|^3 + \frac{1}{12h} F_2 S_3|x|^5 \right) \exp \{-\frac{1}{2h} (Re S''(0)x, x)\} \, dx, \]

\[ = O(h^{3/2})(F_3 \lambda^{-3/2} + F_2 S_3 \lambda^{-5/2})(2\pi h)^{d/2} D_R^{-1/2}, \]

which contributes to the third and fourth terms of (B18). Notice now that if in the expressions for \( J_2 \) and \( J_3 \) one integrates over the whole space instead of over \( U(h) \), one will have the differences which are exponentially small in \( h \) and proportional to \( F_2 \lambda^{-1} D_R^{-1/2} \) and \( F_1 \lambda^{-2} S_3 D_R^{-1/2} \) respectively, and which can be therefore included in the first and the last terms in (B18) (with an appropriate \( C_1(d, h_0) \)). Hence, it remains to estimate the integral of form \( J_2, J_3 \) over the whole space, which after the change of the variable \( x \) to \( y = x/\sqrt{h} \) can be written in the form

\[ \tilde{J}_2 = \int_{d} h^{d/2} h^{1/2} (f''(0), y, y) \exp \{-\frac{1}{2} (S''(0)y, y)\} \, dy, \]

\[ \tilde{J}_3 = \int_{R} h^{d/2} h^{1/2} (f'(0), x)(S^{(3)}(0))(y, y, y) \exp \{-\frac{1}{2} (S''(0)y, y)\} \, dy. \]

The explicit calculation of these integrals, which can be carried out by changing the variable \( y \) to \( z = \sqrt{S''(0)y} \) (in the case of complex \( S''(0) \) one can justify this change by rotating the contour of integration in the complex space \( C^d \) and using the Cauchy theorem) yields the main terms in (B17).

Remark. Assuming the existence of five continuous derivatives of \( f \) and six continuous derivatives of \( S \) in Proposition B4 one can get the remainder of the order \( O(h) \) (and not \( O(\sqrt{h}) \)) in (B17), the corresponding calculations however becoming much heavier.

In this book we encounter also the Laplace integrals in the case when the phase has its minimum on the boundary of the domain of integration. As before, the general recursive formulas for the asymptotic expansions of such integrals are well known (see e.g. [Fed1],[Mu]). But we are interested here only in a simple case which
is enough for our purposes, namely in the case of linear phase. For this case we are going to present now explicit formulas for the main terms and the estimates of the remainder.

Let us start the discussion with the trivial case of one-dimensional integral. If $f(x)$ is a continuously differentiable function on the interval $[a, b]$, and $c > 0$, then for any $\delta \in (0, b - a)$,

$$
\int_{a}^{b} e^{-cx} f(x) \, dx = \int_{a}^{a+\delta} e^{-cx} (f(a) + f'(a+\theta(x)\delta)(x-a)) \, dx + \int_{a+\delta}^{b} e^{-cx} f(x) \, dx
$$

with some $\theta(x) \in [0, 1]$, and therefore

$$
\int_{a}^{b} e^{-cx} f(x) \, dx = c^{-1} e^{-ca} (f(a) + c^{-1}\delta_1) + 2\delta_0 c^{-1} e^{-c(a+\delta)}, (B21)
$$

where $|\delta_0|$ does not exceed the maximal magnitude of $f$ on $[a, b]$ and $|\delta_1|$ does not exceed the maximal magnitude of $f'$ on $[a, a+\delta]$.

Now let $M$ be a convex compact set in $\mathbb{R}^d$ with a smooth (thrice continuously differentiable) boundary $\partial M$ having positive Gaussian curvature $\Gamma(x)$ at any point $x \in \partial M$. Notice that since $\partial M$ is compact, it follows that all main curvatures do not approach zero on $\partial M$. Consider the integral

$$
I(\bar{p}) = \int_{M} \exp\{-\frac{1}{h}(\bar{p}, x)\} f(x) \, dx, \quad (B22)
$$

where $\bar{p}$ is a unit vector, $h > 0$. Let $x_0$ be a point, where the phase $(\bar{p}, x)$ takes its minimal value $(\bar{p}, x_0)$. Clearly (for instance, from the Lagrange principle) $x_0$ is uniquely defined and $\bar{p}$ is the unit vector of the inner normal to $\partial M$ at $x_0$. As before we denote by $F_j$ the maximum of the norms of the derivative $f^{(j)}$ in a neighbourhood of $x_0$.

**Proposition B5.** (i) Generally one has

$$
I(\bar{p}) = (2\pi)^{(d-1)/2} h^{(d+1)/2} \Gamma(x_0)^{-1/2} \exp\{-\frac{1}{h}(\bar{p}, x_0)\} [f(x_0) + O(h)(F_0 + F_1 + F_2)]
$$

$$
+ O(\max_M |f(x)|) \exp\{-\frac{1}{h}(\bar{p}, x_0) + \delta\}, \quad (B23)
$$
where \( \delta \) is some positive number and \( O(h) \) is uniform with respect to \( \bar{p} \).

(ii) If \( f(x_0) = f'(x_0) = 0 \), then

\[
I(\bar{p}) = (2\pi)^{(d-1)/2}h^{(d+1)/2} \Gamma(x_0)^{-1/2} \frac{h}{2} \exp\left\{-\frac{1}{h}(\bar{p}, x_0)\right\} \text{tr} (\bar{f}''(x_0) \Phi^{-1}(x_0))
\]

\[+ O(\sqrt{h}(F_0 + F_1 + F_2 + F_3)) + O(\max M f(x)) \exp\left\{-\frac{1}{h}[(\bar{p}, x_0) + \delta]\right\}, \tag{B24}\]

where \( \Phi(x_0) \) is the matrix of the second form of \( \partial M \) at \( x_0 \) and \( \bar{f} \) is the function \( f \) restricted to the tangent space to \( \partial M \) at \( x_0 \) (or to the boundary \( \partial M \) itself, which gives the same result, since \( x_0 \) is suppose to be a critical point of \( f \)).

Proof. Consider an orthonormal system of coordinates \( y = (y_1, ..., y_{d-1}, y_d) \) in \( \mathbb{R}^d \) such that \( x_0 \) is the origin and \( \bar{p} \) has coordinates \((0, ..., 0, 1)\). Then \( \partial M \) around \( x_0 \) can be described by the equation \( y_d = \phi(y') \), \( y' = (y_1, ..., y_{d-1}) \) with some smooth function \( \phi \). Consequently, for any \( \delta > 0 \), one has that up to an exponentially small term

\[
I(\bar{p}) = \exp\left\{-\frac{1}{h}(\bar{p}, x_0)\right\} \int_{|y_d| \leq \delta} \exp\left\{-\frac{y_d}{h}\right\} f(y) dy
\]

\[= \exp\left\{-\frac{1}{h}(\bar{p}, x_0)\right\} \int_{U} g(y') dy', \]

where

\[g(y') = \int_{\phi(y')}^\delta \exp\left\{-\frac{y_d}{h}\right\} f(y', y_d) dy_d,
\]

and \( U \) is a neighbourhood of the origin in \( \mathbb{R}^d \) such that \( \delta > \phi(y') \) for \( y' \in U \). Consequently, due to (B21), up to an exponentially small term

\[
I(\bar{p}) = \exp\left\{-\frac{1}{h}(\bar{p}, x_0)\right\} \exp\left\{-\frac{\phi(y')}{h}\right\} (f(y', \phi(y')) + hO(F_1)) dy'. \tag{B25}
\]

From the definition of \( \phi(y') \) it follows that the matrix of its second derivatives \( \phi''(0) \) at the origin is just the matrix \( \Phi(x_0) \) of the second
main form of the hypersurface \( \partial M \) at \( x_0 \) (in coordinate \( y \)), the
eigenvalues of this matrix are the main curvatures of \( \partial M \) at \( x_0 \),
and \( \Gamma(x_0) = \det \phi''(0) \) is the Gaussian curvature. Consequently,
applying Proposition B2 to integral (B25) yields (B23). It remains
to notice that under condition of statement (ii), one can also write
\( O(|y'|)F_2 \) instead of \( O(F_1) \) in (B25), and consequently, applying
Proposition B4 to integral (B25) yields (B24).

Sometimes one encounters the integrals depending on a small
parameter \( h \) in a more complicated way than in (B1). Let us for-
mulate one result on such situation, where the asymptotics and its
justification can be obtained by direct generalisation of the argu-
ments of Propositions B1-B4. Let \( h \in (0,h_0] \) as usual, and let

\[
I(h) = \int_\Omega \exp\left\{-\frac{1}{h}S(x,h)\right\} dx. \quad (B26)
\]

Generalising the assumptions of Propositions B1,B2 suppose that
(i) \( I(h) \) is absolutely convergent for \( h = h_0 \);
(ii) the function \( S \) is four times differential in \( x \) and \( h \);
(iii) for any \( h \in (0,h_0] \) there exists a unique point \( x(h) \in \Omega \)
such that \( S(x(h),h) = 0, S'(x(h),h) = 0, \) and \( \text{Re}S''(x(h),h) > 0, \)
where by primes we denote the derivatives with respect to \( x \);
(iv) \( \text{Re}S(x,h) > 0 \) whenever \( x \neq x(h), \) \( \liminf_{x \to \infty} \text{Re}S(x,h) > 0, \) and the set of the internal points of \( \Omega \) contains the closure of the set of all \( x(h), \) \( h \leq h_0; \)
(v) there exists \( r \) such that \( \inf\{\text{Re}S(x,h) : x \in \Omega \setminus B_r\} = \min\{\text{Re}S(x,h) : x \in \partial B_r\}; \)
(vi) there exists \( \Lambda > 0 \) such that \( \text{Re}S''(x(h),h) > \Lambda \) for all
\( x \in B_r \) and all \( h; \)
(vii) \( U(h_0) \subset B_r, \) where

\[
U(h) = \{x : (\text{Re}S''(x(h),h)(x - x(h)), x - x(h)) \leq h^{2/3}\}. 
\]

Let \( \lambda(h) \) denote the minimal eigenvalue of \( \text{Re}S''(x(h),h), \) and let
\( S_j \) denote the maximum in \( x \in B_r, \) \( h \leq h_0, \) of the norms of the
\( j \)-th order derivatives of \( S \) with respect to \( x. \) Let

\[
A(h) = \frac{1}{6}S_3(\lambda(h))^{-3/2}, \quad D_R(h) = \det \text{Re}S''(x(h),h), \quad D(h) = \det S''(x(h),h).
\]
Proposition B6. Under these assumptions one has the estimate
\[ |I(h)| \leq \delta_3(h) \]
\[ + e^{A(h)} \left[ (2\pi h)^{d/2} D_R(h)^{-1/2} + (2\pi h_0\Lambda^{-1})^{d/2} \exp\left\{ -\frac{1}{2}(h^{-1/3} - h_0^{-1/3}) \right\} \right], \]
where
\[ |\delta_3(h)| \leq \int_{\Omega \setminus B_r} \exp\{-\frac{S(x,h)}{h}\} dx \]
\[ \leq \exp\{-\frac{r^2\Lambda}{2h}\} \exp\{\frac{r^2\Lambda}{2h_0}\} \int_{\Omega} \left| \exp\{-\frac{S(x,h_0)}{h_0}\} \right| dx, \]
and a more precise formula
\[ I(h) = (2\pi h)^{d/2} \left( (D(h))^{-1/2} + h((D_R(h))^{-1/2}\delta_1(h) + \Lambda^{-D/2}\delta_2(h)) \right) + \delta_3(h), \]
where
\[ |\delta_1(h)| \leq C_1(d)(A^2(h)e^{A(h)} + S_4(\lambda(h))^{-2}), \quad |\delta_2(h)| \leq C_2(d,h_0)e^{A(h)}. \]

Notice for conclusion that the phase function \( S \) in Propositions B2-B4 was not supposed to be analytic. However, in the case of complex \( S \) one usually deals with the Laplace integrals over some contour of integration in the complex space \( C^d \) with analytic \( f \) and \( S \) and the major problem that one encounters is to find a deformation (using the Cauchy theorem) of this contour in such a way that the resulting integral satisfies the conditions of one of the Propositions B1-B6.

C. Characteristic functions of stable laws

This Appendix is devoted mainly to a compact exposition of the standard facts about the characteristic functions of the infinitely divisible distributions and the stable laws. At the end we prove some simple statements on the asymptotic behaviour in the complex domain of the characteristic functions of the localised stable laws disturbed by a compound Poisson process. These results are used in Chapter 6.
A probability distribution in $\mathbb{R}^d$ and its characteristic function $\psi(x)$ are called infinitely divisible, if for any integer $n$ the function $\psi^{1/n}$ is again a characteristic function (of some other distribution). The famous Lévy-Khintchine theorem states (see e.g. [Fel],[GK]) that the logarithm of the characteristic function of an infinitely divisible distribution $\Phi(y) = \log \psi(y)$ can be presented in the following canonical form:

$$\Phi(y) = \log \psi(y) = iAy - \frac{1}{2} (Gy, y) + \int_{\mathbb{R}^d \setminus \{0\}} \left( e^{i(y, \xi)} - 1 - \frac{i(y, \xi)}{1 + \xi^2} \right) \nu(d\xi),$$

where $A$ and $G$ are respectively a real vector and a nonnegative real matrix, and $\nu$ is a so called Lévy measure on $\mathbb{R}^d \setminus \{0\}$, which means that

$$\int_{\mathbb{R}^d \setminus \{0\}} \min(1, |\xi|^2) \nu(d\xi) < \infty. \quad (C2)$$

An important class of the infinitely divisible distributions is given by the so called compound Poisson distributions. Their characteristic functions are given by (C1) with vanishing $G$ and a finite Lévy measure. In particular, for these distributions

$$\log \psi(y) = iAy + \int_{\mathbb{R}^d \setminus \{0\}} (e^{i(y, \xi)} - 1) \nu(d\xi). \quad (C3)$$

A different class of infinitely divisible distributions constitute the so called stable laws. A probability distribution in $\mathbb{R}^d$ and its characteristic function $\psi(x)$ are called stable (resp. strictly stable), if for any integer $n$ there exist a positive constant $c_n$ and a real constant $\gamma_n$ (resp. if additionally $\gamma_n = 0$) such that

$$\psi(y) = [\psi(y/c_n) \exp\{i\gamma_n y\}]^n.$$  

Obviously, it implies that $\psi$ is infinitely divisible and therefore $\log \psi$ can be presented by (C1) with appropriate $A, G, \nu$. It turns out (see e.g. [Fel],[Lu],[ST]) that if $\psi$ is stable, then there exists an $\alpha \in (0, 2]$ which is called the index of stability such that: (i) if $\alpha = 2$, then $\nu = 0$ in the representation (C1) of $\log \psi$, i.e. the distribution is normal; (ii) if $\alpha \in (0, 2)$, then in the representation
(C1) the matrix $G$ vanishes and the radial part of the Lévy measure $\nu$ has the form $|\xi|^{-(1+\alpha)}$, i.e.

$$\log \psi_\alpha(y) = i(A, y) + \int_0^\infty \int_{S^{d-1}} \left( e^{i(y, \xi)} - 1 - \frac{i(y, \xi)}{|\xi|^{1+\alpha}} \right) \frac{d|\xi|}{|\xi|^{1+\alpha}} \mu(ds),$$

(C4)

where $\xi$ is presented by its magnitude $|\xi|$ and the unit vector $s = \xi/|\xi| \in S^{d-1}$ in the direction $\xi$, and $\mu$ is some (finite) measure in $S^{d-1}$.

The integration in $|\xi|$ in (C4) can be carried out explicitly. In order to do it, notice that for $\alpha \in (0, 1)$ and $p > 0$

$$\int_0^\infty (e^{irp} - 1) \frac{dr}{r^{1+\alpha}} = -\frac{\Gamma(1 - \alpha)}{\alpha} e^{-i\pi\alpha/2} p^\alpha. \quad (C5)$$

In fact, one presents the integral on the r.h.s. of (C5) as the limit as $\epsilon \to 0_+$ of

$$\int_0^\infty (e^{-(\epsilon - ip)r} - 1) \frac{dr}{r^{1+\alpha}} = \frac{\epsilon - ip}{\alpha} \int_0^\infty e^{-(\epsilon - ip)r} r^{-\alpha} dr = -\frac{\Gamma(1 - \alpha)}{\alpha} (\epsilon - ip)^\alpha,$$

where $(\epsilon - ip)^\alpha = (\epsilon^2 + p^2)^{\alpha/2} e^{i\theta \alpha}$

with $\tan \theta = -p/\epsilon$. Since $\theta \to -\pi/2$ as $\epsilon \to 0_+$, it follows that $(\epsilon - ip)^\alpha$ tends to $p^\alpha e^{-i\alpha\pi/2}$, which gives (C5). Next, for $\alpha \in (1, 2)$ and $p > 0$ the integration by parts gives

$$\int_0^\infty \frac{e^{irp} - 1 - irp}{r^{1+\alpha}} dr = \frac{ip}{\alpha} \int_0^\infty (e^{irp} - 1) \frac{dr}{r^{\alpha}},$$

and therefore, due to (C5), in that case

$$\int_0^\infty \frac{e^{irp} - 1 - irp}{r^{1+\alpha}} dr = \frac{\Gamma(\alpha - 1)}{\alpha} e^{-i\pi\alpha/2} p^\alpha. \quad (C6)$$

Note that the real part of both (C5) and (C6) is positive. From (C5), (C6) it follows that for $\alpha \in (0, 2)$, $\alpha \neq 1$,

$$\int_0^\infty \left( e^{irp} - 1 - \frac{irp}{1 + r^2} \right) \frac{dr}{r^{1+\alpha}} = ia_\alpha p - \sigma_\alpha e^{-i\pi\alpha/2} p^\alpha \quad (C7)$$
with
\[ \sigma_\alpha = \alpha^{-1} \Gamma (1 - \alpha), \quad a_\alpha = - \int_0^\infty \frac{dr}{(1 + r^2)r} \quad (C8) \]
for \( \alpha \in (0, 1) \) and
\[ \sigma_\alpha = -\alpha^{-1} \Gamma (\alpha - 1), \quad a_\alpha = \int_0^\infty \frac{r^{2-\alpha}dr}{1 + r^2} \quad (C9) \]
for \( \alpha \in (1, 2) \). To calculate the l.h.s. of (C7) for \( \alpha = 1 \) one notes that
\[
\int_0^\infty e^{irp - 1 - ip\sin r} \frac{dr}{r^2} = - \int_0^\infty \frac{1 - \cos rp}{r^2} dr + i \int_0^\infty \frac{\sin rp - p\sin r}{r^2} dr = -\frac{1}{2} \pi p - ip \log p.
\]
In fact, the real part of this integral is evaluated using a standard fact that \( f(r) = (1 - \cos r)/(\pi r^2) \) is a probability density (with the characteristic function \( \psi(z) \) that equals to 1 for \( |z| \leq 1 \) and vanishes for \( |z| \geq 1 \)), and the imaginary part can be presented in the form
\[
\lim_{\epsilon \to 0} \left[ \int_\epsilon^\infty \frac{\sin pr}{r^2} dr - p \int_\epsilon^\infty \frac{\sin r}{r^2} dr \right]
- p \lim_{\epsilon \to 0} \int_\epsilon^p \frac{\sin r}{r^2} dr = -p \lim_{\epsilon \to 0} \int_1^p \frac{\sin \epsilon y}{\epsilon y^2} dy = -p \int_1^p \frac{dy}{y},
\]
which implies the required formula. Therefore, for \( \alpha = 1 \)
\[
\int_0^\infty \left( e^{irp - 1 - \frac{irp}{1 + r^2}} \right) \frac{dr}{r^{1+\alpha}} = ia_1 p - \frac{1}{2} \pi p - ip \log p \quad (C10)
\]
with
\[
a_1 = \int_0^\infty \frac{\sin r - r}{(1 + r^2)r^2} dr. \quad (C11)
\]
Using (C7)-(C11) yields for function (C4) the following expression
\[
\log \psi_\alpha(y) = i(\hat{A}, y) - \int_{\mathbb{S}^{d-1}} |(y, s)|^\alpha \left( 1 - i \text{sgn} ((y, s)) \tan \frac{\pi \alpha}{2} \right) \hat{\mu}(ds), \quad \alpha \neq 1,
\]
\[
\text{with}
\]
\[
(C12)
\]
\[ \log \psi_\alpha(y) = i(\tilde{A}, y) - \int_{S^{d-1}} |(y, s)| \left( 1 + \frac{2}{\pi} \text{sgn} \((y, s)) \log |(y, s)| \right) \tilde{\mu}(ds), \alpha = 1, \]

where
\[ \tilde{A} = A + a_\alpha \int_{S^{d-1}} s \mu(ds) \]

with \( a_\alpha \) given in (C8), (C9), (C11) and the measure \( \tilde{\mu} \) on \( S^{d-1} \) is proportional to \( \mu \), more exactly
\[ \tilde{\mu} = \begin{cases} \sigma_\alpha \cos(\pi \alpha/2) \mu, & \alpha \neq 1, \\ \pi \mu/2, & \alpha = 1, \end{cases} \]

and is called sometimes the spectral measure of a stable law.

For instance, if \( d = 1 \), \( S^0 \) consists of two points. Denoting their \( \tilde{\mu} \)-measures by \( \mu_1, \mu_{-1} \) one obtains for \( \alpha \neq 1 \) that
\[ \log \psi_\alpha(y) = i\tilde{A}y - |y|^\alpha [(\mu_1 + \mu_{-1}) - i \text{sgn} \(y)(\mu_1 - \mu_{-1}) \tan \frac{\pi \alpha}{2}]. \]

This can be written also in the form
\[ \log \psi_\alpha(y) = i\tilde{A}y - \sigma |y|^\alpha \exp\{i \frac{\pi}{2} \gamma \text{sgn} \(y) \} \]

with some \( \sigma > 0 \) and a real \( \gamma \) such that \( |\gamma| \leq \alpha \), if \( \alpha \in (0, 1) \), and \( |\gamma| \leq 2 - \alpha \), if \( \alpha \in (1, 2) \).

If the spectral measure \( \tilde{\mu} \) is symmetric, i.e. \( \tilde{\mu}(-\Omega) = \tilde{\mu}(\Omega) \) for any \( \Omega \subset S^{d-1} \), then \( \tilde{A} = A \) and formulas (C6),(C7) give both the following simple expression:
\[ \log \psi_\alpha(y) = i(A, y) - \int_{S^{d-1}} |(y, s)|^\alpha \tilde{\mu}(ds). \]

In particular, if the measure \( \tilde{\mu} \) is uniform, then \( \log \psi_\alpha(y) \) is just \( i(A, y) - \sigma |y|^\alpha \) with some \( \sigma \) called the scale of a stable distribution.

One sees readily that the characteristic function \( \psi_\alpha(y) \) with \( \log \psi_\alpha(y) \) from (C12) or (C15) with vanishing \( A \) enjoy the property that \( \psi_\alpha^{(n)}(y) = \psi_\alpha(n^{1/\alpha}y) \), and therefore all stable distributions with the index \( \alpha \neq 1 \), and for \( \alpha = 1 \) all symmetric distributions can be made strictly stable, if centred appropriately.
We want to consider now localised versions of the stable laws. They present, on the one hand, a reasonable approximation to the exact stable laws (see e.g. [Neg]), and on the other hand, their characteristic functions are analytic, which allows to use powerful analytic tools, when investigating them. In chapter 6, these laws are used as the models for the development of the theory of large deviation. One obtains a localised stable law by cutting off the support of the Lévy measure in the Lévy-Khintchin representation (C4) of the characteristic function of a stable law. More precisely, we shall call a distribution a localised stable distribution of the index of stability \( \alpha \in (0, 2) \), if for its characteristic function \( \psi_{\alpha}^{\text{loc}} \) one has the representation

\[
\log \psi_{\alpha}^{\text{loc}}(y) = i(A, y) + \int_0^\infty \int_{S^{d-1}} \left( e^{i(y, \xi)} - 1 - \frac{i(y, \xi)}{1 + \xi^2} \right) \frac{\Theta_\alpha(\xi) d\xi}{|\xi|^{1+\alpha}} \mu(ds).
\]

(C16)

Remark. We have chosen here the simplest cutoff of the stable measure. Certainly one can choose it in many different ways without changing the results presented further.

Notice that formula (C16) defines an entire analytic function of \( y \). Moreover, the difference between functions (C4) and (C16) for real \( y \) is a bounded function (up to an imaginary shift of the form \( i(b, y) \)). In fact, this difference is given (up to an imaginary shift) by the Lévy-Khintchin formula (C3) for a compound Poisson distribution, which obviously defines a bounded function. It turns out that this property of localised stable laws is preserved after a shift in the complex domain and also after a "small" perturbation in the class of the function of Lévy-Khintchine type, namely for the function

\[
\Phi(y) = \log \psi_{\alpha}^{\text{loc}}(y) + \int_{\mathbb{R}^d} (e^{i(y, \xi)} - 1) g(\xi) d\xi
\]

with a bounded non-negative \( g \) with a support containing in the open ball of the radius \( a \). The corresponding simple results, which we are going to present now, namely formulas (C21)-(C23) below, are used in the proof of the main theorem of Chapter 6.

Further on it will be more convenient to use the "rotated" function

\[
H(z) = \Phi(iz) = \log \psi_{\alpha}^{\text{loc}}(iz) + \int_{\mathbb{R}^d} (e^{-z, \xi} - 1) g(\xi) d\xi
\]

(C18)
which is called sometimes the Laplace exponent (or cumulant) of an infinitely divisible process. One has

\[ H(z + iy) = \Phi(iz - y) = -(A, z) - i(A, y) + \int (e^{-z\xi - iy\xi} - 1)g(\xi) \, d\xi \]

\[ \int \left( e^{-iy\xi - z\xi} - 1 + \frac{z\xi}{1 + \xi^2} + \frac{iy\xi}{1 + \xi^2} \right) \frac{\Theta_a(|\xi|)}{|\xi|^{1+\alpha}} d|\xi| \mu(ds) \]

\[ = -Az + \log \psi_\alpha(-y) + \int (e^{-z\xi - iy\xi} - 1)g(\xi) \, d\xi + \int d|\xi| \mu(ds) \]

\[ \times \left[ \left( e^{-z\xi} - 1 \right) e^{-iy\xi} + \frac{z\xi}{1 + \xi^2} \right] \Theta_a(|\xi|) - \left( e^{-iy\xi} - 1 + \frac{iy\xi}{1 + \xi^2} \right) \frac{1 - \Theta_a(|\xi|)}{|\xi|^{1+\alpha}} \right]. \]

It follows in particular that

\[ H(z) - H(z + iy) + \log \psi_\alpha(-y) = \int e^{-z\xi}(1 - e^{-iy\xi})g(\xi) \, d\xi \]

\[ + \int \frac{d|\xi| \mu(ds)}{|\xi|^{1+\alpha}} \]

\[ \times \left[ \left( e^{-iy\xi} - 1 + \frac{iy\xi}{1 + \xi^2} \right) (1 - \Theta_a(|\xi|) + (e^{-z\xi} - 1)(1 - e^{-iy\xi})\Theta_a(|\xi|)) \right]. \]

Notice now that for symmetric \( \mu \) and \( \alpha < 1 \) formula (C19) can be rewritten in the form

\[ H(z + iy) = \log \psi_\alpha(y) - Az \]

\[ + \int e^{-iy\xi} \left[ (e^{-z\xi} - 1)\Theta_a(|\xi|) + 1 - \Theta_a(|\xi|) \right] \frac{d|\xi| \mu(ds)}{|\xi|^{1+\alpha}} + e^{-z\xi}g(\xi) \, d\xi - K \]

with

\[ K = \int \frac{1 - \Theta_a(|\xi|)}{|\xi|^{1+\alpha}} d|\xi| \mu(ds) + \int g(\xi) \, d\xi. \]

On the other hand, for symmetric \( \mu \) and \( \alpha \geq 1 \)

\[ H(z + iy) = \log \psi_\alpha(y) - i \left( z, \frac{\partial}{\partial y} \log \psi_\alpha(y) \right) - Az \]
\[ + \int e^{-iy\xi} \left[ (e^{-z\xi} - 1 + z\xi)\Theta_a(|\xi|) + 1 - \Theta_a(|\xi|) \right] \frac{d|\xi|\mu(ds)}{|\xi|^{1+\alpha}} + e^{-z\xi} g(\xi) \, d\xi \right] - K \]

with the same \( K \) as above.

**Proposition C1.** For symmetric \( \mu \) and \( H \) given in (C18), the principle term of the asymptotics of \( \text{Re} (H(z) - H(z + iy)) \) as \( y \to \infty \) is given by \(- \log \psi_\alpha(y)\) with the estimate of the remainder being uniform for \( z \) from any compact domain. Moreover,

\[ \text{Re} (H(z) - H(z + iy)) + \log \psi_\alpha(y) \geq C \quad (C23) \]

for all \( y, z \) and some constant \( C \).

**Proof.** It follows from (C20) that

\[ \text{Re} (H(z) - H(z + iy)) + \log \psi_\alpha(y) = \int e^{-z\xi}(1 - \cos(\xi))g(\xi) \, d\xi \]

\[ + \int [(e^{-z\xi} - 1 + z\xi)(1 - \cos(\xi))\Theta_a(|\xi|)] \frac{d|\xi|\mu(ds)}{|\xi|^{1+\alpha}}, \quad (C24) \]

because \( \int (z, \xi)(1 - \cos(\xi, \xi))\nu(d\xi) = 0 \) for any (centrally) symmetric measure \( \nu \). Formula (C24) implies the statement of the Proposition, because, on the one hand, all unbounded in \( z \) terms of the r.h.s. of (C24) are positive, and on the other hand, all terms on the r.h.s. of (C24) are bounded in \( y \).

**Remark.** Using results from Appendix B, one readily gets the upper bound for the l.h.s. of (C23), namely that

\[ \text{Re} (H(z) - H(z + iy)) + \log \psi_\alpha(y) \leq C_1 H(z) + C_2 \quad (C25) \]

with some constants \( C_1 > 0 \) and \( C_2 \).

**D. Lévy-Khintchine \( \Psi DO \) and Feller-Courrège processes**

Here we recall the main facts connecting the theory of pseudo-differential operators \( \Psi DO \) and pseudo-differential equation \( \Psi DE \)
with the theory of random processes and also give a simple version of the general asymptotic formula of the commutation of a $\Psi DO$ with an exponential function for the class of $\Psi DO$ arising in the analytical description of random processes. This formula has two special features as compared with the general one. On the one hand, the symbols of $\Psi DO$ appearing in the theory of stochastic processes may not belong to the standard classes of symbols, for example, they may not be smooth (see a detailed discussion in [Ja]); on the other hand, they have a special form which allows to write down an explicit expression for the remainders in the standard asymptotic expansions.

Let us recall first the main notations of the theory of $\Psi DO$. For an appropriate function $\Psi(x, p)$ (a symbol), $x, p \in \mathbb{R}^d$, the action of the $\Psi DO$ $\Psi(x, -i\nabla)$ on a function $f$ is defined by the integral (which may exist, perhaps, in some generalised sense)

$$[\Psi(x, -i\nabla)f](x) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{ipx} \Psi(x, p) \hat{f}(p) \, dp$$

with $\hat{f}$ being the Fourier transform of $f$, or equivalently

$$[\Psi(x, -i\nabla)f](x) = (2\pi)^{-d} \int_{\mathbb{R}^{2d}} e^{ip(x-\xi)} \Psi(x, p) f(\xi) \, d\xi \, dp.$$

With each $\Psi DO$ one can associate the evolutionary equation

$$\frac{\partial u}{\partial t} = \Psi(x, -i\Delta)u \quad (D1)$$

The resolving operator of the Cauchy problem corresponding to this equation is given by the semigroup of operators $\exp\{t\Psi(x, -i\Delta)\}$ (whenever it is well-defined).

In asymptotic theory of $\Psi DE$ one usually considers the asymptotic solutions with respect to a small positive parameter $h$ being the “weight” of the derivative operators $\nabla$ and $\partial/\partial t$. More precisely, one associates with a symbol $\Psi(x, p)$ the so called $h$-$\Psi DO$ (see e.g [MF1]) defined by the formula

$$[\Psi(x, -ih\nabla)f](x) = (2\pi h)^{-d/2} \int_{\mathbb{R}^d} e^{ipx/h} \Psi(x, p) \hat{f}_h(p) \, dp$$
with \( \hat{f}_h \) being the \( h \)-Fourier transform of \( f \):

\[
\hat{f}_h(p) = (2\pi h)^{-d/2} \int_{\mathbb{R}^d} e^{-ipx/h} f(x) \, dx.
\]

The resolving operator to the Cauchy problem for the corresponding evolutionary equation

\[
h \frac{\partial u}{\partial t} = \Psi(x, -ih\nabla)u
\]

can be written formally as \( \exp\{ \frac{t}{h}\Psi(x, -ih\Delta) \} \). Since in quantum mechanics the limit of the solution of the Schrödinger equation (which is of type (D2) with \( h \) being the so called Planck constant) as \( h \to 0 \) describes the classical limit, in general theory of \( \Psi \Delta e \) the asymptotics of the solutions of equation (D2) as \( h \to 0 \) are called semi-classical or quasi-classical.

Turning now to the connection of the theory of \( \Psi \Delta O \) with probability, let us recall first the following famous characterisation of the class of the Lévy-Khintchine functions (C1): it coincides with the set of the generators of the translation invariant and positivity preserving semigroups. More precisely, if \( \Phi \) is a complex valued function on \( \mathbb{R}^d \) with a bounded from below real part, then the resolving operator \( \exp\{t\Phi(-i\nabla)\} \) of the Cauchy problem of the \( \Psi \Delta E \frac{\partial u}{\partial t} = \Phi(-i\nabla)u \) preserves positivity, if and only if \( \Phi(y) \) has the form (C1) up to a real additive constant. A purely analytic proof of this fact can be found e.g. in [RS]. From the probabilistic point of view, this fact is surely not surprising, because due to the Lévy-Khintchine theorem the semigroups of operators \( \exp\{t\Phi(-i\nabla)\} \) with \( \Phi \) of form (C1) correspond to general random processes with independent increments. The important generalisation of this fact is given by the fundamental theorem of Courrège [Cou], [BCP]. To formulate it, let us recall first that a Feller semigroup is by definition a strongly continuous semigroup \( T_t, t \geq 0 \), of linear contractions on the Banach space of continuous functions on \( \mathbb{R}^d \) vanishing at infinity such that \( 0 \leq u(x) \leq 1 \) for all \( x \) implies that \( 0 \leq T_t u(x) \leq 1 \) for all \( t \) and \( x \). In particular, each operator \( T_t \) preserves positivity. The Courrège theorem states that if the generator of essentially any Feller semigroup is a PDO with symbols
of form (C1) "with varying coefficients", i.e. these semigroups are defined by the equations of the form (D1) with

\[ \Psi(x, p) = i(A(x), p) - \frac{1}{2} (G(x)p, p) + \int_{R^d \setminus \{0\}} \left( e^{i(p, \xi)} - 1 - \frac{i(p, \xi)}{1 + \xi^2} \right) \nu(x, d\xi), \]

where \( \nu(x, d\xi) \) and \( G(x) \) are respectively a Lévy measure and a nonnegative matrix for all \( x \). Notice however that Courrège theorem gives only a necessary condition on the generator and does not state that any operator of form (D3) defines a Feller semigroup. It is proven in the probability theory that to each Feller semigroup corresponds a Markov stochastic process, which is called in that case a Feller process. In particular, the transition probability densities of this Markov process (whenever they exist) satisfy the corresponding equation (D2),(D3). The \( \Psi DO \) with symbols of form (D3) can be naturally called the Lévy-Khintchine \( \Psi DO \) and the corresponding semigroups (and stochastic processes) can be called the Courrège-Feller semigroups. If for all \( x \) function (D3) corresponds to a stable process, we shall say that the corresponding process is a stable Courrège-Feller process or a stable diffusion (usual diffusions obviously correspond to stable generators of the index \( \alpha = 2 \)). If \( G(x), A(x), \nu(x, d\xi) \) do not depend actually on \( x \), the corresponding Courrège-Feller process is a process with independent equally distributed increments, called Lévy process. In stable case such process is sometimes called Lévy stable motion. There exists enormous literature on Lévy processes (see [ST], [Ber], and references there).

Since \( e^{a\Delta}f(x) = f(x + a) \), for symbols of form (D3) the action of the corresponding \( \Psi DO \) can be given by the formula

\[ [\Psi(x, -ih\nabla)f](x) = h \left( A(x), \frac{\partial f}{\partial x} \right) + \frac{h^2}{2} \text{tr} \left( G(x) \frac{\partial^2 f}{\partial x^2} \right) + (L_{int}^h f)(x) \]

with

\[ (L_{int}^h f)(x) = \int_{R^d \setminus \{0\}} \left( f(x + h\xi) - f(x) - \frac{h(\partial f/\partial x, \xi)}{1 + \xi^2} \right) \nu(x, d\xi). \]
In the probabilistic framework, the parameter $h$ has a clear meaning: it controls the mean amplitude of jumps in the corresponding random process. In the theory of diffusion processes, the asymptotics corresponding to $h \to 0$ are called the small diffusion approximation.

Notice now that introducing a function

$$H(x, p) = \Psi(x, ip) = \frac{1}{2}(G(x)p, p) - (A(x), p)$$

$$+ \int_{\mathbb{R}^d \setminus \{0\}} \left( e^{-\langle p, \xi \rangle} - 1 + \frac{\langle p, \xi \rangle}{1 + \xi^2} \right) \nu(x, d\xi), \quad (D6)$$

one can rewrite equation (D2) in the "real" form

$$h \frac{\partial u}{\partial t} = H(x, -h \nabla)u. \quad (D7)$$

The use of the function $H$ instead of the symbol $\Psi$ turns out to be more convenient for the construction of semiclassical approximation for Courrège-Feller processes, because the function $H$, and not $\Psi$ appears in the corresponding Hamilton-Jacobi equation that plays a central role in WKB-type asymptotics (see Chapter 6).

When solving $\Psi DO$ an important tool is the formula for the commutation of a $\Psi DO$ with an exponential function (see, e.g. [M4], [MF1]). We present now a version of this formula for $\Psi DO$ of type (D4),(D5).

**Proposition D1.** Let

$$u(x) = \phi(x) \exp\left\{-\frac{S(x)}{h}\right\}. \quad (D8)$$

with some complex-valued smooth functions $\phi$ and $S$, and let $\Psi$ be a symbol of type (D3) of a Lévy-Khintchine $\Psi DO$. Then

$$\exp\left\{-\frac{S(x)}{h}\right\}[\Psi(x, -ih \nabla)u](x) = \phi(x)H(x, \frac{\partial S}{\partial x}) - h \left( \frac{\partial \phi}{\partial x} \frac{\partial H}{\partial p}(x, \frac{\partial S}{\partial x}) \right)$$

$$- \frac{h}{2} \phi(x) \text{tr} \left( G(x) \frac{\partial^2 S}{\partial x^2} \right) + \frac{h^2}{2} \text{tr} \left( G(x) \frac{\partial^2 \phi}{\partial x^2} \right) + R_\nu(x), \quad (D9)$$
where

\[ R_\nu(x) = \int_{\mathbb{R}^d \setminus \{0\}} \exp \{-\frac{\partial S}{\partial x}(x, \xi)\} \nu(x, d\xi) \]

\[
\times \left[ \left( \phi(x) + h\frac{\partial \phi}{\partial x}, \xi \right) \left( \exp \left\{ -h \int_0^1 (1 - \theta_1) \left( \frac{\partial^2 S}{\partial x^2}(x + \theta_1 h\xi, \xi) \right) d\theta_1 \right\} - 1 \right) \right.
\]

\[
+ h^2 \int_0^1 (1 - \theta_2) \left( \frac{\partial^2 \phi}{\partial x^2}(x + \theta_2 h\xi, \xi) \right) d\theta_2
\]

\[
\times \exp \left\{ -h \int_0^1 (1 - \theta_1) \left( \frac{\partial^2 S}{\partial x^2}(x + \theta_1 h\xi, \xi) \right) d\theta_1 \right\},
\]  

(D10)

if all terms on the r.h.s. of (D8) are well defined. For instance, they are well defined if the function \( \phi \) and the Lévy measure \( \nu \) have both bounded supports.

Proof. It is straightforward, because from (D4),(D5) it follows that

\[
\exp \left\{ \frac{S(x)}{h} \right\} \left[ \Psi(x, -ih\nabla)u \right](x)
\]

\[
= \frac{1}{2} \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial S}{\partial x} \right) - \left( A(x), \frac{\partial S}{\partial x} \right) - h \left( G(x) \frac{\partial S}{\partial x}, \frac{\partial \phi}{\partial x} \right)
\]

\[
+ h \left( A(x), \frac{\partial \phi}{\partial x} \right) - \frac{h}{2} \phi(x) \operatorname{tr} \left( G(x) \frac{\partial^2 S}{\partial x^2} \right) + \frac{h^2}{2} \operatorname{tr} \left( G(x) \frac{\partial^2 \phi}{\partial x^2} \right) + \exp \left\{ \frac{S(x)}{h} \right\}(L_{int}^h u)(x)
\]

with

\[
\exp \left\{ \frac{S(x)}{h} \right\}(L_{int}^h u)(x) = \int_{\mathbb{R}^d \setminus \{0\}} \left[ \phi(x + h\xi) \exp \left\{ -\frac{1}{h} (S(x + h\xi) - S(x)) \right\} \right.
\]

\[
- \phi(x) + \phi(x) \frac{\partial \phi}{\partial x}(x, \xi) \frac{\partial}{\partial x} \frac{h}{1 + \xi^2}
\]

\[
\left. \nu(x, d\xi) \right]
\]

\[
= \int_{\mathbb{R}^d} \nu(x, d\xi) \left[ \left( \phi(x) + h\frac{\partial \phi}{\partial x}, \xi \right) + h^2 \int_0^1 (1 - \theta_2) \left( \frac{\partial^2 \phi}{\partial x^2}(x + \theta_2 h\xi, \xi) \right) d\theta_2 \right.
\]

\[
\times \exp \left\{ -\frac{\partial S}{\partial x}(x, \xi) \right\} \exp \left\{ -h \int_0^1 (1 - \theta_1) \left( \frac{\partial^2 S}{\partial x^2}(x + \theta_1 h\xi, \xi) \right) d\theta_1 \right\} - \phi(x)
\]

\[
+ \phi(x) \frac{\partial S}{\partial x}(x, \xi) - h\frac{\partial \phi}{\partial x}(x, \xi) \right] \right].
\]
Sometimes it is useful to rewrite (D9), (D10) in a slightly different form.

**Proposition D2.** Under the assumptions of Proposition D1

\[
\exp\left\{ \frac{S(x)}{h} \right\} [\Psi(x, -ih\nabla)u](x) = \phi(x)H(x, \frac{\partial S}{\partial x})
\]

\[
- \frac{h}{2} \phi(x) tr \left( \frac{\partial^2 H}{\partial p^2} (x, \frac{\partial S}{\partial x}) \right) + \frac{h^2}{2} \phi(x) tr (G(x) \frac{\partial^2 \phi}{\partial x^2}) + \tilde{R}_\nu(x)
\]

with

\[
\tilde{R}_\nu(x) = \int_{\mathbb{R}^d \setminus \{0\}} \exp\left\{ - \left( \frac{\partial S}{\partial x}, \xi \right) \right\} \nu(x, d\xi)
\]

\[
\times \left[ \phi(x) \exp\left\{ -h \int_0^1 (1 - \theta_1) \left( \frac{\partial^2 S}{\partial x^2} (x + \theta_1 h\xi) \xi \right) d\theta_1 \right\} - 1 + \frac{h}{2} \left( \frac{\partial^2 S}{\partial x^2} (x) \xi, \xi \right) \right]
\]

\[
+ h \left( \frac{\partial \phi}{\partial x}, \xi \right) \left( \exp\left\{ -h \int_0^1 (1 - \theta_1) \left( \frac{\partial^2 S}{\partial x^2} (x + \theta_1 h\xi) \xi \right) d\theta_1 \right\} - 1 \right)
\]

\[
+ h^2 \int_0^1 (1 - \theta_2) \left( \frac{\partial^2 \phi}{\partial x^2} (x + \theta_2 h\xi) \xi, \xi \right) d\theta_2
\]

\[
\times \exp\left\{ -h \int_0^1 (1 - \theta_1) \left( \frac{\partial^2 S}{\partial x^2} (x + \theta_1 h\xi) \xi \right) d\theta_1 \right\} \right].
\]

The proof is straightforward. The advantage of (D11) as compared with (D9) consists in the fact that for small \(h\) the remainder \(\tilde{R}_\nu\) is of the order \(O(h^2)\), and therefore formulas (D11), (D12) give the asymptotic representation of the result of the commutation of a Lévy-Khintchine \(\Psi DO\) with an exponential function up to a remainder of the order \(O(h^2)\).

**E. Equivalence of convex functions**

It is proved here that any two smooth convex functions on Euclidean space, each having a non-degenerate minimum are smoothly equivalent. This result is simple and natural but I did not find it
in the literature. It is used in the construction of the uniform small
time and small diffusion asymptotics for Feller semigroups given in
Chapter 6.

**Proposition E1.** Let \( f \) be an infinitely smooth (resp. of the
class \( C^k \) with \( k \geq 2 \)) convex function on \( \mathbb{R}^d \) such that \( f(0) = 0 \) and
\( f(x) > 0 \) for all \( x \neq 0 \). Suppose also that the matrix of the second
derivatives \( f''(0) \) of \( f \) at the origin is not degenerate (and therefore
it is positive). Then there exists an infinitely smooth (resp. of the
class \( C^{k-2} \)) diffeomorphism \( D : \mathbb{R}^d \to \mathbb{R}^d \) such that \( f(D^{-1}y) =
(y,y)/2 \). Moreover, \( D \) can be presented as the composition \( D =
D_3D_2D_1 \), where \( D_1 \) is a linear operator in \( \mathbb{R}^d \), \( D_2 \) differs from the
identity only in a neighbourhood of the origin and \( D_3 \) is a dilation
\[
D_3(x) = (1 + \omega(x))x
\]
with some scalar function \( \omega \) vanishing in a neighbourhood of the
origin.

We begin with two lemmas. The first is rather standard. We
present here the formula and the estimates for a smooth molyfer
in a form convenient for our purposes.

**Lemma E1.** There exists a constant \( C > 0 \) such that for any
\( a,b : 0 < b < a \) there exists an infinitely smooth non-increasing
function \( \chi^a_b \) on \( \mathbb{R} \) such that \( \chi^a_b \) vanishes for \( x \geq a \), is equal to one
for \( x \leq b \) and \( \chi^a_b(x) \in (0,1) \) for \( x \in (b,a) \). Moreover, this function
depends smoothly on \( a,b \), and for all \( a,b,x \)
\[
|(\chi^a_b)'(x)| \leq \frac{C}{a-b}, \quad |(\chi^a_b)''(x)| \leq \frac{C}{(a-b)^2}, \quad |\partial_a \chi^a_b(x)| \leq \frac{C}{a-b}.
\]

**(E2)**

**Proof.** Let
\[
g(y) = \begin{cases} 
K \exp\{-\frac{1}{y(y-1)}\}, & y \in (0,1), \\
0, & y \in (-\infty,0] \cup [1,\infty),
\end{cases}
\]
where the constant \( K \) is chosen in such a way that \( \int_0^1 g(y) \, dy = 1 \).
One readily sees that \( g \) is an infinitely differentiable function on \( \mathbb{R} \).
It follows that the function
\[
\chi^a_b(x) = \frac{1}{a-b} \int_x^\infty g\left(\frac{z-b}{a-b}\right) \, dz \equiv \int_{(x-b)/(a-b)}^\infty g(y) \, dy
\]
**(E3)**
satisfies the requirements of the Lemma with

\[ C = \max_{y \in [0, 1]} \max(g(y), g'(y)). \]

The following lemma is crucial.

**Lemma E2.** Let a function \( f \) satisfies the assumptions of Theorem E1 and moreover, the matrix \( f''(0) \) is the unit matrix. Then there exists a diffeomorphism \( D : \mathbb{R}^d \rightarrow \mathbb{R}^d \) such that \( D \) differs from the identity only in a neighbourhood of the origin and \( f(D^{-1}y) \) is a convex function on \( \mathbb{R}^d \) which equals \((y, y)/2\) in a neighbourhood of the origin.

**Proof.** The idea is to sew the local diffeomorphisms used in the standard proof of the Morse lemma with the identical diffeomorphism in such a way that the resulting function \( f(D^{-1}y) \) will be again convex. For brevity, let us give the proof for \( d = 2 \). The general case is obtained by the similar modification of the proof of the Morse lemma. If \( d = 2 \), it follows from the assumptions of the Lemma that \( f(x) = f(x_1, x_2) \) can be presented in the form

\[ f(x_1, x_2) = \frac{1}{2} A(x)x_1^2 + B(x)x_1x_2 + \frac{1}{2} C(x)x_2^2 \quad (E4) \]

with some smooth functions \( A, B, C \) such that

\[ A = 1 + O(|x|), \quad B = O(|x|), \quad C = 1 + O(|x|). \]

Let \( r > 0 \) be chosen in such a way that \( A(x) > 0 \) and \((AC - B^2)(x) > 0\) for \(|x| \leq r\). Clearly for \(|x| \leq r\) the function \( f \) can be presented in the equivalent form

\[ f(x_1, x_2) = \frac{1}{2} A(x) \left( x_1 + \frac{B(x)}{A(x)} x_2 \right)^2 + \frac{1}{2} \left( C(x) - \frac{B^2(x)}{A(x)} \right) x_2^2. \]

For any positive \( \epsilon < r/2 \) one can now define the mapping \( D_\epsilon : x \mapsto y \) in \( \mathbb{R}^2 \) by the formula

\[ y_1 = \chi_\epsilon^2(|x|) \sqrt{A(x)} \left( x_1 + \frac{B(x)}{A(x)} x_2 \right) + (1 - \chi_\epsilon^2(|x|))x_1, \]
\[ y_2 = \left[ \chi_\epsilon^2(|x|) \sqrt{C(x) - \frac{B^2(x)}{A(x)}} + (1 - \chi_\epsilon^2(|x|)) \right] x_2. \]

Obviously \( D_\epsilon \) is a smooth (infinitely smooth, if \( f \) is infinitely smooth, or of the class \( C^{k-2} \), if \( f \) is of the class \( C^k \) ) mapping \( \mathbb{R}^2 \to \mathbb{R}^2 \) that differs from the identity only inside the ball \( B_{2\epsilon} \), and \( f(D^{-1}y) \) equals \((y, y)/2\) in \( D(B_\epsilon) \) and equals \( f(y) \) outside \( D(B_{2\epsilon}) \). Let us estimate the derivatives of \( D_\epsilon \). First of all,

\[ y_1 = (1 + O(|x|))x_1 + O(|x|)x_2, \quad y_2 = (1 + O(|x|))x_2. \]

Furthermore, due to (E2),

\[ \frac{\partial y}{\partial x} = E + O(|x|) + O(\epsilon^{-1}|x|^2), \quad \frac{\partial^2 y}{\partial x^2} = O(1 + \epsilon^{-1}|x| + \epsilon^{-2}|x|^2). \]

Consequently, in \( B_{2\epsilon} \) one has

\[ \frac{\partial y}{\partial x} = E + O(\epsilon), \quad \frac{\partial^2 y}{\partial x^2} = O(1), \quad \frac{\partial^2 x}{\partial y^2} = O(1) \]

uniformly for \( \epsilon \to 0 \). Hence, \( D_\epsilon \) is a global diffeomorphism for small enough \( \epsilon \). At last, since

\[ \frac{\partial^2 f}{\partial y^2} = \left( \frac{\partial x}{\partial y} \right)^t \frac{\partial^2 f}{\partial x^2} \frac{\partial x}{\partial y} + \frac{\partial f}{\partial x} \frac{\partial^2 x}{\partial y^2}, \]

it follows that \( \frac{\partial^2 f}{\partial y^2} = E + O(\epsilon) \) and therefore \( f(D^{-1}y) \) is a convex function, if \( \epsilon \) is small enough.

**Proof of Proposition E1.** It is now almost straightforward. One takes first a linear mapping \( D_1 \) in \( \mathbb{R}^d \) such that the matrix of the second derivatives of \( f(D_1^{-1}y) \) at the origin is the unit matrix. Then one uses Lemma E2 to find a diffeomorphism \( D_2 \) such that \( f(D_1^{-1}D_2^{-1}y) \) is a convex function coinciding with \((y, y)/2\) in a neighbourhood of the origin. At last, one easily verifies that any two convex functions coinciding in a neighbourhood of their minimum points can be transformed one to another by a diffeomorphism of form (E1).

Proposition E2. For any two functions \( f_1, f_2 \) satisfying the assumptions of Proposition E1 there exists a diffeomorphism \( D : \mathbb{R}^d \rightarrow \mathbb{R}^d \) such that \( f_1(y) = f_2(D^{-1}y) \) and moreover, outside a neighbourhood of the origin, \( D \) can be presented as the composition of a linear transform of \( \mathbb{R}^d \) and of a dilation of form (E1).

Proof. It is a direct consequence of Proposition E1.

F. Unimodality of symmetric stable laws

Here we discuss the property of unimodality of stable laws, which is used in Chapter 5. We present a short but essentially self-contained exposition of the main facts of the theory of unimodality of finite dimensional distributions, which is used in Chapter 5. A full account on the main results discussed here can be found in [DJ1]. Roughly speaking, the significance of the property of unimodality for the study of stable distributions and more generally stable diffusions consists in the fact that when one gets the asymptotic expansions for the behaviour of stable densities for small and large distances (see Sections 5.1, 5.2) one needs this property to fill the gap, namely to describe the behaviour of stable densities for the distances that lie between the regions of "large" and "small" distances.

To begin with let us recall that a probability law (or a finite measure) on the real line with the distribution function \( F \) is called unimodal with the mode (or vertex) \( a \in \mathbb{R} \), if \( F(x) \) is convex (possibly not strictly) on \(( -\infty, a) \) and concave on \(( a, \infty) \). Clearly, if \( F \) has a continuous density function \( f \), the unimodality means that \( f \) is non-decreasing on \(( -\infty, a) \) and non-increasing on \(( a, \infty) \). It was proved in [Wi] that all symmetric one-dimensional stable laws are unimodal (with the mode at the origin); there are now many proofs of this well-known result (see e.g. [Lu], [Zo]). The case of non-symmetric stable laws turned out to be essentially more difficult, it was proved only in [Yam] (see also [Zo]) that all stable distributions are unimodal, some important preliminary results being obtained in [IC].

One can imagine several extensions of the notion of unimodality from one dimensional case to several dimensions. We shall mention here the two definitions which are mostly relevant to the study
of symmetric stable distributions. We shall denote by \( V_k(M) \) the Lebesgue volume of a measurable set \( M \subseteq \mathbb{R}^k \), or just \( V(M) \) if the value of \( K \) is clear from the context. For any convex set \( A \) in \( \mathbb{R}^d \) let \( d(A) \) be its dimension (which is the dimension of the minimal subspace containing \( A \), \( d(A) \leq d \)), and let \( \mu_A \) be the measure in \( \mathbb{R}^d \) which is uniformly distributed in \( A \), i.e. \( \mu_A(B) = V_{d(A)}(A \cap B) \) for any measurable \( B \subseteq \mathbb{R}^d \).

**Definition F1** [And]. A measure with a density \( f \) is called convex unimodal, if the function \( f \) has convex sets of upper values, i.e. the sets \( \{ x : f(x) \geq c \} \) are convex for all \( c \).

One of the disadvantages of this definition is the fact that the class of convex unimodal measures is not closed under convex linear combinations. The following more general concept improves the situation (at least for the symmetric case with which shall deal here).

**Definition F2** [She]. An elementary unimodal symmetric measure in \( \mathbb{R}^d \) is a measure \( \mu_A \) with some compact convex \( A \subseteq \mathbb{R}^d \). A centrally symmetric finite measure on \( \mathbb{R}^d \) is called central convex unimodal (CCU), if it is a weak limit of a sequence of the finite linear combinations of elementary symmetric unimodal measures.

The class \( CCU \) measures is by definition closed with respect to linear combinations (with positive coefficients) and the pass to the weak limit. Moreover, if a convex unimodal measure (as defined in Definition F1) is centrally symmetric, then it is CCU. Notice also that since any convex set can be approximated by a sequence of convex sets with nonempty interiors, the above definition will not change, if one would consider there only the compact convex sets with nonempty interiors. Such convex sets will be called here convex bodies. The main nontrivial fact about CCU measures is that the class of such measures is closed under convolution. The proof of this fact is based on the Brunn-Minkowski theory of mixed volume, which we shall recall now.

The famous Brunn-Minkowski inequality states that for any non-empty compact sets \( A, B \subseteq \mathbb{R}^d \)

\[
V^{1/d}(A + B) \geq V^{1/d}(A) + V^{1/d}(B), \quad (F1)
\]

where \( V \) denotes the standard volume in \( \mathbb{R}^d \) and the sum of two sets is defined as usual by \( A + B = \{ a + b : a \in A, b \in B \} \). This classical
result has a long history (it was first proven by Brunn for convex sets, then Minkowski gave necessary and sufficient conditions when the equality sign holds in (F1), and then it was generalised to all compact sets by Lusternik) and can be proved by different methods, see e.g. [Sch]. We sketch here for completeness a beautiful elementary proof taken from [BZ]. Namely, let us say that a compact set $A$ in $\mathbb{R}^d$ is elementary, if it is the union of the finite number $l(A)$ of non-degenerate cuboids with sides parallel to the coordinate axes and such that their interiors do not intersect. Each compact set $A$ can be approximated by a sequence of elementary sets $A_i$ so that $V(A_i) \to V(A)$ (see [BZ]; at least, it is clear for convex compact sets). Therefore, it is suffice to prove (F1) for elementary sets only. Consider first the case, when each of $A, B$ consists of only one cuboid with edges $a_i > 0$ and $b_i > 0$ respectively. Then (F1) takes the form

$$\prod_{i=1}^d (a_i + b_i)^{1/d} \geq \prod_{i=1}^d a_i^{1/d} + \prod_{i=1}^d b_i^{1/d},$$

which follows from the inequality

$$\left(\prod_{i=1}^d \frac{a_i}{a_i + b_i}\right)^{1/d} + \left(\prod_{i=1}^d \frac{b_i}{a_i + b_i}\right)^{1/d} \leq \frac{1}{d} \sum_{i=1}^d \frac{a_i}{a_i + b_i} + \frac{1}{d} \sum_{i=1}^d \frac{b_i}{a_i + b_i} = 1.$$

For general non-empty elementary sets $A, B$ the proof can be carried out by induction over $l(A) + l(B)$. Assume that (F1) is true when $l(A) + l(B) \leq k - 1$. Suppose that $l(A) \geq 2$. Clearly there exists a hyperplane $P$ which is orthogonal to one of the coordinate axes and which splits $A$ into elementary sets $A', A''$ such that $l(A') < l(A)$ and $l(A'') < l(A)$. Then $V(A') = \lambda V(A)$ with some $\lambda \in (0, 1)$. Since parallel translations do not change the volumes, one can choose the origin of coordinates on the plane $P$ and then shift the set $B$ so that the same hyperplane $P$ splits $B$ into sets $B', B''$ with $V(B') = \lambda V(B)$. Plainly $l(B') \leq l(B)$, $l(B'') \leq l(B)$. The pairs of sets $A', B'$, and $A'', B''$ each lies in its own half-space with respect to $P$ and in each pair there are no more than $k - 1$ cuboids. Hence

$$V(A + B) \geq V(A' + B') + V(A'' + B'').$$
\[ V^{1/d}(t_1 A + t_2 B) \geq t_1 V^{1/d}(A) + t_2 V^{1/d}(B). \]  

Consider now a convex body \( A \) in \( \mathbb{R}^d \). Recall the following definition (see e.g. [Gar]). Let \( S \) be a \( k \)-dimensional subspace, \( k < d \). The \( k \)-dimensional X-ray of \( A \) (or, in other terminology, the section function, or the \( k \)-plane Radon transform of \( A \)) parallel to \( S \) is the function of \( x \in S^\perp \) defined by the formula \( X_S A(x) = V_k(A \cap (S + x)) \), where \( V_k \) denotes the \( k \)-dimensional volume. This function can be defined also for any compact set \( A \), but then, generally speaking, it will be defined only for almost all \( x \). We shall need the following well known corollary (see, e.g. [Gar]) of the Brunn-Minkowski inequality: for any convex body \( A \) and any \( k \)-dimensional subspace \( S \) the function \( (X_S A)^{1/k} \) is concave on its support. It follows directly from (F2) and a simple observation that if \( A_0, A_1 \) are convex \( k \)-dimensional bodies sitting in the parallel \( k \)-dimensional hyperplanes \( x_1 = 0 \) and \( x_1 = 1 \), respectively, in \( \mathbb{R}^{k+1} \), then

\[ (1 - t)A_0 + tA_1 = \text{conv} (A_0 \cup A_1) \cap \{ x : x_1 = t \}, \]

where \( \text{conv} \) denotes the convex hull of a set.

After this short introduction to the Brunn-Minkowski theory (a complete survey see in [Sch]), let us return to the unimodal measures.

**Proposition F1.** The class \( \text{CCU} \) is closed with respect to the operation of convolution \( \ast \).

**Proof.** It is more or less straightforward corollary of the Brunn-Minkowski inequality. In fact, obviously, it is enough to prove that if \( f_1 \) and \( f_2 \) are the characteristic functions of the centrally symmetric convex bodies \( B_1 \) and \( B_2 \), then \( f_1 \ast f_2 \) is a density of a CCU measures. Notice that

\[ (f_1 \ast f_2)(x) = V_d((x - B_1) \cap B_2) = V_d((x + B_1) \cap B_2). \]  

(F3)
It turns out that this function has convex sets of upper values, i.e., it is a density of a convex unimodal measure in the sense of Definition F1, and consequently of a CCU measure. In fact, one obtains from the Brunn-Minkowski inequality even a more stronger result, which is called the Fary-Redei Lemma (obtained in [FR]), namely that the 

\[(f_1 \ast f_2)^{1/d}\] is concave on its support. To see this, let us consider two \(d\)-dimensional planes \(L_1\) and \(L_2\) in \(\mathbb{R}^{2d}\) intersecting only at the origin and having the angle \(\phi < \pi/2\) between them. Let \(M_1\) and \(M_2\) denote the bodies which are equal to \(B_1\) and \(B_2\) respectively, but lie on the planes \(L_1\) and \(L_2\) respectively. Then the measure with the density \(f_1 \ast f_2\) can be considered as the limit as \(\phi \to 0\) of the measures with the densities \(f_\phi\) being the convolutions of the characteristic functions of \(M_1\) and \(M_2\) in \(\mathbb{R}^{2d}\). One sees that \(f_\phi\) is equal to the characteristic function of the set 

\[M_\phi = \{x + y : x \in M_1, y \in M_2\}\]

multiplied by \((\sin \phi)^{-d}\) (in fact, the linear transformation of \(\mathbb{R}^{2d}\) which is identical on \(L_1\) and which makes \(L_2\) perpendicular to \(L_1\), has the determinant \((\sin \phi)^d\) and leads to the situation, where \(M_1\) and \(M_2\) lie in perpendicular planes, and where the corresponding statement is therefore obvious). Hence

\[ (f_1 \ast f_2)(x)^{1/d} = \lim_{\phi \to 0} (\sin \phi)^{-1} V^{1/d}_d((x + L_1^1) \cap M_\phi) \]

\[ = \lim_{\phi \to 0} (\sin \phi)^{-1} (X_{L_1^1} M_\phi(x))^{1/d}, \]

and the concavity of \((f_1 \ast f_2)^{1/d}\) follows from the property of the X-ray stated above.

**Definition F3.** A measure \(\mu\) on \(\mathbb{R}^d\) is called *monotone unimodal*, if for any \(y \in \mathbb{R}^d\) and any centrally symmetric convex body \(M \subset \mathbb{R}^d\), the function \(\mu(M + ty)\) is nonincreasing for \(t > 0\).

The following important fact was proved in [And] for convex unimodal measures (in the sense of Definition F1), and in [She] for general case.

**Proposition F2.** All CCU measures are monotone unimodal.

**Proof.** Let us prove it here only for CCU measures with densities. Notice first that if \(\mu = \mu_A\) with some compact convex \(A\),
and if $M$ is compact, the required statement about the function $\mu(M + ty)$ follows directly from the Fary-Redei Lemma (see the proof of Proposition F1). For a non-compact set $M$, the statement is obtained by a trivial limiting procedure. For a general absolutely continuous $\mu$ it is again obtained by a limiting procedure, due to the well known fact that if a sequence $\mu_n$ of measures on $\mathcal{R}^d$ converges weakly to a measure $\mu$, then $\mu_n(K)$ converges to $\mu(K)$ for any compact set $K$ such that $\mu(\partial K) = 0$.

**Proposition F3.** Let a CCU measure $\mu \in SU$ has a continuous density $f$. Then for any unit vector $v$ the function $f(tv)$ is non-increasing on $\{ t \geq 0 \}$, and moreover, for any $m < d$ and any $m$-dimensional subspace $S$ the integral of $f$ over the plane $tv + S$ is a non-increasing function on $\{ t \geq 0 \}$. (In other words, the Radon transform of $f$ is non-increasing as well as the Radon transforms of the restrictions of $f$ on any subspace.)

**Proof.** It is a direct consequence of the previous Proposition. For instance, to prove that $f(tv)$ is non-increasing one supposes that $f(t_1v) > f(t_2v)$ with some $t_1 > t_2$ and then uses the statement of Proposition F2 with a set $M$ being the ball $B_\epsilon$ of sufficiently small radius $\epsilon$ to come to a contradiction. The result of Proposition F2 arises a natural question, does all symmetric and monotone unimodal measures are CCU. A positive answer to this question was conjectured in [She]. On the level of convex bodies this conjecture holds, as shows the following simple result.

**Proposition F4.** A centrally symmetric compact set $M$ in $\mathcal{R}^d$ is convex if and only if it is a starlike set (in the sense that together with any point $x$ it contains the whole closed interval $[0, x]$) and its one-dimensional $X$-ray function is non-increasing when moving away from the origin, i.e. for any unit vector $v$ and any straight line $l$ from $v^\perp$, the function $V_1((tv + l) \cap M)$ is a non-increasing function on $\{ t \geq 0 \}$.

**Remark.** The characterisation of convex bodies given in Proposition F4 can be essentially improved, at least if one supposes some regularity property of the boundary. Namely, it is possible to show that a symmetric compact set with nonempty interior and a piecewise-smooth boundary is convex if and only if its $X$-ray is non-increasing when moving away from the origin (i.e. being star-
like is in fact redundant in the characterisation of convex bodies given in Proposition F4). We shall omit here a simple geometric proof of Proposition F4 (which we shall not use further on). Notice only that this Proposition is apparently close (but is far from being identical) to the well known theorem on the characterisation of convex bodies given in [Fal], which states that a compact set $M$ with a nonempty interior is convex if and only if for any hyperspace $P$ in $\mathbb{R}^d$ its one-dimensional $X$-ray function $V_1((x + P^\perp) \cap M)$ is concave when restricted to the set of $x \in P$ such that $(x + P^\perp) \cap M$ is not empty. However, this result of Falconer is of no use for the study of distribution, because as one easily sees the property of concavity of the $X$-ray is destroyed when considering the linear combinations of the convex bodies.

Surprisingly enough, the conjecture of Sherman on general CCU measures was disapproved in [Wel] following the previous indications from [DJ2].

Now we are going to obtain the main result of this Appendix, which was proved first in [Kan].

**Proposition F5.** All symmetric stable laws are unimodal.

**Proof.** It will be given in three steps.

**Step 1.** Reduction to the case of finite Lévy measure. Recall that the density of a general symmetric stable law with the index of stability $\alpha \in (0, 2)$ (we shall not consider the case of $\alpha = 2$ which is the well known Gaussian distribution) is given by the Fourier transform

$$S(x, \alpha, \mu) = \frac{1}{(2\pi)^d} \int \psi_\alpha(x)e^{ipx} \, dp \quad (F4)$$

of the characteristic function $\psi_\alpha$, which can be given either by formula (C4) or by formula (C14) with symmetric measures $\mu$ and $\tilde{\mu}$ on $S^{d-1}$ connected by formula (C13) and with vanishing drift $A$. For any $\epsilon > 0$ consider the finite Lévy measure

$$\nu_\epsilon(d|\xi|, ds) = \begin{cases} 
|\xi|^{-1-\alpha}d|\xi|\mu(ds), & |\xi| \geq \epsilon \\
\epsilon^{-1-\alpha}d|\xi|\tilde{\mu}(ds), & |\xi| \leq \epsilon 
\end{cases} \quad (F5)$$

and the corresponding infinite divisible distribution with the characteristic function $\psi_\alpha^\epsilon$ defined by the formula

$$\log \psi_\alpha^\epsilon(y) = \int_0^\infty \int_{S^{d-1}} \left( e^{i(y, \xi)} - 1 - \frac{i(y, \xi)}{1 + \xi^2} \right) \nu_\epsilon(d|\xi|, ds). \quad (F6)$$
Let $P_\epsilon$ denote the corresponding probability distribution. One sees that $\psi_\alpha^\epsilon \to \psi_\alpha$ as $\epsilon \to 0$ uniformly for $y$ from any compact set, because
\[
|\log \psi_\alpha^\epsilon(y) - \log \psi_\alpha(y)| \leq \int_0^\epsilon \int_{S^{d-1}} \left| e^{i(y,\xi)} - 1 - \frac{i(y,\xi)}{1 + \xi^2} \right| |\xi|^{-1-\alpha} d|\xi| \mu(ds)
\]
\[
= O(1) |y|^2 \int_0^\epsilon |\xi|^{-\alpha} d|\xi| = O(1) |y|^2 |\epsilon|^{2-\alpha}.
\]
The convergence of characteristic functions (uniform on compacts) implies the weak convergence of the corresponding distributions. Therefore, it is enough to prove the unimodality of the distribution $P_\epsilon$ for any $\epsilon$.

**Step 2.** Reduction to the unimodality property of the Lévy measure. We claim now that in order to prove the unimodality of $P_\epsilon$ it is suffice to prove the unimodality of the Lévy measure (F5). In fact, since this measure is finite, formula (F6) can be rewritten in the form
\[
\log \psi_\alpha^\epsilon(y) = \int_0^\infty \int_{S^{d-1}} e^{i(y,\xi)} \nu_\epsilon(d|\xi|, ds) - C_\epsilon
\]
with some constant $C_\epsilon$. Therefore $\psi_\alpha^\epsilon(y)$ is the exponent of the Fourier transform of measure (F5) (up to a multiplier) and hence it is a limit (uniform on compacts) of the finite linear combinations of $\nu_\epsilon$ and its convolutions with itself. Therefore our assertion follows from Proposition F1.

**Step 3.** It remains to prove that the Lévy measure (F5) is unimodal. To this end, notice that any measure $\mu$ on $S^{d-1}$ can be approximated weakly by a sequence of discrete measures (concentrated on a counted number of points). Hence, by linearity, it is enough to prove the unimodality of measure (F5) in the case of $\mu(ds)$ concentrated in one point only. But in this case measure (F5) is one-dimensional and the statement is obvious, which completes the proof of Proposition F5.

The same arguments prove the following fact.

**Proposition F6.** If the Lévy measure $\nu$ of an infinitely divisible distribution $F$ in $\mathbb{R}^d$ (with polar coordinates $|\xi|, s = \xi/|\xi|$) has the form
\[
\nu(d\xi) = f(|\xi|) d|\xi| \mu(ds)
\]
(F7)
with any finite (centrally) symmetric measure $\mu$ on $S^{d-1}$ and any non-increasing function $f$, then $F$ is symmetric unimodal.

The result of Proposition F5 was generalised in [Wol] to a more general class of infinitely divisible distributions, namely to the distributions of class $L$ (see [Wol] or [DJ1]).

The following statement is a direct consequence of Propositions F5, F3.

**Proposition F7.** If the drift $A$ in (C4) or (C14) vanishes, then the corresponding density (F4) enjoys the property described in Proposition F3, in particular, when restricted to any straight line going through the origin, it is non-increasing when moving away from the origin. For conclusion, let us notice that no general results seem to be known now on the unimodality of nonsymmetric stable laws in dimension more than one. Due to the following statement, it is difficult to expect that the monotone unimodality will be proved in general case.

**Proposition F8.** A compact convex body is (centrally) symmetric if and only if its one-dimensional X-ray function is non-increasing when moving away from the origin.

A simple proof of this fact is based on the observations that, on the one hand, it is enough to prove this fact for two-dimensional convex bodies, and on the other hand, symmetricity for two-dimensional bodies means that the tangents to the opposite points of the boundary are parallel which is an obvious consequence of the non-increasing of the X-ray when moving away from the origin.

**G. Infinitely divisible complex distributions and complex Markov processes**

We present here a general approach to the construction of the measures on the path space that can be used for the path integral representation of evolutionary equations. In particular, we give an exposition of the important results of Maslov and Chebotarev (see [M7], [MC2], [Che], [CheKM], [HuM]) on the representation of the solution to the Schrödinger equation as an expectation of a certain functional on the trajectories of a certain Poisson process. An interpretation of this result from the point of view of non-commutative probability is given in [Par2]. Our exposition will
be given in terms of more or less standard probabilistic concepts generalised to the complex case. Various generalisations of the representation from [MC2] to other classes of equations can be found e.g. in [BGR],[Com1]-[Com3], [Ich], [Gav], [PQ]. For example, in [Com1] one can find generalisations to some quantum field models and to a case of the Schrödinger equation with a potential depending on momentum. For these cases Feynman’s integral is presented as an expectation with respect to certain generalisations of Poisson processes, which were called generalised Poisson in [Com1] and which can be met in literature on probability theory under different names, see e.g. [Meti], where these processes are called pure jump Markov processes.

The following general construction of the measures on path space is especially close in spirit to the construction from [Ich], which, in turn, adapts Nelson’s approach (see [Nel2]) to the construction of the Wiener measure to the case of the measures corresponding to the hyperbolic systems of the first order.

Let $\mathcal{B}(\Omega)$ denote the class of all Borel sets of a topological space (i.e. it is the $\sigma$-algebra of sets generated by all open sets). If $\Omega$ is locally compact we denote (as usual) by $C_0(\Omega)$ the space of all continuous complex-valued functions on $\Omega$ vanishing at infinity. Equipped with the uniform norm $\|f\| = \sup_x |f(x)|$ this space is known to be a Banach space. It is also well known (Riesz-Markov theorem) that if $\Omega$ is a locally compact space, then the set $\mathcal{M}(\Omega)$ of all finite complex regular Borel measures on $\Omega$ equipped with the norm $\|\mu\| = \sup |\int_\Omega f(x)\mu(dx)|$, where sup is taken over all functions $f \in C_0(\Omega)$ with $\|f(x)\| \leq 1$, is a Banach space, which coincides with the set of all continuous linear functionals on $C_0(\Omega)$. Clearly, any complex $\sigma$-additive measure $\mu$ on $\mathbb{R}^d$ has the form

$$\mu(dy) = f(y)M(dy) \quad \text{(G1)}$$

with some positive measure $M$ (which can be chosen to be finite whenever $\mu$ is finite) and some bounded complex-valued function $f$ (in fact, a possible choice of $M$ is $|\text{Re } \mu| + |\text{Im } \mu|$, where $|\nu|$ for a real signed measure $\nu$ denotes, as usual, its total variation measure, i.e. $|\nu| = \nu_+ + \nu_-$, where $\nu = \nu_+ - \nu_-$ is the Hahn decomposition of $\nu$ on its positive and negative parts). Representation (G1) is
surely not unique; however, the measure \( M \) in (G1) is uniquely defined under additional assumption that \(|f(y)| = 1\) for all \( y \). If this condition is fulfilled, the positive measure \( M \) is called the total variation measure of the complex measure \( \mu \) and is denoted by \(|\mu|\). Clearly, if a complex measure \( \mu \) is presented in form (G1) with some positive measure \( M \), then \(|\mu| = \int |f(y)|M(dy)\).

We say that a map \( \nu \) from \( \mathbb{R}^d \times \mathcal{B}(\mathbb{R}^d) \) into \( \mathbb{C} \) is a complex transition kernel, if for every \( x \), the map \( A \mapsto \nu(x, A) \) is a (finite complex) measure on \( \mathbb{R}^d \), and for every \( A \in \mathcal{B}(\mathbb{R}^d) \), the map \( x \mapsto \nu(x, A) \) is \( \mathcal{B} \)-measurable. A (time homogeneous) complex transition function (abbreviated CTF) on \( \mathbb{R}^d \) is a family \( \nu_t, t \geq 0 \), of complex transition kernels such that \( \nu_0(x, dy) = \delta(y - x) \) for all \( x \), where \( \delta_x(y) = \delta(y - x) \) is the Dirac measure in \( x \), and such that for every non-negative \( s, t \), the Chapman-Kolmogorov equation
\[
\int \nu_s(x, dy)\nu_t(y, A) = \nu_{s+t}(x, A)
\]
is satisfied. (We consider only time homogeneous CTF for simplicity, the generalisation to non-homogeneous case is straightforward).

A CTF is said to be (spatially) homogeneous, if \( \nu_t(x, A) \) depends on \( x, A \) only through the difference \( A - x \). If a CTF is homogeneous it is natural to denote \( \nu_t(0, A) \) by \( \nu_t(A) \) and to write the Chapman-Kolmogorov equation in the form
\[
\int \nu_t(dy)\nu_s(A - y) = \nu_{t+s}(A).
\]

A CTF will be called regular, if there exists a positive constant \( K \) such that for all \( x \) and \( t > 0 \), the norm \(|\nu_t(x, .)|\) of the measure \( A \mapsto \nu_t(x, A) \) does not exceed \( \exp\{Kt\} \).

CTFs appear naturally in the theory of evolutionary equations: if \( T_t \) is a strongly continuous semigroup of bounded linear operators in \( C_0(\mathbb{R}^d) \), then there exists a time-homogeneous CTF \( \nu \) such that
\[
T_tf(x) = \int \nu_t(x, dy)f(y).
\]

In fact, the existence of a measure \( \nu_t(x, .) \) such that (G2) is satisfied follows from the Riesz- Markov theorem, and the semigroup
identity $T_s T_t = T_{s+t}$ is equivalent to the Chapman-Kolmogorov equation. Since $\int \nu_t(x, dy) f(y)$ is continuous for all $f \in C_0(\mathbb{R}^d)$, it follows by the monotone convergence theorem (and the fact that each complex measure is a linear combination of four positive measures) that $\nu_t(x, A)$ is a Borel function of $x$.

We say that the semigroup $T_t$ is regular, if the corresponding CTF is regular. Clearly, this is equivalent to the assumption that $\|T_t\| \leq e^{Kt}$ for all $t > 0$ and some constant $K$.

Now we construct a measure on the path space corresponding to each regular CTF, introducing first some (rather standard) notations. Let $\hat{\mathbb{R}}_d$ denote the one point compactification of the Euclidean space $\mathbb{R}^d$ (i.e. $\hat{\mathbb{R}}_d = \mathbb{R}^d \cup \{\infty\}$ and is homeomorphic to the sphere $S^d$). Let $\hat{\mathbb{R}}_d^{[s,t]}$ denote the infinite product of $\mathbb{R}_d$ copies of $\hat{\mathbb{R}}_d$, i.e. it is the set of all functions from $[s, t]$ to $\hat{\mathbb{R}}_d$, the path space. As usual, we equip this set with the product topology, in which it is a compact space (Tikhonov’s theorem). Let $Cyl_k^{[s,t]}$ denote the set of functions on $\hat{\mathbb{R}}_d^{[s,t]}$ having the form

$$\phi^f_{t_0, t_1, \ldots, t_{k+1}}(y(\cdot)) = f(y(t_0), \ldots, y(t_{k+1}))$$

for some bounded complex Borel function $f$ on $(\hat{\mathbb{R}}_d)^{k+2}$ and some points $t_j$, $j = 0, \ldots, k + 1$, such that $s = t_0 < t_1 < t_2 < \ldots < t_k < t_{k+1} = t$. The union $Cyl^{[s,t]} = \cup_{k \in \mathbb{N}} Cyl_k^{[s,t]}$ is called the set of cylindrical functions (or functionals) on $\hat{\mathbb{R}}_d^{[s,t]}$. It follows from the Stone-Weierstrasse theorem that the linear span of all continuous cylindrical functions is dense in the space $C(\hat{\mathbb{R}}_d^{[s,t]})$ of all complex continuous functions on $\hat{\mathbb{R}}_d^{[s,t]}$. Any CTF $\nu$ defines a family of linear functionals $\nu_{s,t}^x$, $x \in \mathbb{R}^d$, on $Cyl^{[s,t]}$ by the formula

$$\nu_{s,t}^x(\phi^f_{t_0, \ldots, t_{k+1}}) = \int f(x, y_1, \ldots, y_{k+1}) \nu_{t_1-t_0}(x, dy_1) \nu_{t_2-t_1}(y_1, dy_2) \ldots \nu_{t_{k+1}-t_k}(y_k, dy_{k+1}).$$

Due to the Chapman-Kolmogorov equation, this definition is correct, i.e. if one considers an element from $Cyl_k^{[s,t]}$ as an element
from $C y t_{[s,t]}^{k+1}$ (any function of $l$ variables $y_1, ..., y_l$ can be considered as a function of $l+1$ variables $y_1, ..., y_{l+1}$, which does not depend on $y_{l+1}$), then the two corresponding formulae (G3) will be consistent.

**Proposition G1.** If the semigroup $T_t$ in $C_0(R^d)$ is regular and $\nu$ is its corresponding CTF, then the functional (G3) is bounded. Hence, it can be extended by continuity to a unique bounded linear functional $\nu^x$ on $C(\hat{R}_d^{[s,t]})$, and consequently there exists a (regular) complex Borel measure $D_{s,t}^x$ on the path space $\hat{R}_d^{[s,t]}$ such that

$$\nu_{s,t}^x(F) = \int F(y(.)) D_{s,t}^x y(.)$$

(G4)

for all $F \in C(\hat{R}_d^{[s,t]})$. In particular,

$$(T_t f)(x) = \int f(y(t)) D_{s,t}^x y(.) .$$

**Proof.** It is a direct consequence of the Riesz-Markov theorem, because the regularity of CTF implies that the norm of the functional $\nu_{s,t}^x$ does not exceed $\exp\{K(t - s)\}$.

If $E$ is a measurable subset of $\hat{R}_d^{[s,t]}$, we shall say (using probabilistic language) that $E$ is an event on $\hat{R}_d^{[s,t]}$, and we shall denote by $\nu_{s,t}^x(E)$ the value of the functional $\nu_{s,t}^x$ on the indicator $\chi_E$ of $E$, i.e.

$$\nu_{s,t}^x(E) = \int \chi_E(y(.)) D_{s,t}^x y(.) .$$

(G4')

Formula (G3) defines the family of finite complex distributions on the path space, which gives rise to a finite complex measure on this path space (under the regularity assumptions). Therefore, this family of measures can be called a complex Markov process. Unlike the case of the standard Markov processes, the generator, say $A$, of the corresponding semigroup $T_t$ is not self-adjoint, and the corresponding bilinear "Dirichlet form" $(A v, v)$ is complex. Such forms present a natural generalisation of the real Dirichlet forms that constitute an important tool in modern probability theory, see e.g. [Fu], [MR] and references therein. In the complex situation,
only some particular special cases have so far been investigated, see [AU].

The following simple fact can be used in proving the regularity of a semigroup.

**Proposition G2.** Let $B$ and $A$ be linear operators in $C_0(\mathbb{R}^d)$ such that $A$ is bounded and $B$ is the generator of a strongly continuous regular semigroup $T_t$. Then $A + B$ is also the generator of a regular semigroup, which we denote by $\tilde{T}_t$.

**Proof.** Follows directly from the fact that $\tilde{T}_t$ can be presented as the convergent (in the sense of the norm) series of standard perturbation theory

$$\tilde{T}_t = T_t + \int_0^t T_{t-s} A T_s \, ds + \int_0^t ds \int_0^s d\tau T_{t-s} A T_{s-\tau} A T_\tau + \cdots \quad (G5)$$

Of major importance for our purposes are the spatially homogeneous CTFs. Let us discuss them in greater detail, in particular, their connection with infinitely divisible characteristic functions. Let $\mathcal{F}(\mathbb{R}^d)$ denote the Banach space of Fourier transforms of elements of $\mathcal{M}(\mathbb{R}^d)$, i.e. the space of (automatically continuous) functions on $\mathbb{R}^d$ of form

$$V(x) = V_\mu(x) = \int_{\mathbb{R}^d} e^{ipx} \mu(dp) \quad (G6)$$

for some $\mu \in \mathcal{M}(\mathbb{R}^d)$, with the induced norm $\|V_\mu\| = \|\mu\|$. Since $\mathcal{M}(\mathbb{R}^d)$ is a Banach algebra with convolution as the multiplication, it follows that $\mathcal{F}(\mathbb{R}^d)$ is also a Banach algebra with respect to the standard (pointwise) multiplication. We say that an element $f \in \mathcal{F}(\mathbb{R}^d)$ is infinitely divisible if there exists a family $(f_t, \ t \geq 0,)$ of elements of $\mathcal{F}(\mathbb{R}^d)$ such that $f_0 = 1$, $f_1 = f$, and $f_{t+s} = f_tf_s$ for all positive $s, t$. Clearly if $f$ is infinitely divisible, then it has no zeros and a continuous function $g = \log f$ is well defined (and is unique up to an imaginary shift). Moreover, the family $f_t$ has the form $f_t = \exp\{tg\}$ and is defined uniquely up to a multiplier of the form $e^{2\pi ik t}$, $k \in \mathbb{N}$. Let us say that a continuous function $g$ on $\mathbb{R}^d$ is a complex characteristic exponent (abbreviated CCE), if $e^g$ is an infinitely divisible element of $\mathcal{F}(\mathbb{R}^d)$, or equivalently, if $e^{tg}$ belongs to $\mathcal{F}(\mathbb{R}^d)$ for all $t > 0$. 

Remark. The problem of the explicit characterisation of the whole class of infinite divisible functions (or of the corresponding complex CCEs) seems to be quite nontrivial. When dealing with this problem, it is reasonable to describe first some natural subclasses. For example, it is easy to show that if \( f_1 \in \mathcal{F}(\mathbb{R}) \) is infinite divisible and such that the measures corresponding to all functions \( f_t, t > 0 \), are concentrated on the half line \( \mathbb{R}_+ \) (complex generalisation of subordinators) and have densities from \( L_2(\mathbb{R}_+) \), then \( f_1 \) belongs to the Hardy space \( H_2 \) of analytic functions on the upper half plane (see e.g. [Koo]), which have no Blaschke product in its canonical decomposition.

It follows from the definitions that the set of spatially homogeneous CTFs \( \nu_t(dx) \) is in one-to-one correspondence with CCE \( g \), in such a way that for any positive \( t \) the function \( e^{tg} \) is the Fourier transform of the transition measure \( \nu_t(dx) \).

**Proposition G3.** If \( V \) is a CCE, then the solution to the Cauchy problem

\[
\frac{\partial u}{\partial t} = V(\frac{1}{i} \frac{\partial}{\partial y})u
\]

defines a strongly continuous and spatially homogeneous semigroup \( T_t \) of bounded linear operators in \( C_0(\mathbb{R}^d) \) (i.e. \( (T_tu_0)(y) \) is the solution to equation (G7) with the initial function \( u_0 \)). Conversely, each such semigroup is the solution to the Cauchy problem of an equation of type (G7) with some CCE \( g \).

**Proof.** This is straightforward. Since (G7) is a pseudo-differential equation, it follows that the Fourier transform \( \hat{u}(t, x) \) of the function \( u(t, y) \) satisfies the ordinary differential equation

\[
\frac{\partial \hat{u}}{\partial t}(t, x) = V(x)\hat{u}(t, x),
\]

whose solution is \( \hat{u}_0(x) \exp\{tV(x)\} \). Since \( e^{tV} \) is the Fourier transform of the complex transition measure \( \nu_t(dy) \), it follows that the solution to the Cauchy problem of equation (G7) is given by the formula \( (T_tu_0)(y) = \int u_0(z)\nu_t(dz - y) \), which is as required.

We say that a CCE is regular, if equation (G7) defines a regular semigroup.
It would be very interesting to describe explicitly all regular CCE. We only give here two classes of examples. First of all, if a CCE is given by the Lévy- Khintchine formula (i.e. it defines a transition function consisting of probability measures), then this CCE is regular, because all CTF consisting of probability measures are regular. Another class is given by the following result.

**Proposition G4.** Let \( V \in \mathcal{F}(\mathcal{R}^d) \), i.e. it is given by (G6) with \( \mu \in \mathcal{M}(\mathcal{R}^d) \). Then \( V \) is a regular CCE. Moreover, if the positive measure \( M \) in the representation (G1) for \( \mu \) has no atom at the origin, i.e. \( M(\{0\}) = 0 \), then the corresponding measure \( D_{x,t}^0 \) on the path space from Proposition G1 is concentrated on the set of piecewise-constant paths in \( \mathcal{R}_d^{[0,t]} \) with a finite number of jumps. In other words, \( D_{x,t}^0 \) is the measure of a jump-process.

*Proof.* Let \( W = W_M \) be defined by the formula

\[
W(x) = \int_{\mathcal{R}^d} e^{ipx} M(dp).
\]  

(G8)

The function \( \exp\{tV\} \) is the Fourier transform of the measure \( \delta_0 + t\mu + \frac{t^2}{2} \mu \ast \mu + \ldots \) which can be denoted by \( \exp^* (t\mu) \) (it is equal to the sum of the standard exponential series, but with the convolution of measures instead of the standard multiplication). Clearly \( \| \exp^* (t\mu) \| \leq \| \exp^* (tM) \| \), where we denoted by \( \bar{f} \) the supremum of the function \( f \), and both these series are convergent series in the Banach algebra \( \mathcal{M}(\mathcal{R}^d) \). Therefore \( \| e^{Vt} \| \leq \| e^{Wt} \| \leq \exp \{ t \bar{f} \| \mu \| \} \), and consequently \( V \) is a regular CCE. Moreover, the same estimate shows that the measure on the path space corresponding to the CCE \( V \) is absolutely continuous with respect to the measure on the path space corresponding to the CCE \( W \). But the latter coincides up to a positive constant multiplier with the probability measure of the compound Poisson process with the Lévy measure \( M \) defined by the equation

\[
\frac{\partial u}{\partial t} = (W(\frac{1}{i} \frac{\partial}{\partial y}) - \lambda_M)u, \tag{G9}
\]

where \( \lambda_M = M(\mathcal{R}^d) \), or equivalently

\[
\frac{\partial u}{\partial t} = \int (u(y + \xi) - u(y)) M(d\xi), \tag{G10}
\]
(see e.g. [Br], [Meti] or [Pr] for the necessary background in compound Poisson processes), because the condition $M(\{0\}) = 0$ ensures that $M$ is actually a measure on $\mathcal{R}^d \setminus \{0\}$, i.e. it is a finite Lévy measure. It remains to note that as is well known in the theory of stochastic processes (see e.g. [Pr],[Fel]) the measures of compound Poisson processes are concentrated on piecewise-constant paths.

Therefore, we have two different classes (essentially different, because they obviously are not disjoint) of regular CCE: those given by the Lévy-Khintchine formula, and those given by Proposition G4. It is easy to prove that one can combine these regular CCEs, more precisely that the class of regular CCE is a convex cone, see [K13].

Let us apply the simple results obtained so far to the case of the pseudo-differential equation of the Schrödinger type

$$\frac{\partial \tilde{u}}{\partial t} = -G(-\Delta)^\alpha \tilde{u} + (A, \frac{\partial}{\partial x})\tilde{u} + V(x)\tilde{u},$$  \hspace{1cm} (G11)$$

where $G$ is a complex constant with a non-negative real part, $\alpha$ is any positive constant, $A$ is a real-valued vector (if $\text{Re} \, G > 0$, then $A$ can be also complex-valued), and $V$ is a complex-valued function of form (G6). The standard Schrödinger equation corresponds to the case $\alpha = 1$, $G = i$, $A = 0$ and $V$ being purely imaginary. We consider a more general equation to include the Schrödinger equation, the heat equation with drifts and sources, and also their stable (when $\alpha \in (0,1)$) and complex generalisations in one formula. This general consideration also shows directly how the functional integral corresponding to the Schrödinger equation can be obtained by the analytic continuation from the functional integral corresponding to the heat equation, which gives a connection with other approaches to the path integration (see Appendix H). The equation on the inverse Fourier transform

$$u(y) = (2\pi)^{-d} \int_{\mathcal{R}^d} e^{-iyx} \tilde{u}(x) \, dx$$

of $\tilde{u}$ (or equation (G11) in momentum representation) clearly has the form

$$\frac{\partial u}{\partial t} = -G(y^2)^\alpha u + i(A, y)u + V(\frac{1}{i} \frac{\partial}{\partial y})u.$$ \hspace{1cm} (G12)
One easily sees that already in the trivial case $V = 0$, $A = 0$, $\alpha = 1$, equation (G11) defines a regular semigroup only in the case of real positive $G$, i.e. only in the case of the heat equation. It turns out however that for equation (G12) the situation is completely different. The next result generalises the corresponding result from [M7], [MC2] on the standard Schrödinger equation to equation (G11).

**Proposition G5.** The solution to the Cauchy problem of equation (G12) can be written in the form of a complex Feynman-Kac formula

$$u(t, y) = \int \exp\{ - \int_0^t [G(q(\tau)^2)^\alpha - (A, q(\tau))] \, d\tau \} u_0(q(t)) D_y^{0, t} q(\cdot),$$

where $D_y$ is the measure of the jump process corresponding to equation (G7).

**Proof.** Let $T_t$ be the regular semigroup corresponding to equation (G7). By the Trotter formula, the solution to the Cauchy problem of equation (G12) can be written in the form

$$u(t, y) = \lim_{n \to \infty} \left( \left( \exp\{ - \frac{t}{n} (G(q^n)^2)^\alpha - (A, q^n) \} T_{t/n} \right)^n u_0 \right)(y)$$

$$= \lim_{n \to \infty} \int \exp\left\{ -G \frac{t}{n} [(q_1^n)^\alpha + ... + (q_n^n)^\alpha] + \frac{t}{n} (A, q_1 + ... + q_n) \right\} u_0(q_n)$$

$$\times \nu_{t/n}(y, dq_1) \nu_{t/n}(q_1, dq_2) ... \nu_{t/n}(q_{n-1}, dq_n).$$

Using (G3), we can rewrite this as

$$u(t, y) = \lim_{n \to \infty} \nu_{0, t}^y (F_n) = \lim_{n \to \infty} \int F_n(q(\cdot)) D_y^{0, t} q(\cdot),$$

where $F_n$ is the cylindrical function

$$F_n(q(\cdot)) = \exp\left\{ -G \frac{t}{n} [(q(t/n)^2)^\alpha + (q(2t/n)^2)^\alpha + ... + (q(t)^2)^\alpha] \right\}$$

$$\times \exp\{ \frac{t}{n} (A, q(t/n) + q(2t/n) + ... + q(t)) \} u_0(q(t)).$$

By the dominated convergence theorem this implies (G13).
The statement of the Proposition can be generalised easily to the following situation, which includes all Schrödinger equations, namely to the case of the equation

$$\frac{\partial \phi}{\partial t} = i(A - B)\phi,$$

where $A$ is selfadjoint operator, for which therefore exists (according to spectral theory) a unitary transformation $U$ such that $UAU^{-1}$ is the multiplication operator in some $L^2(X, d\mu)$, where $X$ is locally compact, and $B$ is such that $UBU^{-1}$ is a bounded operator in $C_0(X)$.

As another example, let us consider the case of complex anharmonic oscillator, i.e. the equation

$$\frac{\partial \tilde{\psi}}{\partial t} = \frac{1}{2} \left( G\Delta - x^2 - iV(x) \right) \tilde{\psi}, \quad (G15)$$

where $V = V_\mu$ is an element of $\mathcal{F}(\mathbb{R}^d)$. The Fourier transform of this equation (or, equation (G15) in the $p$-representation) has the form

$$\frac{\partial \psi}{\partial t} = \frac{1}{2} \left( \Delta - Gp^2 - iV \left( \frac{1}{i} \frac{\partial}{\partial p} \right) \right) \psi. \quad (G16)$$

**Proposition G6.** If $\text{Re} \, G \geq 0$, the Cauchy problem of equation (G16) defines a regular semigroup of operators in $C_0(\mathbb{R}^d)$, and thus can be presented as the path integral from Proposition G1.

**Proof.** If $V = 0$, the Green function for equation (G17) can be calculated explicitly (see e.g. Section 1.4), and from this formula one easily deduced that in case $V = 0$ the semigroup defined by equation (G17) is regular. For general $V$ the statement follows from Proposition G2.

For numerical calculations of path integral (see e.g. [CheQ]), it is convenient to write a path integral as an integral over a positive, and not a complex measure. This surely can be done, because any complex measure has a density with respect to its total variation measure. To be more concrete, suppose that $V$ is given by (G6), (G1), where the positive measure $M$ has no atom at the origin. Then it follows from Proposition G4 that the complex measure on
the path space defined (according to Proposition G1) by equation (G7) has a density with respect to the measure of the Poisson process described by equation (G9). To conclude this Appendix we shall calculate this density. This will imply an alternative form of the path integral in (G13), which has a more clear probabilistic interpretation. We give here a probabilistic proof of this result, which includes a study of the main properties of the complex measure \( D_{y,t}^{s,t} \) and the corresponding functional \( \nu_{s,t}^{y} \), which are defined by equation (G7) (according to Proposition G1) and which are similar to the properties of the underlying Poisson process defined by equation G9. Another, more direct and more simple proof is given in the first section of Chapter 9.

Since the trajectories of a compound Poisson process are piecewise constant (and finite) almost surely, a typical random path \( Y \) of such a process on the interval of time \([0,t]\) starting at a point \( y \) is defined by a finite, say \( n \), number of the moments of jumps \( 0 < s_1 < \ldots < s_n \leq t \), which are distributed according to the Poisson process \( N \) with the intensity \( \lambda_M = M(\mathbb{R}^d) \), and by the independent jumps \( \delta_1,\ldots,\delta_n \) at these moments, each of which is a random variable with values in \( \mathbb{R}^d \setminus \{0\} \) and with the distribution defined by the probability measure \( M/\lambda_M \). This path has the form

\[
Y_y(s) = y + \sum_{i=1}^{n} \delta_i, \quad s_i \leq s < s_{i+1},
\]

We shall denote by \( E_{[0,t]}^{[0,t]} \) the expectation with respect to this process.

Let us now obtain some properties of the complex measure \( D_{y,t}^{s,t} \) and the corresponding functional \( \nu_{s,t}^{y} \), which are defined by equation (G7) (according to Proposition G1) and which are similar to the corresponding properties of positive measures of compound Poisson processes defined by equation (G9).

As a first consequence from Proposition G4 we conclude that typical paths for the measure \( D_{y,t}^{s,t} \) do not go to infinity in finite times almost surely (from now on, almost surely will be always understood in the sense of the Poisson process described by equation (G9)) and can be parametrised by (G17). In particular, we can
consider only the restricted path space $\mathcal{R}^{[s,t]}_d$ (instead of $\hat{\mathcal{R}}^{[s,t]}_d$), which is more convenient, because of its linear structure. Let us say that a cylindrical functional $F$ on $\mathcal{R}^{[s,t]}_d$ (respectively an event $E$ on $\mathcal{R}^{[s,t]}_d$) is translation invariant, iff $F(y + Y(\cdot)) = F(Y(\cdot))$ for any path $Y$ and any vector $y$ (respectively if $Y(\cdot) \in E$ implies $y+Y(\cdot) \in E$). It follows from the definition of $\nu$ that if a cylindrical functional $F$ or an event $E$ are translation invariant, then $\nu_{s,t}(F)$ or $\nu_{s,t}(E)$ respectively does not depend on the initial point $y$, and will be denoted simply by $\nu_{s,t}(F)$ or $\nu_{s,t}(E)$ respectively. From the Chapman-Kolmogorov equation we obtain now directly the following result, which is the analogy of the probabilistic concept of the independence of increments: if $E_1$ and $E_2$ are some events on $\mathcal{R}^{[s,r]}_d$ and $\mathcal{R}^{[\tau,t]}_d$ respectively, and if $E_2$ is translation invariant, then

$$\nu_{s,t}^y(E_1 \cap E_2) = \nu_{s,\tau}^y(E_1)\nu_{\tau,t}(E_2).$$

for an arbitrary $y$.

Let $E_j(t)$ denote the event that there are exactly $j$ jumps of the process on the interval of the length $t$, and the trajectories are constant between the jumps. As we noted already, the whole measure is concentrated on the union $\cup_{j=0}^\infty E_j$.

**Proposition G7.** Let $\phi^j_t = \nu_{0,t}(E_j(t))$ and $\lambda_\mu = \int \mu(dy) = \mu(\mathcal{R}^d)$. Then

$$\phi^j_t = (\lambda_\mu t)^j/j!.$$

**Proof.** Notice first that $\phi^0_t = O(t^j)$, $t \to 0$, for all $j$, because of Proposition G4 and by the well known properties of compound Poisson processes. Let $\hat{E}_0(t)$ denote the event that the end-points of trajectories coincide, i.e. $Y(0) = Y(t)$. Clearly, $E_0(t) \subseteq \hat{E}_0(t)$ and the intersection $E_1(t) \cap \hat{E}_0(t)$ is empty. Since $\nu_{0,t}(\cup_{j>1} E_j) = O(t^2)$, it follows that

$$\phi^0_t = \nu_{0,t}(\hat{E}_0(t)) + O(t^2)$$

for small $t$. But

$$\nu_{0,t}(\hat{E}_0(t)) = \int \nu_t(dy)\chi_{\{0\}}(y) = 1 + O(t^2),$$

where $\chi_{\{0\}}$ denotes the indicator of the one-point set $\{0\}$, because $\nu_t = \exp^t(t\mu)$ (see the proof of Proposition G4) and $\mu(\{0\}) = \lambda_\mu t^j/j!$.
0 by our assumptions. Therefore, \( \phi_t^0 = 1 + O(t^2) \) for small \( t \).

Noticing that \( \phi_t^0 = (\phi_t^{0/n})^n \) for all \( n \) by (G18) we conclude that
\[
\phi_t^0 = \lim_{n \to \infty} (1 + O(t/n)^2)^n = 1,
\]
which proves the statement of the proposition for \( j = 0 \).

Next, since
\[
\nu_{0,t}(\mathcal{R}_d^{[0,t]}) = \nu_{0,t}(\bigcup_{j=0}^{\infty} E_j) = \nu_t(\mathcal{R}^d) = \exp^*(t\mu)(\mathcal{R}^d) = e^{t\lambda\mu},
\]
it follows that
\[
\phi_t^1 = e^{t\lambda\mu} - 1 - O(t^2) = t\lambda\mu + O(t^2).
\]

(G20)

The proof can be completed now as in the case of the standard Poisson process (see e.g. [Pr]). Namely, let \( N_t \) denote the number of jumps of the process on the interval \([0,t]\). Consider the random functional \( \alpha^{N_t} \), where \( \alpha \) is a parameter from \((0,1)\), and its average
\[
\omega(t) = \omega_\alpha(t) = \nu_{0,t}(\alpha^{N_t}).
\]

By (G18), \( \omega(t+s) = \omega(t)\omega(s) \). Moreover, the function \( \omega \) is clearly measurable and bounded. This implies (see e.g. [Br]) that \( \omega(t) = e^{t\psi(\alpha)} \) with some function \( \psi \). In particular, \( \omega'(0) = \psi(\alpha) \). But clearly
\[
\omega(t) = \sum_{n=0}^{\infty} \alpha^n \phi_t^n,
\]
and consequently, due to (G20), \( \omega'(0) = \alpha(\phi_t^1)' = \alpha\lambda\mu \), and therefore \( \omega(t) = \exp\{t\alpha\lambda\mu\} \), which evidently implies (G19).

**Proposition G8.** Suppose \( U \) is a Borel subset of \( \mathcal{R}_d \setminus \{0\} \) and \( I = [t_1, t_2] \subset [0, t] \) is an interval of the length \( t_2 - t_1 = \tau \). Let \( E_I^U \) denotes the event that in the interval \([0, t]\) there is only one jump, and moreover, this jump occurs on a moment of time from \( I \), and the size of this jump belongs to \( U \). Then, for small \( \tau \),
\[
\nu_{0,t}(E_I^U) = \mu(U)\tau + O(\tau^2).
\]

(G21)

**Proof.** Due to the equation \( \nu_{0,t_1}(E_0(t_1 - t)) = \nu_{t_2,t}(E_0(t - t_2)) = 1 \), which follows from Proposition G7, and using formula
(G18), one concludes that \( \nu_{0,t}(E^U_I) = \nu_{t_1,t_2}(E^U_I) \). Furthermore, since the measure of more than one jump on any interval of the length \( \tau \) is of order \( O(\tau^2) \), one has

\[
\nu_{0,t}(E^U_I) = \int \chi_U(y) \nu_\tau(dy) + O(\tau^2) = \nu_\tau(U) + O(\tau^2) = \tau \mu(U) + O(\tau^2).
\]

Let us note by passing that the weak topology on \( \mathcal{H}^{[s,t]} \) restricted to the set \( E_j(t - s) \) generates on \( E_j \) a natural topology, in which two trajectories from \( E_j(t - s) \) are close, if the times and the sizes of all their jumps are close.

Now we can prove the central property of the measure \( \nu^\tau_{s,t} \).

**Proposition G9.** Let \( \mu \) and \( M \) are connected by (G1), \( M \) is a positive finite measure without an atom at the origin and \( f \) is a bounded Borel-measurable complex-valued function. Then the measure \( \nu^\mu_{s,t} \) constructed from \( \mu \) has the density with respect to \( \nu^\mu_{s,t} \) constructed from \( M \) and this density is the function \( \phi \) such that \( \phi(Y(.)) = \prod_{j=1}^n f(\delta_j) \) on the path \( Y = Y_\mu(t) \) of the form (G17).

**Proof.** One can prove the statement separately on each event \( E_n \). The case \( n = 0 \) follows from Proposition G7 with \( j = 0 \). Consider the case \( n = 1 \). Then, if \( I \) is an interval of the length \( \tau \) containing the moment of time \( s_1 \), and if \( U = U_\epsilon(\delta_1) \) is the ball of the radius \( \epsilon \) with the centre \( \delta_1 \), then by Proposition G8

\[
\frac{\nu_{0,t}(E^U_I)}{\nu_{0,t}(E^U_I)} = \frac{\mu(U)}{M(U)} + O(\tau).
\]

It follows from (0.2) that the r.h.s. of this expression tends to \( f(\delta_1) \) as \( \tau \to 0 \) and \( \epsilon \to 0 \), which proves the required result for \( n = 1 \). The case of an arbitrary \( n \) is considered similarly.

Since obviously the measure \( \nu^\mu_{s,t} \) has the (constant) density \( \prod_{j=1}^n f(\delta_j) \) with respect to the probability measure of the Poisson process defined by equation (G9), the following statement follows straightforwardly from Propositions G5 and G9.

**Proposition G10.** Let \( u_0 \) be a bounded continuous function. Then the solution to the Cauchy problem of equation (G12) with the initial function \( u_0 \) has the form

\[
u(t,y) = \exp\{t \lambda_M \} E^{[0,t]}_\mu [F(Y(.))u_0(Y(t))], \quad (G22)
\]
where if $Y$ has form (G17),

$$F(Y(.)) = \exp\{-\sum_{j=0}^{n}[G(Y_j, Y_j)^\alpha - i(A, Y_j)](s_{j+1} - s_j)\} \prod_{j=1}^{n}(f(\delta_j))$$

($s_{n+1}$ is assumed to be equal to $t$ in this formula, and the function $f$ is defined in (G1)).

In particular, choosing $u_0$ to be the exponential function $e^{iyx_0}$ one obtains a path integral representation for the Green function of equation (G11) in momentum representation.

**H. A review of main approaches to the rigourous construction of path integral**

We give here a short review of main approaches to the definition of path integrals, where the integral is defined as a sort of generalised functional in some functional space, and not as a genuine integral over a bona fide measure on a path space, (as in the approach described in Appendix G or in chapter 9). As shown in Chapter 7, these approaches can also be used to construct path integral representation to complex stochastic Schrödinger equations.

1. **Analytic continuation, or complex rotation.**

   This is one of the earliest approaches to the mathematical theory of Feynman integrals (see e.g. [Ca], [Nel2], [Joh1], [CaS], [Kal2], [KKK], [Chu] and references therein). In particular, in [KKK], [Chu], this integral is used for the representation of the fundamental solution of the Schrödinger equation. In this approach one considers first one of the main parameters, say the mass $m$, in the standard Schrödinger equation

   $$\frac{\partial \psi}{\partial t} = (\frac{i}{2m} \Delta - iV(x))\psi \quad (H1)$$

   to be imaginary, i.e. of the form $m = i\tilde{m}$, with $\tilde{m} > 0$. In this case, equation (H1) is a diffusion equation (with a complex source), whose solution can be therefore written in terms of an integral over the standard Wiener measure (using the Feynman-Kac formula). This define a function of $m$ for imaginary $m$. The analytic continuation of this function (if it exists) can be considered as a definition
of the path integral for complex (in particular, real) \( m \). This continuation is often called the analytic Feynman integral. Equivalently one can carry out the analytical continuation in time.

A similar, but slightly different approach is obtained by the idea of rotation in configuration space, see e.g. [HuM]. Namely, changing the variables \( x \) to \( y = \sqrt{i}x \) in equation (H1) leads to the equation

\[
\frac{\partial \psi}{\partial t} = \left( -\frac{1}{2m} \Delta - iV(-\sqrt{i}y) \right) \psi,
\]

which is again of diffusion type and can be thus treated by means of the Feynman-Kac formula and the Wiener measure. To use this approach one needs certain analytic assumptions on \( V \).

Interesting applications of the analytic Feynman integral to the mathematical theory of Feynman’s non-commutative operational calculus can be found in the series of papers [JoL1], [JoL2], [DeFJL], see also references therein.

2. Parceval equality.

This approach was first systematically developed in [AH1].

Let \( h \) be a complex constant with a non-negative real part and let \( L \) be a complex matrix such that \( 1 + L \) is non-degenerate with a positive real part. To see the motivation for the main definition given below, suppose first that a function \( g \) has the form

\[
g(x) = g_\mu(x) = \int_{\mathbb{R}^d} e^{-ipx} \hat{g}(p) \, dp = \int_{\mathbb{R}^d} e^{-ipx} \mu(dp)
\]

with some \( \hat{g} \) from the Schwarz space \( S \), where we denoted by \( \mu \) the finite measure on \( \mathbb{R}^d \) with the density \( \hat{g}(p) \). Then, \( g \) also belongs to the Schwarz space and moreover, due to the Parceval equality,

\[
\int \exp\left\{-\frac{1}{2h}((1 + L)x, x)\right\} g(x) \, dx
\]

\[
= (2\pi h)^{d/2} (\det(1 + L))^{-1/2} \int \exp\left\{-\frac{h}{2}((1 + L)^{-1}p, p)\right\} \mu(dp),
\]

where both sides of this equation are well defined as Riemann integrals. Suppose more generally, that

\[
g(x) = g_\mu(x) = \int_{\mathbb{R}^d} e^{-ipx} \mu(dp)
\]
for a finite Borel complex measure $\mu$ (not necessarily with a density), i.e. $g$ belongs to the space $\mathcal{F}(\mathcal{R}^d)$ of the Fourier transforms of finite Borel measures on $\mathcal{R}^d$. In this case, though the l.h.s. of (H2) may not be well defined in the sense of Riemann or Lebesgue, the r.h.s. is still well defined and can be therefore considered as some sort of the regularisation of the (possibly divergent) integral on the l.h.s. of (H2). In other words, in this case, the integral on the l.h.s. of (H2) can be naturally defined by the r.h.s. expression of this equation. In order to get in (H2) an expression not depending on the dimension (which one needs to pass successfully to the infinite dimensional limit), one needs to normalise (or, in physical language, renormalise) this integral by the multiplier $(2\pi\hbar)^{-d/2}$. This leads to the following definition [AH1], which can be now given directly in the infinite dimensional setting. Let $H$ be a real separable Hilbert space, let

$$g(x) = g_\mu(x) = \int_H e^{-ipx} \mu(dp)$$

be a Fourier transform of a finite complex Borel measure $\mu$ in $H$ and let $L$ be a selfadjoint trace class operator in $H$ such that $1 + L$ is an isomorphism of $H$ with a non-negative real part. Define the (normalised) Fresnel integral

$$\int^*_H \exp\left\{-\frac{1}{2\hbar}(1 + L)x,x\right\}g(x) \, Dx = (\det(1 + L))^{-1/2} \int_H \exp\left\{-\frac{\hbar}{2}(1 + L)^{-1}p,p\right\}\mu(dp).$$

For application to the Schrödinger equation one takes as the Hilbert space $H$ in (H4) the space $H_t$ (sometimes called the Cameron-Martin space) of continuous curves $\gamma : [0, t] \mapsto \mathcal{R}^d$ such that $\gamma(t) = 0$ and the derivative $\dot{\gamma}$ of $\gamma$ (in the sense of distributions) belongs to $L_2([0, t])$, the scalar product in $H_t$ being defined as

$$(\gamma_1, \gamma_2) = \int_0^t \dot{\gamma}_1(s)\dot{\gamma}_2(s) \, ds.$$
Proposition H1 [AH1]. If $\psi_0 \in \mathcal{F}(\mathcal{R}^d) \cap L^2(\mathcal{R}^d)$ and $V \in L^2(\mathcal{R}^d)$, then the (obviously unique) solution to the Cauchy problem of equation (H2) with the initial data $\psi_0$ has the form

$$
\psi(t, x) = \int_{H_i}^* \exp\{\frac{i}{2m}\|\gamma\|^2\} \exp\{-i \int_0^t V(\gamma(s) + x)\, ds\} D\gamma,
$$

where this Fresnel integral is well defined in the sense of formula \( (H_4) \) (with $h = im, L = 0$).

The definition of the normalised (infinite dimensional) Fresnel integral (H4) can be generalised in various ways. The most advanced definition in this direction was given in [CW1], where the (infinite dimensional) differential $D_{\Theta, Z}$ was defined (in a sense, axiomatically) by the formula

$$
\int_{\Phi} \Theta(\phi, J) D_{\Theta, Z} \phi = Z(J),
$$

where $\Phi$ and $\Phi'$ are two Banach spaces and $\Theta : \Phi \times \Phi' \to C$, $Z : \Phi \to C$ are two given maps.

3. Discrete approximations (see e.g. [Tr1],[Tr2],[ET]).

One says that a Borel measurable complex valued function $f$ on $\mathcal{R}^d$ is $\mathcal{F}_h$-integrable, if the limit

$$
\lim_{\epsilon \to 0} (2\pi h)^{-d/2} \int_{\mathcal{R}^d} \exp\{-\frac{1}{2h} |x|^2\} f(x) \psi(\epsilon x)\, dx \quad (H5)
$$

exists for any $\psi \in S(\mathcal{R}^d)$: $\psi(0) = 1$, and is $\psi$-independent. The limit (H5) is then called the normalised Fresnel integral (abbreviated NFI) of $f$ (with parameter $h$) and will be denoted by

$$
\int_{\mathcal{R}^d} \exp\{-\frac{1}{2h} x^2\} f(x)\, Dx.
$$

Let $H$ be a separable real Hilbert space. A Borel measurable complex-valued function $f$ on $H$ is called $\mathcal{F}_h$-integrable iff for any increasing sequence $\{P_n\}$ of finite dimensional orthogonal projections in $H$, which is strongly convergent to the identity operator, the limit

$$
\lim_{n \to \infty} \int_{P_n H} \exp\{-\frac{1}{2h} x^2\} f(x)\, dx
$$

exists for any $\psi \in S(H)$: $\psi(0) = 1$, and is $\psi$-independent.
exists and its value is independent of the choice of the sequence \( \{P_n\} \). In such a case, their common value denoted by
\[
\int_H^* \exp\left\{-\frac{1}{2\hbar}|x|^2\right\} f(x) \, Dx
\]
(H6)
is called the NFI of \( f \) (with parameter \( \hbar \)). In the case of positive \( \hbar \) (resp. purely imaginary \( \hbar \)), the NFI (H6) is called the normalised Gaussian (resp. oscillatory) integral. Not surprisingly, it turns out that this definition leads to the same formula (H4), which was the starting point for the definition of [AH1].

We formulate here a result from [AKS2] on the existence of NFI in a slightly more general context than in (H4), which is necessary for applications to stochastic Schrödinger equations. The proof of this generalisation does not differ from the proof in the case (H4) (see e.g. [ET], [AlB]), and we shall not give it here.

**Proposition H2** [ET],[AlB],[AKS2]. Let a function \( g \) be the Fourier transform of a complex Borel finite measure on a Hilbert space \( H \), i.e. it is given by (H3). Let \( l \in H, \omega \in \mathcal{C}, \) and let \( L \) be a selfadjoint trace class operator in \( H \) such that \( 1 + 2\omega L \) is an isomorphism of \( H \) with a non-negative real part. Then the function \( \exp\{(l, x) - \omega(Lx, x)\} g(x) \) is \( F_h \)-integrable, and
\[
\int_H^* \exp\left\{-\frac{1}{2\hbar}|x|^2 - \omega(Lx, x) + (l, x)\right\} g(x) \, Dx
\]
\[
= \det(1+2\alpha L)^{-1/2} \int_H \exp\left\{-\frac{\hbar}{2}((1+2\alpha L)^{-1}(p-il), p-il)\right\} \mu(dp).
\]
(H7)

An application of this fact to the theory of stochastic Schrödinger equation is given in Chapter 7.

NFI (H6) was defined above as a limit of discrete approximations, which is not dependent on the choice of approximation. The most natural concrete type of discrete approximations for heuristic Feynman’s integral giving the solutions to the Schrödinger equation can be obtained from the Trotter product formula. A detailed account of the approach to Feynman’s integral based on this particular approximation, can be found e.g. in [Bere], see also [Joh2] and references therein.
4. **Path integral as a symbol for perturbation theory.** This approach was systematically developed in [SF]. Here one considers the path integral simply as a convenient concise symbol, which encodes the rules of perturbation theory in a compact form. From this point of view, one can develop rigorously (at least for Gaussian type integrals, which are important for quantum field theory) a technique of calculations and transformations, which contains all combinatorial aspects of the method of Feynman’s diagrams.

Notice that this approach considered from the point of view of complex Markov processes from Appendix G leads to the theory of Feynman’s integral for Schrödinger equations developed in Chapter 9.

5. **Path integral from the point of view of white noise calculus.** In this approach, see [HKPS], [SH] and references therein, path integral is considered as a distribution in Hida’s infinite dimensional calculus, called also the white noise analysis, which is a calculus on the dual $S'$ to the Schwarz space $S(R^d)$.

Various extensions of the approaches described above and their applications are developed in many papers, see e.g. [AlB], [ABB], [ACH], [AH2], [Bere], [CW2], [DMN], [El], [SS], and references therein. In particular, one can find applications to semiclassical asymptotics in [ABB], [AH2], [M1], to differential equations on manifolds in [El], [CW2], to stochastic and infinite dimensional generalisations of Schrödinger’s equation in [AKS1], [AKS2], [K1], [TZ1], to rigorous calculations of important quantities of quantum mechanics and quantum field theory in [Bere], [DMN], and the definition of the Feynman integral over the phase space in [DNM], [SS], [SF], [Bere]. A detailed discussion of the connections between different approaches is given in [SS]. Let us mention also the paper [Joh2], where one can find a nice elementary discussion of general mathematical and physical ideas leading to the notion of Feynman’s integral, in particular, of the background of the original papers of R. Feynman.

I. **Perspectives and problems**

We discuss here some problems which arise from the theory developed in this book, and indicate some possible generalisations.

1) One of the central questions arising from the developed
theory is to find the general class of Feller-Courrège processes, for which one can construct semiclassical asymptotics by the methods of Chapter 3 or 6. The question concerns the characterisation of the necessary properties of the Lévy measure $\nu$ and (possibly degenerate) matrix $G$ of diffusion coefficients. Already for $\nu = 0$ the question is not trivial, see example from Section 3.6 showing that for a non-regular degenerate diffusions, the small time asymptotics of its Green function are not regular, but the semiclassical small $h$ asymptotics can be still constructed by the standard scheme. More general, it is important to try to justify this construction for general Maslov’s tunnel equation (as defined in Chapter 6) and the corresponding tunnel systems, which comprise important physical examples going far beyond the range of the problems of the probability theory.

2) An important question is whether it is possible to prove the unimodality of general non-symmetric stable laws. Probably, some ideas from [IC] or [Yam] corresponding to the one-dimensional case can be used here for such a generalisation, which would allow the whole theory of Chapters 5,6 to be automatically generalised to the case of general (non-symmetric) stable jump-diffusions. Next, apparently there exists a deeper connection between the theory of stable Lévy motions and the Brunn-Minkowski theory. Namely, due to a famous result of Minkowski, to each symmetric measure $\mu$ on a sphere (with some additional weak non-degeneracy assumption) corresponds a unique convex body whose surface area measure coincides with $\mu$ (see e.g. [Sch] for the proof of this result and the definition of the surface area measure). It seems that the properties of local times and excursions of finite dimensional stable motions with the spectral measure $\mu$ should be governed by the surface structure of the corresponding convex body.

3) It was demonstrated in Section 5.6 how the analytic results of Chapter 5 can be used to obtain the generalisation of the lim sup law of stable motions to the case of corresponding diffusions. It seems that in the same way lots of other results of stable motions, for instance on the behaviour of lim inf (see [Ber], [We] and references therein), can be generalised to stable and stable-like jump-diffusions. Furthermore, in our exposition, we avoided the study of completely skew stable laws, especially those corresponding to
the subordinators, which are stable motions with $\alpha < 1$, $d = 1$, and a Lévy measure concentrated on the positive half line only. These processes play an important role in the general theory of stochastic processes. It seems possible to develop the theory of the corresponding stable diffusions (subordinators non-homogeneous in space) using the approaches from the present paper. Lots of the beautiful properties of subordinators (see e.g. [Ber]) can then be generalised to the corresponding stable diffusions.

4) The two-sided estimate for the (generalised) heat kernels we proved, say in Theorem 3.2 of Chapter 5 or in Theorem 2.3 from Chapter 7, are restricted to finite times, i.e. they are not uniform with respect to $t \to \infty$, which means that they can not be used for the study of the behaviour of the corresponding processes for large times. It would be interesting to generalise these estimates for all times using perhaps some ideas from the well studied case of the standard diffusion (see e.g. [Da1],[Da2]). If such results would be obtained, one can use them, for example, to obtain the information on the sample path properties of stable jump-diffusions, as time tends to infinity, in the same way, as the estimates for finite times are used in section 5.6 to the study of the sample path properties for small times.

Two-sided estimates of the heat kernel of diffusion equations can be used to deduce the Harnack inequalities for positive solutions of these equations (see references in the introduction). Using the two-sided estimates from Chapter 5 one can hope to obtain some analogous inequalities for stable jump-diffusions.

5) In order to globalise the asymptotics for complex stochastic equations of Chapter 7, one needs the results on the global existence of the solutions to the boundary-value problem of complex Hamiltonians.

6) An interesting problem is to develop the scattering theory for the stochastic Schrödinger equation, whose "free" evolution is given by Theorem 4.3 of Chapter 1.

7) An alternative way of study the stochastic Schrödinger equations of Chapter 7 can be based on the "elementary formula" of Elworthy-Truman, see e.g. [TZ1], [TZ2] for this approach in the case of the unitary evolution or of the stochastic heat equation. It is natural to try to develop this approach in the general com-
plex stochastic situation. This development may help to answer many questions arising around the representation of the solutions of stochastic and quantum stochastic equations in terms of the Feynmann path integral. 8) Stochastic Schrödinger equations considered in Chapter 7 do not exhaust the class of SSE which appear in physics. One of natural generalisations concern the equations where the white noise is substituted by a general stable (or even Lévy) noise, or by a general semimartingale. The theory developed in Chapter 7 should work for this case, if one develops the corresponding method of stable stochastic characteristics (or generally stochastic characteristics of Lévy type) similar to the case of white noise considered in Section 2.7.
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MAIN NOTATIONS

Re \(a\), Im \(a\) - real and imaginary part of a complex number \(a\)

\(B_r(x)\) (resp. \(B_r\)) - the ball of radius \(r\) centred at \(x\) (resp. at the origin)

\(\mathbb{N}, \mathbb{Z}\) - natural and integer numbers respectively

\(\mathbb{C}^d, \mathbb{R}^d\) - complex and real \(d\)-dimensional spaces

\(S^d\) - \(d\)-dimensional unit sphere in \(\mathbb{R}^{d+1}\)

\((x, y)\) or \(xy\) - the scalar product of the vectors \(x, y\)

\(1_m\) or \(E_m\) - the \(m \times m\)-unit matrix

if \(A\) is a \(d \times d\) matrix, then \(A'\) denotes the transpose to \(A\),

if \(A\) is a \(d \times d\) selfadjoint matrix and \(\delta\) is a real number,

then \(A \geq \delta\) means \(A \geq \delta 1_d\)

\(\text{Sp}(A)\) - spectrum of the operator \(A\)

\(\text{Ker}A\) - kernel of the matrix (or operator) \(A\)

\(tr A\) - the trace of the operator \(A\)

\(\Theta_{a,b}\) (resp. \(\Theta_a\)) - the indicator of the closed interval \([a, b]\) (resp. \([0, a]\)), i.e. \(\Theta_{a,b}(x)\) equals one or zero according to whether \(x \in [a, b]\)

or otherwise

\(f = O(g)\) means \(|f| \leq Cg\) for some constant \(C\)

\(C_k\) - binomial coefficients

\(C(X)\) - the Banach space of bounded continuous functions on

a topological space \(X\) equipped with the uniform norm;

if \(X\) is locally compact, then \(C_0(X)\) denotes the subspace

of \(C(X)\) of functions vanishing at infinity

Summation over repeating indices will be always assumed.
The numeration of formulas and theorems is carried out independently in each chapter. A reference to, say, formula (2.4) in chapter
3, when referred to from another chapter, will be given as to for-
mula (3.2.4).
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