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Preface

There have been a number of developments in the theory of α-stable Lévy
processes in recent years. This is largely thanks to a better understanding of
their connection to self-similar Markov processes, in conjunction with a re-
vised view on the complex analysis that can subsequently be brought into play.
We mention in this respect the paper of Caballero and Chaumont [43] as well as
the work of Kuznetsov [115, 116], both of which present seminal perspectives
in terms of the underlying Wiener–Hopf theory that has stimulated a large base
of literature. Among this literature, the PhD theses of Alex Watson in 2013 and
Weerapat Satitkanitkul in 2018 stand out.

The basic idea of this book is to give an introductory account of these de-
velopments and, accordingly, expose the new techniques that have appeared
in the literature since the mid 2000s. The majority of the mathematical com-
putations that are developed in the following chapters either pertain to recent
material or to a new approach for classical results. At the end of each chapter, a
section is devoted to referencing all material presented in the main body of the
chapter. An Appendix is also included, and referred to throughout the text, to
record some of the more specialist facts from complex analysis and the theory
of Markov processes that are used in the text.

We hope that this text will serve as a standard reference for those interested
in the modern theory of α-stable Lévy processes as well as suitable material
for a graduate course. Indeed, some of the material in this text has been used
in conjunction with lectures given by AEK at the University of Zurich, the
National Technical University of Athens, University of Jyväskylä, The Chinese
Academy of Sciences and at Prob-L@B in Bath, as well as by JCP at UNAM
in Mexico City, CIMAT in Guanajuato and Kyoto University.

We were inspired to write this text by our mutual friend and collaborator
Alexey Kuznetsov, many of whose contributions to the theory of stable pro-
cesses can be found in this book. During the writing of this book JCP and
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Below are some of the more commonly used notation that appears throughout
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A parameter set (α, ρ) for stable distributions 12
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Lévy processes

(Y,P) general Lévy process 27
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Π(dx) Lévy measure 5, 28
π(x) Lévy density 85
N(dt, dx) Poisson point process of jumps 29
L infinitesimal generator 35
Ft natural filtration 34
Pt semigroup 41
Ψ characteristic exponent 28,
ψ Laplace exponent 94
Y t, Y t running supremum and running infimum 41
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46
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u(q) density of q-resolvent 43
U subordinator resolvent 50
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Lévy process at first passage over a threshold tend-
ing to infinity
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84. 88, 94

ξ∗, Ψ∗ Lévy process underlying stable process killed on
entering (−∞, 0) and its characteristic exponent

125
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tioned to stay positive and its characteristic expo-
nent

133, 134
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tioned to limit to 0 from above and its characteristic
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136, 137

{
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and its characteristic exponent

139, 144
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process and its characteristic exponent

147, 148

η a constant defined from the hypergeometric Lévy
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85

θ̂ Cramér number 95
I(δ,Y) integrated exponential functional of Y 94
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310, 316
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163, 322
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179
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343
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Stable distributions

The starting point of this monograph is the notion of distributional stability and
infinite divisibility. Stable distributions are the celebrated class which exhibit
both of the aforesaid properties and, accordingly, offer a number of remarkably
explicit formulae and identities. We therefore begin our journey by addressing
the robust mathematical theory that supports the characterisation of stable dis-
tributions in preparation for later chapters.

1.1 One-dimensional stable distributions

We begin our discussion by first restricting ourselves to the one-dimensional

setting. The following definition, for which we use
(d)
= to mean equality in dis-

tribution, is key to the notion of distributional stability.

Definition 1.1. A non-degenerate random variable X has a stable distribution
if, for any a > 0 and b > 0, there exists c > 0 such that

aX1 + bX2
(d)
= cX, (1.1)

where X1 and X2 are independent and X1
(d)
= X2

(d)
= X. We exclude from this

definition the possibility that X ≡ 0.

The experienced reader will immediately spot that the above definition per-
tains to what is more broadly known in the literature as a strictly stable ran-
dom variable, The notion of a stable random variable is reserved for a slightly
broader concept. Since we will never have occasion in this book to distinguish
the difference, we will depart from the traditional convention and refer only
stable random variables for those defined above.

1



2 Stable distributions

Observe that (1.1) implies

X
(d)
=

X1 + X2

d2
,

for some constant d2 > 0. By induction, it is easy to see that, for any n ≥ 0,
there exists a constant dn > 0 and n independent random variables Xi, 1 ≤ i ≤
n, with the same distribution as X, such that

X
(d)
=

X1 + X2 + · · · + Xn

dn
. (1.2)

Said another way, any stable random variable X is infinitely divisible.
For convenience, let us recall the so-called Lévy–Khintchine representation,

which provides a complete characterisation of infinitely divisible distributions.
We first introduce some notation. Let µ be the probability distribution of a
real-valued random variable and define its characteristic function by

µ̂(z) =

∫
R

eizx µ(dx), z ∈ R.

If µ is an infinitely divisible distribution, then it is known that its characteristic
function never vanishes. As a consequence, there exists a continuous function
Ψ : R 7→ C, called the characteristic exponent of µ, such that Ψ(0) = 0, and

exp{−Ψ(z)} := µ̂(z), for z ∈ R. (1.3)

Theorem 1.2 (Lévy–Khintchine representation). A function Ψ : R 7→ C is the
characteristic exponent of an infinitely divisible random variable if and only
if there exists a triple (a, σ,Π), where a ∈ R, σ ≥ 0 and Π is a measure
concentrated on R \ {0} satisfying

∫
R

(1 ∧ x2)Π(dx) < ∞, such that

Ψ(z) = iaz +
1
2
σ2z2 +

∫
R

(
1 − eizx + izx1(|x|<1)

)
Π(dx), (1.4)

for every z ∈ R. Moreover, the triple (a, σ2,Π) is unique within the given ar-
rangement on the right-hand side of (1.4).

The measure Π is called the Lévy measure of the distribution µ and σ its
Gaussian coefficient. Whilst the triple (a, σ,Π) defining Ψ(z) is unique as de-
scribed, in various situations one may prefer to use a different regularising
function h(x), in which case (1.4) is written as

Ψ(z) = iãz +
1
2
σ2z2 +

∫
R

(
1 − eizx + izh(x)

)
Π(dx), z ∈ R, (1.5)
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where

ã = a −
∫
R

(
h(x) − x1(|x|<1)

)
Π(dx),

which is finite.
In this chapter, we shall interchange between the two equivalent representa-

tions given by (1.4) and (1.5). For example, when the measure Π satisfies the
stronger condition ∫

R

(1 ∧ |x|) Π(dx) < ∞,

we may choose h(x) ≡ 0. If the distribution µ has finite mean, we may choose
h(x) ≡ x. In some cases, it will be convenient to choose h(x) = sin(x) or
h(x) = x/(1+ x2). Everywhere in this book, when we say that the distribution µ
has characteristic triple (a, σ,Π) without specifying the regularising function h,
we assume that the characteristic exponent is given via (1.4), otherwise we will
say that the distribution µ has characteristic triple (a, σ,Π) with the regularising
function h, in which case Ψ will be given by (1.5).

The following main result provides the explicit characteristic exponent of
stable distributions. As part of its proof, which will be provided in the next
section, we will also be obliged to understand the structure of the underlying
triple (a, σ,Π) in the associated Lévy–Khintchine formula.

Theorem 1.3. A stable random variable X has a characteristic exponent sat-
isfying

Ψ(z) = c|z|α
(
1 − iβ tan (πα/2) sgn(z)

)
, z ∈ R, (1.6)

where

α ∈ (0, 1) ∪ (1, 2], c > 0 and β ∈ [−1, 1]

or

α = 1, β = 0 and we understand β tan (πα/2) := 0.

The latter case is known as the symmetric Cauchy distribution.

Remark 1.4. Note that the symmetric Cauchy distribution with drift δ ∈ R,
i.e.

Ψ(z) = c|z| + δz, z ∈ R,

also belongs to the class of one-dimensional stable distributions. Nonetheless,
we will henceforth only deal with the case that δ = 0 when α = 1.



4 Stable distributions

Remark 1.5. We also note that the case α = 2 corresponds to the case where
X has a Gaussian distribution. As we shall see in Chapters 2, associated to each
of the distributions discussed in this chapter is a Lévy process. As one might
expect, the case α = 2 leads to Brownian motion. For other values of α, we
will find an association with Lévy processes that do not have continuous paths,
the so-called α-stable processes (also referred to as just stable processes). It is
the case of processes with path discontinuities that forms the primary concern
of this book. For this reason, the overwhelming majority of this text will be
restricted our to the setting that α ∈ (0, 2).

1.2 Characteristic exponent of a one-dimensional stable law

We dedicate this section entirely to the proof of Theorem 1.3. As part of this
process, we need to establish two key intermediary results.

Lemma 1.6. The sequence (dk)k≥1 defined by (1.2) is strictly increasing and
satisfies dk = k1/α for some α > 0, k ≥ 1.

Proof Recall that µ̂ denotes the characteristic function of a stable distribution
X and, thanks to the infinite divisibility of X, µ̂(z) , 0 for z ∈ R. From the
definition of the sequence (dk)k≥1, the scaling property in (1.2) can be reworded
to say

Ψ(dkz) = kΨ(z), z ∈ R, k ≥ 1. (1.7)

In turn, this implies |µ̂(dk+1z)| = |µ̂(z)||µ̂(dkz)| ≤ |µ̂(dkz)| and hence∣∣∣∣∣∣µ̂
(

dk+1

dk
z
)∣∣∣∣∣∣ ≤ |µ̂(z)|, k ≥ 1.

We are now forced to conclude that dk+1 ≥ dk, for k ≥ 1. To see why, note that∣∣∣∣∣∣µ̂
((

dk+1

dk

)n

z
)∣∣∣∣∣∣ ≤ |µ̂(z)|, for any n ≥ 1,

with (dk+1/dk)n → 0 as n → ∞, which would imply that 1 ≤ |µ̂(z)|, leading to
a contradiction.

Next, we observe that for all m, n ≥ 1 and z ∈ R,

|Ψ(dmnz)| = mn|Ψ(z)| = n
∣∣∣∣mΨ(z)

∣∣∣∣ =
∣∣∣∣nΨ(dmz)

∣∣∣∣ = |Ψ(dndmz)|,

implying that dmn = dndm. In particular, for any positive integer j, dm j = d j
m. If
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1 < n < m, there is a positive integer p such that m j ≤ np < m j+1. Using these
inequalities and the established monotonicity of (dk)k≥1 we have that

j
j + 1

log dm

log m
≤

log dn

log n
≤

j + 1
j

log dm

log m
.

Hence, taking j→ ∞, we get

log dm

log m
=

log dn

log n
=:

1
α
,

for some strictly positive constant α. Therefore log dn = log n1/α or equiva-
lently dn = n1/α, for n ≥ 1 and α > 0. �

Our second intermediary result characterises the form of the underlying
Lévy measure of any stable distribution.

Proposition 1.7. If X is a stable random variable then necessarily α ∈ (0, 2].
In the case that α = 2, X is Gaussian distributed. Otherwise when α ∈ (0, 2),
then there exist c1, c2 ≥ 0 such that c1 + c2 > 0 and the underlying Lévy
measure Π satisfies

Π(dx) = |x|−1−α
(
c11(x>0) + c21(x<0)

)
dx, x ∈ R. (1.8)

Proof Recall that identity (1.7) and Lemma 1.6 imply kΨ(z) = Ψ(k1/αz), for
z ∈ R and k ≥ 1. More precisely, we observe

ikaz +
1
2

kσ2z2 +

∫
R

(
1 − eizx + izx1(|x|<1)

)
k Π(dx)

= iak1/αz +
1
2
σ2z2k2/α +

∫
R

(
1 − eizk1/αx + izk1/αx1(|x|<1)

)
Π(dx),

(1.9)

for any k ≥ 1 and z ∈ R. Hence ifσ > 0, we are forced to take α = 2. Moreover,
still in the setting α = 2, if we then let k tend to ∞, the latter identity implies
a = 0, Π ≡ 0. In conclusion, the case that α = 2 corresponds to a Gaussian
random variable.

Next, we assume σ = 0. Again from identity (1.9), by changing variables in
the integral on the right-hand side, we deduce

kΠ(dx) = Π(k−1/αdx), x , 0.

Therefore, for the functions Π(+)(x) := Π([x,∞)), x > 0, and Π(−)(x) :=
Π((−∞, x)), x < 0, we have

Π(+)(x) =
1
k

Π(+)
(
k−1/αx

)
and Π(−)(x) =

1
k

Π(−)
(
k−1/αx

)
.
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From the first of these two, we have, for all k, n ≥ 1,

1
n

Π(+)
(

k1/α

n1/α

)
= Π(+)

(
k1/α

)
=

1
k

Π(+) (1) .

Since {(k/n)1/α; k, n ∈ N} is dense in [0,∞) and the function Π(+) is nonincreas-
ing, we deduce Π(+)(x) = x−αΠ(+)(1), for x > 0. Similarly, we may deduce
Π(−)(x) = |x|−αΠ(−)(1), for x < 0.

Now taking c1 := αΠ(+)(1) and c2 := αΠ(−)(1), we obtain

Π(dx) = |x|−1−α
(
c11(x>0) + c21(x<0)

)
dx, x ∈ R,

as required. As Π is a Lévy measure, in particular, it must satisfy the integral
condition ∫

R

(1 ∧ |x|2) Π(dx) < ∞.

We thus deduce that α ∈ (0, 2). �

Finally, we are ready to compute the characteristic exponent Ψ as stated in
Theorem 1.3.

Proof of Theorem 1.3 Since the case α = 2 has already been characterised as
Gaussian in the proof of Proposition 1.7, we set σ = 0 and focus on the case
α ∈ (0, 2).

We first observe that, when α ∈ (0, 1) the function x 7→ |x|−(α+1) is integrable
near 0 and hence we may take the regularising function in (1.5) to satisfy h(x) =

0. From identity (1.7), we deduce that ã = 0 in (1.5), or in other words,

a = −

∫
(|x|<1)

x Π(dx).

Using the well-known integral identity for the gamma function, see for instance
(A.7) in the Appendix, we have∫ ∞

0
eizxxs−1 dx = z−sΓ(s)eπis/2, z > 0, 0 < s < 1, (1.10)

and, appealing to integration by parts, we find that∫ ∞

0

(
eizx − 1

)
x−1−α dx = zαe−πiα/2Γ(−α), z > 0. (1.11)

Making the change of variable x 7→ −x and taking the complex conjugate of
both sides we find∫ 0

−∞

(
eizx − 1

)
|x|−1−α dx =

∫ ∞

0

(
e−izx − 1

)
x−1−α dx = zαeπiα/2Γ(−α), (1.12)
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for z > 0. Note also that when z takes negative values we can similarly make
use of the computations leading to (1.12). Then, we apply the following simple
identity

c1e−πiα/2 + c2eπiα/2 = (c1 + c2) cos(πα/2)
(
1 − i

c1 − c2

c1 + c2
tan(πα/2)

)
,

and observe that

c = −(c1 + c2)Γ(−α) cos(πα/2) > 0,

since −Γ(−α) is positive for α ∈ (0, 1). This completes the proof of the case
α ∈ (0, 1).

When α ∈ (1, 2), the function x 7→ |x|−(α+1) integrates x2 in a neighbourhood
of 0 and hence we may take the regularising function in (1.5) as h(x) = x.
Again identity (1.7) implies ã = 0 in (1.5) and therefore

a =

∫
(|x|≥1)

x Π(dx).

Similarly, we use (1.10) and apply integration by parts twice to find∫ ∞

0

(
eizx − 1 − izx

)
x−1−α dx = zαe−πiα/2Γ(−α), (1.13)

for z > 0, and the rest of the proof proceeds in the same way as in the case
α ∈ (0, 1).

Finally, the case α = 1 must be treated differently. In this case, we observe∫ ∞

0

(
1 − eizx + izx1(|x|<1)

) dx
x2 =

∫ ∞

0
(1 − cos(zx))

dx
x2

− i
∫ ∞

0

(
sin(zx) − zx1(|x|<1)

) dx
x2 . (1.14)

A change of variables followed by integration by parts gives us∫ ∞

0
(1 − cos(zx))

dx
x2 = |z|

∫ ∞

0

sin(x)
x

dx = |z|
∫ ∞

0

∫ ∞

0
sin(x)e−xu du dx.

Since ∫ ∞

0
e−xu sin(x) dx =

1
u2 + 1

, (1.15)

we get ∫ ∞

0
(1 − cos(zx))

dx
x2 =

|z|π
2
. (1.16)
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Next, for simplicity, we assume that z > 0. Observe that∫ ∞

0

(
sin(zx) − zx1(|x|<1)

) dx
x2

=

∫ 1/z

0
(sin(zx) − zx)

dx
x2

+

∫ ∞

1/z
sin(zx)

dx
x2 − z log z

= z
(∫ 1

0
(sin(x) − x)

dx
x2 +

∫ ∞

1
sin(x)

dx
x2

)
− z log z. (1.17)

Hence by defining

K :=
∫ 1

0
(sin(x) − x)

dx
x2 +

∫ ∞

1
sin(x)

dx
x2 ,

and putting all the pieces in (1.16) and (1.17) back into (1.14), we deduce∫ ∞

0

(
1 − eizx + izx1(|x|<1)

) dx
x2 =

|z|π
2
− iKz + iz log |z|, z ∈ R \ {0}.

Therefore, from Proposition 1.7 and the above reasoning, the characteristic
exponent Ψ satisfies

Ψ(z) = iaz + (c1 − c2)iKz + (c1 + c2)|z|
π

2
+ (c1 − c2)iz log |z|, z ∈ R \ {0}.

As we must have Ψ(k1/αz) = kΨ(z), z ∈ R, k ∈ N, albeit now α = 1, from
Lemma 1.6, we deduce that c1 = c2 and then

Ψ(z) = iaz + (c1 + c2)|z|
π

2
, z ∈ R.

Taking note of Remark 1.4, by taking a = 0, we get the desired result. �

Reviewing the proof above, we also get some information about the con-
stants c1 and c2, appearing in Proposition 1.7, in relation to the parameters c
and β in (1.6).

Corollary 1.8. When α ∈ (0, 2) the constants c1, c2 appearing in the Lévy
measure (1.8) satisfy

c = −(c1 + c2)Γ(−α) cos(πα/2) and β =
c1 − c2

c1 + c2
, (1.18)

when α ∈ (0, 1) ∪ (1, 2). Moreover, c1 = c2 with c = c1π, when α = 1.

We also get from the proof of Theorem 1.3 the values of a in the Lévy–
Khintchine triple 1.4. As such, the following corollary completes the statement
of Proposition 1.7.
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Corollary 1.9. When α ∈ (0, 1), the constant a in the Lévy–Khintchine triple
is equal to −

∫
(|x|<1) xΠ(dx), when α ∈ (1, 2) we have a =

∫
(|x|≥1) xΠ(dx) and

when α = 1 we have a = 0.

1.3 Moments

An important feature of stable distributions when α ∈ (0, 2), which is one of
their signature properties that differs from the setting that α = 2, is that they
do not possess second moments (and hence no other greater moments). The
precise cut-off where positive moments exist is the concern of the next main
result.

Theorem 1.10. Suppose that X is a stable distribution with index α ∈ (0, 2).
Then E[|X| β] < ∞, for 0 ≤ β < α, and for β ≥ α, we have E[|X| β] = ∞.

Proof We start by noting that, irrespective of the symmetry in the distribution
of X, thanks to the shape of Π given in Theorem 1.7 we have that∫

(|x|≥1)
|x| βΠ (dx) < ∞,

for β ∈ [0, α) and infinite for β ∈ [α,∞).
Next note that the Lévy–Khintchine exponent (1.4), written here as Ψ, has

σ = 0 and can be decomposed in the form Ψ = Ψ(1) + Ψ(2) where

Ψ(1)(z) = iaz +

∫
(|x|≥1)

(
1 − eizx

)
Π(dx), z ∈ R,

and

Ψ(2)(z) =

∫
(|x|<1)

(
1 − eizx + izx

)
Π(dx), z ∈ R,

with

a =


−

∫
(|x|<1) xΠ(dx) if α ∈ (0, 1),

0 if α = 1,∫
(|x|≥1) xΠ(dx) if α ∈ (1, 2).

For the first of these two, we note that it corresponds to the characteristic
exponent of a compound Poisson random variable, say

X(1) = −a +

N∑
i=1

Ξi,

where N is an independent Poisson distributed random variable with rate Π(|x| ≥
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1) and (Ξi, i ≥ 1), are i.i.d. with distribution Π(|x| ≥ 1)−1Π(dx)1(|x|≥1). (We use
the usual convention that

∑0
i=1 := 0.) We want to consider the moments of X(1).

It is already clear from the tail of Π that Ξ1 has a finite β-moment if β ∈ [0, α)
and infinite β-moment if β ≥ α. In particular, Ξ1 has a first moment (and hence
all smaller positive moments) if and only α ∈ (1, 2).

When Ξ1 has a first moment, i.e. α ∈ (1, 2), we observe that X(1) can be
rewritten as

X(1) =

N∑
i=1

Ξ̃i,

where each of the Ξ̃i has zero mean. In that case, we may appeal to an in-
equality for martingale differences, which states that, for β ∈ [1, α) and n ≥ 1,

E
[∣∣∣ n∑

i=1

Ξ̃i

∣∣∣ β] ≤ 2β
n∑

i=1

E[|Ξ̃i|
β]. (1.19)

As the right-hand side is equal to 2βnE[|Ξ̃1|
β], it follows by an independent

randomisation of n by the Poisson distribution of N that E[|X(1)| β] < ∞.
When X(1) has no first moment, i.e. α ∈ (0, 1], we can use the inequality( n∑

i=1

ui

)q
≤

n∑
i=1

uq
i , u1, · · · , un ≥ 0, (1.20)

for q ∈ (0, 1], to deduce that

E
[∣∣∣ n∑

i=1

Ξi

∣∣∣ β] ≤ E ( n∑
i=1

|Ξi|

) β ≤ n∑
i=1

E
[
|Ξi|

β
]

= nE
[
|Ξ1|

β
]
< ∞,

for β ∈ [0, α). Hence, again following an independent randomisation of n by
the distribution of N, E[|X(1)| β] < ∞ for β ∈ [0, α).

Next, we want to show that E[|X(2)| β] < ∞ for β ∈ [0, α) and α ∈ (0, 2),
where X(2) is the random variable whose characteristic exponent is given by
Ψ(2). To this end, we write

Ψ(2)(z) = −

∫
(|x|<1)

∑
k≥0

(izx)k+2

(k + 2)!
Π(dx). (1.21)

The sum and the integral may be exchanged using Fubini’s Theorem and the
estimate∑

k≥0

∫
(|x|<1)

|zx|k+2

(k + 2)!
Π (dx) ≤

∑
k≥0

|z|k+2

(k + 2)!

∫
(|x|<1)

x2Π (dx) < ∞.

Hence, the right-hand side of (1.21) can be written as a power series for all



1.4 Normalised one-dimensional stable distributions 11

z ∈ C and is thus entire. In turn this guarantees that µ̂(2)(z) := exp{−Ψ(2)(z)}
is also an entire function. Note that µ̂(2)(z) is nothing more than the Fourier
transform of the measure µ(2)(dx) = P(X(2) ∈ dx), for x ∈ R. Since µ̂(2)(z) is an
entire function, it follows that all the moments of µ(2), and hence of X(2), exist.

To complete the proof for the case β ∈ [0, α), we can appeal again to (1.19),
when α ∈ (1, 2) and (1.20) when α ∈ (0, 1] to ensure that X = X(1) + X(2) has
the required moment structure.

For the case β ≥ α, suppose that X has β-moments. Without loss of gener-
ality we may assume that β ∈ (0, 2) as we will shortly rule out any moments
for β ≥ α. Recalling that X(2) always has finite moments, using the inequalities
(1.19), when β ≥ 1 and (1.20) when β ∈ (0, 1] together with the simple relation
X(1) = X − X(2), we have that the β-moment of X(1) exists. As X(1) ≥ Ξ1 on
the event {N ≥ 1}, it follows that Ξ1 has β-moments. We have already con-
cluded that this can happen when β ∈ [0, α) and hence the required condition
follows. �

1.4 Normalised one-dimensional stable distributions

In the sequel, we denote by S(α, β, c) a stable distribution, meaning that its
characteristic exponent satisfies (1.6). It appears that there are three parameters
naturally associated with stable distributions. However, we want to work with
a normalised version of such distributions, reducing the number of parameters
from three down to two.

Definition 1.11. Let X̃ be distributed according to S(α, β, c). Define

b := c
√

1 + β2 tan(πα/2)2, ρ :=
1
2

+
1
πα

tan−1 (β tan(πα/2)) , (1.22)

where tan−1(·) denotes the inverse function of tan(·) restricted to its principal
branch (−π/2, π/2). Then we say that the random variable X := b−

1
α X̃ is dis-

tributed as a normalised stable distribution with parameters (α, ρ) or simply
X ∼ Snorm(α, ρ).

Observe from (1.22) that β, and hence b can be written in terms of ρ as
follows

β = cot
(
πα

2

)
tan

(
πα

(
ρ −

1
2

))
, b =

c

cos
(
πα

(
ρ − 1

2

)) . (1.23)

When α ∈ (0, 1), by varying β ∈ [−1, 1], the parameter ρ ranges over [0, 1],
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where the boundary points ρ = 0 and ρ = 1 correspond to the cases β = −1
and β = 1, respectively.

The case α ∈ (1, 2) is slightly different. In order to deduce the range of ρ,
we first recall the following trigonometric identity

cot
(
πα

2

)
= tan

(
π

2
−
πα

2

)
,

which implies that, by varying β ∈ [−1, 1], the range of ρ is [1 − 1/α, 1/α].
Note that the boundary points ρ = 1−1/α and ρ = 1/α correspond to the cases
β = 1 and β = −1, respectively.

When α = 1, we know that X is symmetric and hence ρ = 1/2. Therefore,
we introduce the set of admissible parameters

A :=
{
α ∈ (0, 1), ρ ∈ [0, 1]

}
∪ {α = 1, ρ = 1/2}

∪
{
α ∈ (1, 2), ρ ∈ [1 − α−1, α−1]

}
. (1.24)

Proposition 1.12. Let (α, ρ) ∈ A and assume that X is distributed asSnorm(α, ρ).
Then its characteristic exponent is given by

Ψ(z) = |z|α
(
eπiα( 1

2−ρ)1(z>0) + e−πiα( 1
2−ρ)1(z<0)

)
. (1.25)

The Lévy measure of X satisfies (1.8) with

c1 = Γ(1 + α)
sin(παρ)

π
, c2 = Γ(1 + α)

sin(παρ̂)
π

, (1.26)

where ρ̂ = 1 − ρ.

Proof We first prove identity (1.25). In order to do so, we take X̃ with the
same distribution as S(α, β, c) and define X = b−

1
α X̃, where b was defined in

(1.22). We also let Ψ̃ and Ψ denote their respective characteristic exponents. It
is then clear that

Ψ(z) = Ψ̃(b−
1
α z) = b−1Ψ̃(z), z ∈ R.
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Using (1.23), we note that

c
(
1 − iβ tan (πα/2) sgn(z)

)
= c

(
1 − i tan

(
πα

(
ρ −

1
2

))
sgn(z)

)
=

c

cos
(
πα

(
ρ − 1

2

)) (
cos

(
πα

(
ρ −

1
2

))
− i sin

(
πα

(
ρ −

1
2

))
sgn(z)

)
=

c

cos
(
πα

(
ρ − 1

2

)) (
eπiα( 1

2−ρ)1(z>0) + e−πiα( 1
2−ρ)1(z<0)

)
.

Using (1.6) and (1.23) again, we deduce that Ψ(z) is given in the form of (1.25),
up to a multiplicative constant.

For the given expressions of c1 and c2 in (1.26), using standard trigonomet-
ric identities and the reflection formula for the gamma function (see identity
(A.12) in the Appendix), we obtain that β and c, defined in (1.18), satisfy

β =
c1 − c2

c1 + c2
= cot

(
πα

2

)
tan

(
πα

(
ρ −

1
2

))
,

and

c = −(c1 + c2)Γ(−α) cos(πα/2) = cos
(
πα

(
ρ −

1
2

))
, (1.27)

as required. With the choices of c1 and c2 in (1.26), it is obvious that the first
equation in (1.22) gives us b = 1, while the second equation in (1.22) becomes
an identity, i.e. both the left- and right-hand sides are equal to ρ. In conclusion,
the choices in (1.26) necessarily hold if Snorm(α, ρ). �

1.5 Distributional identities

We now consider the probability distribution of stable random variables. This
includes understanding where the distribution is supported for the different
parameter regimes of α and ρ.

Let p(x, α, ρ) denote the density of Snorm(α, ρ), where x belongs to its sup-
port. Note that, because stable random variables are infinitely divisible but do
not belong to the class of compound Poisson distributions, their support is ei-
ther in the positive half-line, the negative half-line or in the whole real line.
Moreover, it is easy to verify that the density p(x, α, ρ) exists and that it is
infinitely differentiable. Indeed, observe e.g. from (1.27) that for all values of
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admissible parameters (α, ρ), we have∣∣∣∣∣∣α
(

1
2
− ρ

)∣∣∣∣∣∣ < 1
2
.

Since for z ∈ R, we necessarily have that

Re(Ψ(z)) = cos
(
πα

(
1
2
− ρ

))
|z|α,

one can deduce that the function exp{−Ψ(z)} is integrable and decays to zero
faster than |z|−n for any n ≥ 2. Therefore, the inverse Fourier transform, which
gives p(·, α, ρ), is well defined as follows

p(x, α, ρ) =
1

2π

∫
R

e−Ψ(z)−izx dz =
1
π

Re
[∫ ∞

0
e−Ψ(z)−izx dz

]
, (1.28)

for x in the support of the distribution of X. Moreover, with the given decay
of exp{−Ψ(z)}, one can similarly write the derivatives of p as inverse Fourier
transforms. The next theorem provides the Mellin transform of the positive
part of a stable random variable. This identity will be very useful in the sequel.

Theorem 1.13. Assume that X ∼ Snorm(α, ρ). Then for all s ∈ C in the strip
−1 < Re(s) < α, we have

E
[
Xs1(X>0)

]
=

sin(πρs)
sin(πs)

Γ(1 − s/α)
Γ(1 − s)

. (1.29)

Proof Assume that −1 < Re(s) < 0 and α , 1. Using (1.28) we obtain

E
[
Xs1(X>0)

]
=

∫ ∞

0
xs p(x) dx

=
1
π

Re
(∫ ∞

0
xs

∫ ∞

0
e−Ψ(z)−izx dz dx

)
=

Γ(s + 1)
π

Re
(
e−πi(s+1)/2

∫ ∞

0
e−Ψ(z)z−s−1 dz

)
=

Γ(s + 1)
πα

Γ

(
−

s
α

)
Re

(
e−

πi
2 (s+1)+πi( 1

2−ρ)s
)

= −
Γ(s + 1)
πα

Γ

(
−

s
α

)
sin(πρs).

The last expression is equivalent to the right-hand side of (1.29), after applying
the recursion formulae (equation A.8 in the Appendix) and the reflection for-
mula for the gamma function (see identity (A.12) in the Appendix). We have
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proved (1.29) for Re(s) ∈ (−1, 0) and now we need to use an analytic contin-
uation argument to ensure that it holds for Re(s) ∈ [0, α). To this end, we first
observe from Theorem 1.10 that

E[|X|s] < ∞ when 0 ≤ s < α.

This implies that E
[
Xs1(X>0)

]
is analytic in the strip −1 < Re(s) < α. It is not

difficult to see that the right-hand side of (1.29) is also an analytic function in
the aforesaid domain. The identity thus holds by a standard analytic continua-
tion argument. The case α = 1 also follows from continuity properties of both
sides of (1.29) in the parameters α and ρ. �

Remark 1.14. As there is explosion on the right-hand side of (1.29) at the
critical values s = α and s = −1, the above result, in fact, gives us necessary
and sufficient conditions for the existence of finite absolute moments. Indeed,
E[|X|s] < ∞ if and only if −1 < s < α. This extends the result of Theorem
1.10.

The following corollary to Theorem 1.13 determines whether the support is
the negative or positive half-line or the whole real line.

Corollary 1.15. Assume that X has the same distribution as Snorm(α, ρ). Then

P(X > 0) = ρ.

In particular, if α ∈ (0, 1) and ρ = 1 (resp. ρ = 0), the support of X is the
positive half-line (resp. negative half-line) and, in any other case, the support
of any stable law is R.

Proof The first conclusion follows by taking limits, as s goes to 0, in (1.29).
Combining it with the comments before Proposition 1.12, the remaining state-
ment in the corollary follows. �

The following result, known as Zolotarev’s duality, relates the density of a
stable distribution with parameters (α, ρ) to the density of a stable distribution
with parameters (1/α, αρ) whenever they are admissible; cf. (1.24).

Theorem 1.16 (Zolotarev’s duality). Assume that both pairs (α, ρ) and (1/α, αρ)
are admissible. Then for X and X̃ which are distributed as Snorm(α, ρ) and
Snorm(1/α, αρ), respectively, we have

P(X−α ∈ B, X > 0) =
1
α
P(X̃ ∈ B, X̃ > 0), (1.30)

for all Borel sets B.
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Proof Let us denote the function on the right-hand side of (1.29) by m(s;α, ρ).
By applying the reflection formula (A.12) and the recursion formula (A.8) for
the gamma function, it is easy to see that, for all s in the strip −1 < Re(s) < α,
we have

m(−αs;α, ρ) ≡ α−1m(s;α−1, αρ),

which implies the statement of the Theorem. �

The result of Theorem 1.16 can also be expressed in terms of the density
functions as follows

z−
1
α p

(
z−

1
α , α, ρ

)
= zp

(
z, 1

α
, αρ

)
, (1.31)

for z in the support of X.
Next, observe that, if the support of the distribution Snorm(1/α, αρ) is the

real line, then

p(−x, α, ρ) = p(x, α, 1 − ρ),

thus it is enough to study this function for x > 0 in this case. Below we give
expressions for the density p(x, α, ρ). We start by treating the case of α = 1,
the Cauchy distribution, separately.

Theorem 1.17. When α = 1 and ρ = 1/2, we have

p(x, 1, 1/2) =
1

π(1 + x2)
, x ∈ R.

Proof Recalling that the distribution is symmetric, we can appeal to Theorem
1.13 and check that the Mellin transform of p(x, 1, 1/2) on the positive half-
line is equal to sin(πs/2)/ sin(πs), for −1 < s < 1. To this end, we note that,
for −1 < s < 1,

sin(πs/2)
sin(πs)

= 2
Γ(s)Γ(−s)

Γ(s/2)Γ(−s/2)

=
1

2π
Γ

(
1
2

+
s
2

)
Γ

(
1
2
−

s
2

)
=

1
2

∫ ∞

0

y
s
2−

1
2

π(1 + y)
dy

=

∫ ∞

0

xs

π(1 + x2)
dx,

where the first equality uses the recursion formula (A.8) and the reflection
formula for gamma functions (A.12), the second follows from the duplication
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formula for gamma functions (A.14), the third uses the definition of the beta
function in (A.18) (all of the last four identities found in the Appendix) and the
final equality is the result of a change of variables. �

In all other cases we have a convergent power series representation, as de-
scribed in the next theorem.

Theorem 1.18. If α ∈ (0, 1), then

p(x, α, ρ) =
1
π

∑
n≥1

(−1)n−1 Γ(1 + αn)
n!

sin(nπαρ)x−nα−1, x > 0, (1.32)

and if α ∈ (1, 2) then

p(x, α, ρ) =
1
π

∑
n≥1

(−1)n−1 Γ(1 + n/α)
n!

sin(nπρ)xn−1, x > 0. (1.33)

Moreover, when α ∈ (0, 1) (resp. α ∈ (1, 2)) and |β| , 1 (i.e. 0 < αρ, αρ̂ < 1)
formula (1.33) (resp. (1.32)) provides complete asymptotic expansion as x goes
to 0+ (resp. as x goes to∞).

Remark 1.19. Before passing to the proof, it is worth emphasising to the un-
familiar reader that the statement above for the asymptotic expansions in the
two regimes α ∈ (0, 1) and α ∈ (1, 2) do indeed rely in the series expansion for
the opposite regime.

Proof of Theorem 1.18 According to Theorem 1.13, the Mellin transform of
p(x, α, ρ) on (0,∞), satisfies

M(z) :=
∫ ∞

0
p(x, α, ρ)xz−1 dx =

sin(πρ(z − 1))
sin(π(z − 1))

Γ(1 − (z − 1)/α)
Γ(2 − z)

. (1.34)

Observe that this function has simple poles at points z = 1 + nα, n ≥ 1, and
z = −m, m ≥ 0. Then by applying Proposition A.1 and identity (A.11) (both in
the Appendix), we find that

Res(M, 1 + nα) =

[
sin(πρ(z − 1))

sin(π(z − 1))Γ(2 − z)

]
z=1+nα

×Res(Γ(1 − (z − 1)/α), z = 1 + nα)

=
sin(nπαρ)

sin(nπα)Γ(1 − nα)
× (−1)n α

(n − 1)!
.

Finally using the reflection formula for the gamma function (A.12) and simpli-
fying the result, we arrive at

Res(M, 1 + nα) = −
1
π

(−1)n−1 Γ(1 + αn)
n!

sin(nπαρ).
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On the other hand, from (A.16), we deduce

| sin(x + iy)| ∼
exp{|y|}

2
, as y→ ∞,

and∣∣∣∣∣Γ((x + iy)/α)
Γ(x + iy)

∣∣∣∣∣ ∼ exp
{
−
π

2

(
1
α
− 1

)
|y|

}
|y|x(

1
α−1)α−

x
α+ 1

2 , as y→ ∞,

uniformly in any finite interval −∞ < a ≤ x ≤ b < ∞. This gives us the
estimate

|M(x + iy)| ≤ C|y|x(
1
α−1) exp

{
−
π

2

(
1
α

+ 1 − 2ρ
)
|y|

}
, (1.35)

as for all y sufficiently large, where C > 0 is an unimportant constant. Note
that, when α ∈ (0, 1), the exponential term in (1.35) is decreasing on account
of the fact that 1/α > 1 > ρ. Moreover, when α ∈ (1, 2), the exponential term
is again decreasing on account of the fact that αρ ≤ 1, in which case

1
α

+ 1 − 2ρ ≥ 1 −
1
α
> 0.

As such, M(z) is absolutely integrable on the vertical line c + iR, where c is
a constant in (0, 1 + α), therefore we may use the Mellin transform inversion
formula

p(x, α, ρ) =
1

2πi

∫
c+iR

M(z)x−z dz.

Let us define bk = 1 + α(2k + 1)/2 and set ` to be an integer. We also consider
the contour L = L1 ∪ L2 ∪ L3 ∪ L4, defined as

L1 := {Re(z) = c, −` ≤ Im(z) ≤ `},

L2 := {Im(z) = `, c ≤ Re(z) ≤ bk},

L3 := {Re(z) = bk, −` ≤ Im(z) ≤ `},

L4 := {Im(z) = −`, c ≤ Re(z) ≤ bk}.

It is clear that L is the rectangle bounded by vertical lines Re(z) = c, Re(z) = bk

and by horizontal lines Im(z) = ±`. We assume that L is oriented counter-
clockwise; see Figure 1.1.

The function M(z) is analytic in the interior of L, except for simple poles at
s j = 1 + α j, for 1 ≤ j ≤ k and is continuous on L. Using the residue theorem
we find

1
2πi

∫
L

M(z)x−z dz =

k∑
j=1

Res(M, s j) × x−s j .



1.5 Distributional identities 19

1 + α

bk

0

−1−2

1 + 2α
c

−`

`

L1

L2

L3

L4

Figure 1.1 The contour L = L1 ∪ L2 ∪ L3 ∪ L4.

Next, we estimate the integrals over the horizontal side L2 as follows∣∣∣∣∣ ∫
L2

M(z)x−z dz
∣∣∣∣∣ < (bk − c) × x−bk max

z∈L2
|M(z)|.

When ` increases, we have maxz∈L2 |M(z)| goes to 0. Therefore∫
L2

M(z)x−z dz→ 0 as ` → ∞.

Similarly, we deduce that the integral on the contour L4 goes to 0 as ` goes to
∞. Thus putting all the pieces together, we have

−
1

2πi

∫
c+iR

M(z)x−z dz +
1

2πi

∫
bk+iR

M(z)x−z dz =

k∑
j=1

Res(M, s j) × x−s j .

In other words, we have deduced

p(x, α, ρ) = −

k∑
n=1

Res(M, 1 + nα)x−(1+αn) +
1

2πi

∫
bk+iR

M(z)x−z dz. (1.36)

Now suppose that α ∈ (0, 1). Our aim is to prove that as k goes to ∞, the
integral of the right-hand side of (1.36) converges to 0 for x > 0. Intuitively
this is clear, since the Mellin transform (1.34) can be rewritten with the help of
the reflection formula (A.12) as

−
sin(πρ(z − 1))

sin (π(z − 1)/α)
Γ(z − 1)

Γ ((z − 1)/α)
.

Noting that, for z = bk + iu, u ∈ R, the ratio of sine functions above, say H(z),
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is periodic and uniformly bounded in u and bk as k → ∞. The integral in the
right-hand side of (1.36) can thus be estimated as follows∣∣∣∣∣ ∫

bk+iR
M(z)x−z dz

∣∣∣∣∣ < x−bk

∫
R

∣∣∣∣∣ Γ(bk − 1 + iu)
Γ((bk − 1 + iu)/α)

∣∣∣∣∣ H(bk − 1 + iu) du. (1.37)

To see why the integral on the right-hand side of (1.37) is finite, we can appeal
to (A.15) and deduce

Γ(z)
Γ(z/α)

=
1
√
α

exp
{
−z

(
1 − α
α

ln(z) − A
)

+ O(z−1)
}
, |z| → ∞,Re(z) ≥ 0,

where A = (1 + ln(α) +α)/α, which is negative as we have assumed α ∈ (0, 1).
This implies that the right-hand side of (1.37) is finite. Observe, moreover, that
Γ(z)/Γ(z/α) is continuous in the half-plane Re(z) ≥ 0, thus

x−bk

∣∣∣∣∣ Γ(bk − 1 + iu)
Γ((bk − 1 + iu)/α)

∣∣∣∣∣
converges to 0 as k goes to ∞ (uniformly in u ∈ R), implying that the inte-
gral in the right-hand side of (1.37) vanishes as k goes to ∞ and the series
representation in (1.32) for the case α ∈ (0, 1) follows.

We can also pick out elements of the previous arguments to help us prove
the asymptotic expansion for α ∈ (1, 2), as x goes to ∞. More precisely, we
take x ∈ (1,∞) and observe that the integral in the right-hand side in (1.36) can
be estimated as follows∣∣∣∣∣ ∫

bk+iR
M(z)x−z dz

∣∣∣∣∣ < x−bk

∫
R

∣∣∣∣∣M(bk + ir)
∣∣∣∣∣ dr = O(x−bk ) as x→ ∞, (1.38)

where the integral on the right-hand side of (1.38) is finite thanks to the esti-
mate (1.35).

The series representation in (1.33) follows from (1.31) (Zolotarev’s duality)
and (1.32). The asymptotic expansion (1.33) for α ∈ (0, 1), as x goes to 0 fol-
lows from similar arguments for the case α ∈ (1, 2) as x→ ∞. Indeed, one has
an identity in the spirit of (1.36), which is constructed from a rectangular con-
tour integral which contains e.g. the first k negative poles. Then an argument
similar to (1.38) provides the desired asymptotic. �

1.6 Stable distributions in higher dimensions

Similarly to the one-dimensional case, one can define infinitely divisible dis-
tributions in Rd. Just as in one dimension, the characteristic exponent of an
Rd infinitely divisible distribution also has a Lévy–Khintchine representation.



1.6 Stable distributions in higher dimensions 21

Replacing scalar products by Euclidean inner products and understanding | · |
as the associated norm, we have, for z ∈ Rd,

Ψ(z) = ia · z +
1
2

z · Qz +

∫
Rd

(
1 − eiz·x + iz · x1(|x|<1)

)
Π(dx), (1.39)

where a ∈ Rd, Q is a symmetric nonnegative-definite d × d matrix and Π is a
measure on Rd satisfying

Π({0}) = 0 and
∫
Rd

(1 ∧ |x|2) Π(dx) < ∞.

We say that X is a d-dimensional stable distribution if it takes values on Rd

and satisfies (1.1), where addition is understood in the vectorial sense. For the
same reason as in the one-dimensional setting, stable distributions on Rd are
also infinitely divisible distributions. The following theorem identifies them in
terms of a polar decomposition of their Lévy measure.

Theorem 1.20. An infinitely divisible Rd-valued distribution is a stable dis-
tribution if and only if the Lévy–Khintchine representation of its characteristic
exponent satisfies either

(i) Q , 0, Π ≡ 0 and a = 0, where α = 2, or
(ii) Q = 0 and there is a finite measure Λ on Sd−1 = {x ∈ Rd : |x| = 1} such

that

Π(B) =

∫
Sd−1

Λ(dφ)
∫

(0,∞)
1B(rφ)

dr
rα+1 , for B ∈ B(Rd \ {0}), (1.40)

where B(Rd \ {0}) denotes the Borel σ-algebra of Rd \ {0} and α ∈ (0, 2).
If α ∈ (0, 1) ∪ (1, 2), then a = 0.

Proof We first observe that Lemma 1.6 also holds in this case, implying that
for α > 0 and k ≥ 1,

kΨ(z) = Ψ(k1/αz), for z ∈ Rd. (1.41)

The above identity and similar arguments to those used in the proof of Propo-
sition 1.7 imply that if Q , 0, then necessarily α = 2, Π ≡ 0 and a = 0.

If we assume Q = 0, then identity (1.41) implies that

kΠ(B) = Π(k−1/αB) for B ∈ B(Rd \ {0}).

In particular for Γ` = {x ∈ Rd : |x| ≥ `, x/|x| ∈ D}, where ` > 0 and D ∈
B(Sd−1), we deduce

kΠ(Γ`) = Π(k−1/αΓ`) = Π(Γ`k−1/α ),
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and by taking ` = (k/n)1/α, we obtain

Π
(
Γ(k/n)1/α

)
=

1
k

Π(Γn−1/α ) =
n
k

Π(Γ1).

Since the mapping y 7→ Π(Γy) is monotone decreasing, an argument appealing
to denseness of the rational numbers again (see the proof of Proposition 1.7)
allows us to obtain

Π(Γx) = x−αΠ(Γ1), for x > 0. (1.42)

Next, we introduce a finite measure on Sd−1 as follows

Λ(D) = αΠ(Γ1), for D ∈ B(Sd−1),

and define Γ`1,`2 = {x ∈ Rd : `1 ≤ |x| < `2, x/|x| ∈ D}. Therefore, by identity
(1.42), we have

Π(Γ`1,`2 ) = Π(Γ`1 ) − Π(Γ`2 )

=
`−α1 − `

−α
2

α
Λ(D)

=

∫
D

∫ `2

`1

dr
r1+α

Λ(dφ)

=

∫
Sd−1

Λ(dφ)
∫

(0,∞)
1Γ`1 ,`2

(rφ)
dr

rα+1 .

Since the sets Γ`1,`2 fulfill the conditions of Dynkin’s Lemma (or π−λ Theorem)
then (1.40) holds for any Borel set of Rd \ {0}.

Finally, we observe∫
(|x|<1)

|x|2 Π(dx) = Λ(Sd−1)
∫ 1

0
r1−α dr.

Since Π is a Lévy measure, we necessarily have in addition to α > 0 that
α < 2. �

Remark 1.21. As in the one-dimensional case, we will proceed ignoring the
Gaussian setting in part (i) of Theorem 1.20, allowing us to focus on the regime
α ∈ (0, 2).

Appealing to equation (1.40) and undertaking computations similar in spirit
to those done in the proof of Theorem 1.3, one readily finds that the charac-
teristic exponent of a stable distribution on Rd can be written as follows, for
z ∈ Rd,

Ψ(z) = −Γ(−α) cos
(
πα

2

) ∫
Sd−1
|z · φ|α

(
1 − i tan

(
πα

2

)
sgn(z · φ)

)
Λ(dφ),



1.6 Stable distributions in higher dimensions 23

for α , 1, and

Ψ(z) = iz · a +
π

2

∫
Sd−1

(
|z · φ| + iz · φ log(z · φ)

)
Λ(dφ),

for α = 1, where a ∈ Rd and Λ satisfies∫
Sd−1

φΛ(dφ) = 0.

The isotropic case will be of particular interest in what follows. Recall that a
measure µ on Rd is symmetric if µ(B) = µ(−B) for B ∈ B(Rd) and isotropic if
µ(B) = µ(U−1B) for every orthogonal matrix U. Observe that when d = 1, the
notion of isotropy is equivalent to symmetry.

Definition 1.22. We say that X is a symmetric stable random variable if it is
stable distributed and its law is symmetric.

In particular, if X is symmetric we have that its characteristic function is
equal to that of −X i.e. Ψ(z) = Ψ(−z) for z ∈ Rd. By considering the real and
imaginary parts of Ψ, the latter clearly implies that

Ψ(z) =

∫
Sd−1
|z · φ|α Λ0(dφ) for α ∈ (0, 2), (1.43)

where

Λ0(dφ) =

 −Γ(−α) cos
(
πα
2

)
Λ(dφ) if α , 1,

π
2 Λ(dφ) if α = 1.

Using the double angle trigonometric identity and Euler’s reflection formula
(A.12), we have for α , 1

−Γ(−α) cos
(
πα

2

)
= −Γ(−α)

sin(πα)

2 sin
(
πα
2

)
= −

Γ(−α)
2

Γ(α/2)Γ(1 − α/2)
Γ(α)Γ(1 − α)

=
Γ(α/2)Γ(1 − α/2)

2Γ(α + 1)
.

It is important to note that the right-hand side in the third equality is equal
to π/2 when α = 1 thanks to the special values Γ(1/2) =

√
π and Γ(2) = 1.

Therefore, in the sequel we define

Λ0(dφ) =
Γ(α/2)Γ(1 − α/2)

2Γ(α + 1)
Λ(dφ)

for α ∈ (0, 2).
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Definition 1.23. We say that X is an isotropic stable random variable if it is
stable distributed and, for all orthogonal transforms B : Rd 7→ Rd, BX is equal
in law to X.

Observe that if X belongs to this class then X is also symmetric and, con-
sequently, its characteristic function satisfies (1.43) and it can be written as
follows

Ψ(z) = |z|α
∫
Sd−1
||z|−1z · φ|α Λ0(dφ).

Since the law of X is isotropic then Ψ(z) = Ψ(Uz), for any orthogonal matrix,
U, and therefore, without loss of generality, we may take Λ equal to Lebesgue
(surface) measure on Sd−1 and, thanks to symmetry,

c =

∫
Sd−1
||z|−1z · φ|αΛ0(dφ),

should be a positive constant, i.e. for α ∈ (0, 2), we have

Ψ(z) = c|z|α for z ∈ Rd. (1.44)

Similarly as in the one dimensional case, the explicit computation of the con-
stant c is important for our purposes. In that case, we may take

c =

∫
Sd−1
|1 · φ|α Λ0(dφ).

where 1 = (1, 0, · · · , 0) ∈ Rd is the ‘North Pole’ on Sd−1. Hence, using skew
product coordinates (also called generalised polar coordinates) in Rd, we de-
duce∫
Sd−1
|1 · φ|α Λ0(dφ) =

Γ(α/2)Γ(1 − α/2)
2Γ(α + 1)

2π(d−1)/2

Γ((d − 1)/2)

∫ π

0
sind−2(θ)| cos(θ)|α dθ

= 2
Γ(α/2)Γ(1 − α/2)

Γ(α + 1)
π(d−1)/2

Γ((d − 1)/2)

∫ π/2

0
sind−2(θ) cosα(θ) dθ

= π(d−1)/2 Γ(α/2)Γ(1 − α/2)
Γ(α + 1)

Γ((α + 1)/2)
Γ((d + α)/2)

= 21−απd/2 Γ(1 − α/2)
Γ(α + 1)

Γ(α)
Γ((d + α)/2)

= 21−απd/2 Γ(1 − α/2)
αΓ((d + α)/2)

= 2−απd/2

∣∣∣Γ(−α/2)
∣∣∣

Γ((d + α)/2)
.

where, from the Appendix, we have used (A.19) in the third equality and the
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duplication formula (A.14) in the fourth equality. We thus have

c = 2−απd/2

∣∣∣Γ(−α/2)
∣∣∣

Γ((d + α)/2)
. (1.45)

We may now say the isotropic d-dimensional stable process to be normalised
if

Ψ(z) = |z|α, z ∈ Rd.

This corresponds to setting

Π(B) =
1
c

∫
Sd−1

Λ(dφ)
∫ ∞

0
1B(rφ)

dr
rα+1 , for B ∈ B(Rd \ {0}),

where Λ(dφ) is the surface measure on Sd−1.
It is also worth noting for later that the Lévy measure can be written as

absolutely continuous with respect to d-dimensional Lebesgue measure as well
as with respect to the skew product measure σ1(dφ)rd−1dr, where σ1(dφ) is the
surface measure on Sd−1 normalised to have unit mass.

Theorem 1.24. For a normalised isotropic stable distribution, i.e. having char-
acteristic exponent Ψ(z) = |z|α, z ∈ R, we have

Π(B) = 2απ−d/2 Γ((d + α)/2)∣∣∣Γ(−α/2)
∣∣∣

∫
B

dz
|z|α+d (1.46)

and in (generalised) polar coordinates,

Π(B) = 2α−1π−d Γ((d + α)/2)Γ(d/2)∣∣∣Γ(−α/2)
∣∣∣

∫
Sd−1

σ1(dφ)
∫ ∞

0
1B(rφ)

1
rα+1 dr, (1.47)

where B is a Borel set in Rd.

Remark 1.25. Also taking inspiration from the one-dimensional case, in par-
ticular the computations in the proof of Theorem 1.3, and the statement in
Corollary 1.9, we note that, the value of a in (1.39) can be identified explic-
itly within the choice of normalisation in Theorem 1.24. Specifically, when
α ∈ (0, 1) we have a = −

∫
Rd x1(|x|<1)Π(dx); when α ∈ (1, 2) we have a =∫

Rd x1(|x|≥1)Π(dx); and when α = 1, we have a = 0.

1.7 Comments

The class of stable distributions appeared for the first time in the celebrated
monograph of Paul Lévy [143] Calcul de probabilités. They were introduced
by Lévy as limits for normalised sums of independent identically distributed
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random variables that do not satisfied a finite second moment condition. The
concept of stable distributions was fully developed in 1937 with the appearance
of the monographs of Lévy [144] and Khintchine [106]. Both authors charac-
terised them as a class of infinitely divisible distributions. Since their debut,
stable distributions have has appeared in a vast array of probabilistic models
motivated by physics, biology and economics, to name but some of the many
areas of influence.

There are several monographs where stable distributions are treated in de-
tail, see for instance Gnedenko and Kolmogorov [80], Linde [146], Sato [190]
and Uchaikin and Zolotarev [208]. There are also other monographs that deal
specifically with stable distributions or stochastic processes which are asso-
ciated to them, such as Samorodnitsky and Taqqu [189] and Zolotarev [220].
Zolotarev (see also Uchaikin and Zolotarev [208]) gave a complete treatment
to real valued stable distributions and in particular the series representation and
asymptotic expansions of their densities were described in a concise way for
the first time. The multidimensional case is treated in Chapter 2 of Samorod-
nitsky and Taqqu [189] and in Uchaikin and Zolotarev [208]. In Chapter 1 of
[189], the one-dimensional case is also treated.

The explicit form of the characteristic exponent of stable distributions (The-
orem 1.3) was first treated by Lévy [142] and by Khintchine and Lévy [107].
The formulation of Theorem 1.3 follows Gnedenko and Kolmogorov [80] with
the corrections of Hall [86]. We stress that the article of Hall corrected a num-
ber of different derivations of Theorem 1.3 that have appeared in the literature
up to the beginning of the 1980’s. Lemma 1.6 is based on similar arguments
used in Pitman and Pitman [169]. The proof of Proposition 1.7 and Theo-
rem 1.20 follows from Kuelbs [114], where stable distributions are defined on
Hilbert spaces. Theorem 1.10 is based on a more general result for moments
of infinitely divisible random variables found in Section 25 of Sato [190]. The
moment inequality (1.19) is taken from Lemma 1 of Biggins [30].

The existence of a distributional density thanks to infinite divisibility (that
predicates Section 1.5) can be found in Section 24 of Sato [190]. All the re-
sults that appear in Section 1.5 can be found in the monographs of Uchaikin
and Zolotarev [208] and Zolotarev [220] and we adopt a similar approach, for
example in Theorem 1.13. On a final note, we mention that it was shown in
Hoffmann-Jørgensen [108] that the densities derived in Theorem 1.18 can be
expressed in terms of incomplete hypergeometric functions.
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Lévy processes

As a precursor to our introduction to stable Lévy processes in the next chapter,
as well as a point of reference for our future treatment of self-similar Markov
processes, we shall spend some time in this chapter reviewing standard path
properties of one- and higher-dimensional Lévy processes.

Lévy processes can be seen as the natural continuous-time analogue of ran-
dom walks in the sense that they have stationary and independent increments.
They are formally defined as follows.

Definition 2.1 (Lévy process). A stochastic process Y = (Yt, t ≥ 0) val-
ued in Rd and defined on a probability space (Ω,F ,P), is said to be a (one-
dimensional) Lévy process issued from the origin if it possesses the following
properties:

(i) The paths of Y are P-almost surely right-continuous with left limits;
(ii) P(Y0 = 0) = 1;

(iii) For 0 ≤ s ≤ t, Yt − Ys is equal in distribution to Yt−s;
(iv) For 0 ≤ s ≤ t, Yt − Ys is independent of (Yu, u ≤ s).

With the exception of Section 2.18, we will concentrate on the one-dimensional
case for the rest of this chapter.

2.1 Lévy–Itô decomposition

Thanks to stationary and independent increments and right-continuity, any
Lévy process has the property that, for all t ≥ 0,

E
[
eizYt

]
= e−tΨ(z), z ∈ R, (2.1)

where Ψ (z) := Ψ1 (z) is the characteristic exponent of Y1 in the sense of (1.4).

27
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It turns out that the converse is also true; that is to say, given any infinitely di-
visible distribution with characteristic exponent Ψ, there exists a Lévy process
Y which satisfies (2.1). The conclusion of the previous paragraph and its con-
verse, together give us the following Lévy–Khintchine formula for processes
with stationary and independent increments.

Theorem 2.2 (Lévy–Khintchine formula for Lévy processes). Suppose that
a ∈ R, σ2 ≥ 0 and Π is a measure concentrated on R\{0} satisfying

∫
R

(1 ∧
x2)Π(dx) < ∞. From this triple, define for each z ∈ R

Ψ (z) = iaz +
1
2
σ2z2 +

∫
R

(1 − eizx + izx1(|x|<1)) Π(dx). (2.2)

If Ψ is the characteristic exponent of a Lévy process in the sense of (2.1), then
it necessarily satisfies (2.2). Conversely, given (2.2), there exists a probabil-
ity space, (Ω,F ,P), on which a Lévy process is defined having characteristic
exponent Ψ in the sense of (2.1).

Remark 2.3. It is important to note that a given Lévy processes is identified by
its characteristic exponent only up to a linear dilation in time. If X := (Xt, t ≥ 0)
is a Lévy process with characteristic exponent Ψ then, if c > 0 is a constant, the
process Xc := (Xct, t ≥ 0) is the Lévy process with exponent cΨ. The processes
X and Xc have trajectories which differ only by a linear scaling in time, but are
fundamentally the same as they almost surely have the same range.

Two important examples of Lévy processes which help us understand the
structure of general Lévy processes are linear Brownian motion and compound
Poisson processes with drift. For the first of these two cases, suppose σ2 ≥

0 and a ∈ R. If we write B = (Bt, t ≥ 0) for a standard one-dimensional
Brownian motion, then the linear Brownian motion, σBt−at, t ≥ 0, is a process
issued from the origin with stationary and independent increments, continuous
paths and Gaussian distributed at each fixed time. Taking account of the Fourier
transform of a Gaussian distribution, it is easily verified that the associated
characteristic exponent is given by

iaz +
1
2
σ2z2, z ∈ R.

For the case of a compound Poisson process with drift, suppose that N(dt, dx)
is a Poisson random measure on [0,∞) × R with intensity λdt × F(dx), where
F is a probability distribution concentrated on R\{0}. Recall that this means N
is a random counting measure on [0,∞) ×R such that, for all pairwise disjoint
Borel sets B1, . . . , Bn, n ∈ N, in [0,∞)×R, the counts N(B1), . . . ,N(Bn) are in-
dependent. Moreover they are Poisson distributed with parameter

∫
Bi
λdtF(dx),
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i = 1, . . . ,N, respectively. (See Appendix A.13 for further details.) A com-
pound Poisson process with arrival rate λ, jump distribution F and drift c ∈ R
can be written in terms of the counting process N via∫ t

0

∫
R

xN(ds, dx) − ct, t ≥ 0.

The associated characteristic exponent is then easily computed with the help
of Campbell’s formula for Poisson random measures and is given by

λ

∫
R

(1 − eizx) F(dx) + icz z ∈ R. (2.3)

Taking account of the previous two examples, the Lévy–Khintchine formula
gives some insight into the path structure of a general Lévy process. Indeed,
after some simple reorganisation, we can write the general Lévy–Khintchine
exponent in the form

Ψ(z) =

{
iaz +

1
2
σz2

}
+

{
Π(x ∈ R : |x| ≥ 1)

∫
{|x|≥1}

(1 − eizx)
Π(dx)

Π(x ∈ R : |x| ≥ 1)

}
+

{∫
{|x|<1}

(1 − eizx + izx) Π(dx)
}
, z ∈ R. (2.4)

Note that the integrability condition on Π appearing in Theorem 2.2 implies
that Π(A) < ∞ for all Borel A ⊆ R such that 0 is in the interior of Ac. In
particular, it also implies that Π(x ∈ R : |x| ≥ 1) ∈ [0,∞). In the case that
Π(x ∈ R : |x| ≥ 1) = 0, one should think of the second set of curly brackets
in (2.4) as absent. Let us name contents of the three sets of curly brackets in
(2.4) as Ψ(1)(z), Ψ(2)(z) and Ψ(3)(z), respectively. The essence of this decompo-
sition revolves around showing that Ψ(1)(z), Ψ(2)(z) and Ψ(3)(z) correspond to
the characteristic exponents of three different types of Lévy processes. In this
way, Ψ is the characteristic exponent of the independent sum of these three
Lévy processes, which is again a Lévy process. Indeed, it is an easy exercise
to verify that the characteristic exponent of the sum of independent Lévy pro-
cesses is equal to the sum of their individual exponents; moreover that, up to
a multiplicative constant, Lévy processes are uniquely identified by their char-
acteristic exponents.

It is already clear that Ψ(1) and Ψ(2) correspond, respectively, to a linear
Brownian motion, say, Y (1) (which is entirely deterministic if σ = 0) and an
independent compound Poisson process, say Y (2), with arrival rate Π(x ∈ R :
|x| ≥ 1), jump distribution F(dx) = Π(dx)/Π(x ∈ R : |x| ≥ 1) concentrated on
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{x : |x| ≥ 1} (unless Π(x ∈ R : |x| ≥ 1) = 0 in which case Y (2) is the process
which is identically zero).

The existence of a Lévy process with characteristic exponent given by (2.4)
thus boils down to showing the existence of a Lévy process, Y (3), whose charac-
teristic exponent is given by Ψ(3). This can be seen by considering the Poisson
random measure, N(dt, dx), on [0,∞)×{x ∈ R : |x| < 1} with intensity measure
dt × Π(dx)|{x∈R:|x|<1}. From our computations in (2.3), we can deduce that, for
each ε > 0, the process∫

[0,t]

∫
{ε<|x|<1}

x N(ds, dx) −
(∫
{ε<|x|<1}

x Π(dx)
)

t, t ≥ 0, (2.5)

is a compound Poisson process with drift (in fact the drift is the mean of the
compound Poisson part), whose characteristic exponent is given by∫

{ε<|x|<1}
(1 − eizx + izx) Π(dx).

It is straightforward to show that (2.5) is also a square integrable martingale.
The process Y (3) should be thought of as the limit, in an appropriate sense, of
the compound Poisson process with drift in (2.5) as ε ↓ 0. Despite the fact
that the drift coefficient

∫
{ε<|x|<1} xΠ(dx) may explode, it turns out that the limit

does exist and the resulting process remains in the class of Lévy processes.
The mathematical sense of the limit requires some care, using the machin-
ery of L2 convergence in an appropriate Hilbert space of martingales. This
L2 convergence also motivates the necessary and sufficient requirement that∫
|x|<1 x2 Π(dx) < ∞.

The identification of a general Lévy process, Y , as the independent sum of
processes Y (1), Y (2) and Y (3) is known as the Lévy–Itô decomposition.

2.2 Killing

When discussing the theory of Lévy processes, in particular in the application
to self-similar Markov processes later on in this text, we will need to consider
Lévy processes with (exponential) killing. Suppose that Ỹ is a given Lévy pro-
cess, then we can additionally define the Lévy process Y killed via

Yt =

{
Ỹt if t < ζ
∂ otherwise,

where ∂ is an cemetery state annexed to R. As we will discuss below, a special
form of killing corresponds to the case that we take ζ = eq, an independent
and exponentially distributed random variable with rate q > 0. Note that the
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definition still makes sense when q = 0 providing we agree with the definition
eq := ∞, so that we understand this case as corresponding to no killing at all.

The lack of memory property of the exponential distribution means that the
new process Y = (Yt, t < ζ) still has stationary and independent increments in
R on survival. Indeed one can easy verify that Definition 2.1 is still valid, pro-
viding we understand (iii) and (iv) to occur on the event {s < eq}. As such, it is
not unnatural to think of the definition of a Lévy process in this slightly broader
sense. Accordingly, the characteristic exponent for a general Lévy process in
this sense needs to be identified in a slightly more general sense.

Suppose we write Ψ̃ for the characteristic exponent of Ỹ . Then

E[eizYt 1(t<ζ)] = E[eizỸt 1(t<eq)] = e−(q+Ψ̃(z))t, t ≥ 0.

Accordingly Ψ = q + Ψ̃.
For the most part, in this book, the meaning of Lévy process will conform to

Definition 2.1, however, there are occasions when we will need to understand
a Lévy process in the killed sense. The context should always be clear in order
to distinguish the two scenarios. That said, for the remainder of this chapter,
unless otherwise stated, we continue our discussion of Lévy processes without
killing.

2.3 Path variation and asymmetry

It is clear from the Lévy–Itô decomposition that the presence of the linear
Brownian motion Y (1) would imply that paths of the Lévy process have un-
bounded variation. On the other hand, should it be the case that σ = 0, then the
Lévy process may or may not have unbounded variation. The term Y (2), being
a compound Poisson process, has only bounded variation. Hence, in the case
σ = 0, understanding whether the Lévy process has unbounded variation is an
issue determined by the limiting process Y (3).

Reconsidering the definition of Y (3), it is natural to ask: Under what circum-
stances does

lim
ε↓0

∫
[0,t]

∫
{ε<|x|<1}

x N(ds, dx)

exist almost surely without the need for compensation by its mean as in (2.5)?
The answer to this question boils down to an analysis of compound Poisson
sums through Campbell’s formula and it turns out that∫

[0,t]

∫
{|x|<1}

|x|N(ds, dx) < ∞ ⇐⇒
∫
{|x|<1}

|x|Π(dx) < ∞.
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In that case, we may identify Y (3) directly via

Y (3)
t =

∫
[0,t]

∫
{|x|<1}

x N(ds, dx) − t
∫
{|x|<1}

x Π(dx), t ≥ 0.

This also tells us that Y (3) will be of bounded variation if and only if
∫
{|x|<1} |x|Π(dx) <

∞. Note that this is a stronger integrability condition than
∫
{|x|<1} x2Π(dx) < ∞.

In conclusion, we get the following lemma.

Lemma 2.4. A Lévy process with Lévy–Khintchine exponent corresponding to
the triple (a, σ,Π) has paths of bounded variation if and only if

σ = 0 and
∫
R

(1 ∧ |x|) Π(dx) < ∞. (2.6)

Note that the finiteness of the integral in (2.6) also allows for the Lévy–
Khintchine exponent of any such bounded variation process to be rewritten in
the form

Ψ(z) = −ibz +

∫
R

(1 − eizx) Π(dx), (2.7)

where b ∈ R relates to a and Π via

b = −

(
a +

∫
{|x|<1}

x Π(dx)
)
.

In this case, we may write the Lévy process in the form

Yt = bt +

∫
[0,t]

∫
R

x N(ds, dx), t ≥ 0. (2.8)

The constant b is referred to as the drift coefficient. (The reader should note that
the word ‘drift’ here makes sense because the process has paths of bounded
variation and the linear term can be uniquely distinguished from the ‘pure
jump’ component. For other Lévy processes which e.g. have paths of un-
bounded variation, it is less clear what ‘drift’ should mean.)

When Ψ is that of a bounded variation Lévy process, to detect the presence
of a drift term, it is a straightforward exercise to show that

lim
|z|→∞

Ψ(z)
z

= −ib. (2.9)

The following lemma is now obvious.

Lemma 2.5. A Lévy process is a compound Poisson process with linear drift
if and only if σ = 0 and Π(R) < ∞.
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Let us now consider the case of total asymmetry in the Lévy measure and
suppose that Π(−∞, 0) = 0. From the proof of the Lévy–Itô decomposition,
we see that the corresponding Lévy process has no negative jumps. If further
we have that

∫
(0,∞)(1 ∧ x)Π(dx) < ∞, σ = 0 and, in the representation (2.7)

of the characteristic exponent, b ≥ 0, then from the representation (2.8) it
becomes clear that the Lévy process has non-decreasing paths. In that case, the
Lévy process is referred to as a subordinator. Conversely, if a Lévy process
is a subordinator, then necessarily it has bounded variation. Hence

∫
(0,∞)(1 ∧

x)Π(dx) < ∞, σ = 0 and then it is easy to see that in the representation (2.7) of
the characteristic exponent, we necessarily have b ≥ 0. Summarising, we have
the following.

Lemma 2.6. A Lévy process is a subordinator if and only if Π(−∞, 0) = 0,∫
(0,∞)(1 ∧ x) Π(dx) < ∞, σ = 0 and b = −

(
a +

∫
(0,1) x Π(dx)

)
≥ 0.

For the sake of clarity, we note that, when Y is a subordinator, further to
(2.7), its Lévy–Khintchine formula may be written as

Ψ(z) = −ibz +

∫
(0,∞)

(1 − eizx) Π(dx), z ∈ R.

Reconsidering the role of the characteristic exponent Ψ and its analytical
representation through infinite divisibility and the Lévy–Itô decomposition, re-
spectively, in the case of a subordinator, it is not difficult to see that one may
also work with the Laplace exponent

κ(λ) := −
1
t

log E[e−λYt ], λ ≥ 0. (2.10)

Indeed, one easily verifies that

κ(λ) = Ψ(iλ) = bλ +

∫
(0,∞)

(1 − e−λx) Π(dx), λ ≥ 0. (2.11)

In general, we say that a Lévy process is spectrally positive if Π(−∞, 0) = 0
and it does not have monotone paths. A Lévy process, Y , will then be referred
to as a spectrally negative if −Y is spectrally positive. Together, these two
classes of processes are called spectrally one-sided. Spectrally one-sided Lévy
processes may be of bounded or unbounded variation and, in the latter case,
may or may not possess a Gaussian component. Note in particular that when
σ = 0, it is still possible to have paths of unbounded variation. If a spectrally
positive Lévy process has bounded variation, then it must take the form

Yt = −bt + S t, t ≥ 0, (2.12)
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where (S t, t ≥ 0) is a pure jump subordinator and, necessarily, b > 0. Note
that if b ≤ 0, then Y would conform to the definition of a subordinator. The
decomposition (2.12) implies that if E[Y1] ≤ 0, then E[S 1] < ∞, as opposed to
the case that E[Y1] > 0, where it is possible that E[S 1] = ∞.

A special feature of spectrally positive processes is that, if

τ−x := inf{t > 0 : Yt < x}, (2.13)

where x < 0, then P(τ−x < ∞) > 0. Roughly speaking, this probability is strictly
positive because, in the setting of bounded variation, the structure (2.12) en-
sures that there is the possibility of downward movement, whereas, in the set-
ting of unbounded variation, it is the fluctuations of the martingale component
of Y the ensures the possibility of downward movement. As there are no down-
wards jumps,

P(Yτ−x = x|τ−x < ∞) = 1, (2.14)

with a similar property for first passage upwards being true for spectrally neg-
ative processes.

2.4 Feller and strong Markov property

Lévy processes fit nicely into the class of Feller processes, which, in turn,
ensures that they possess the strong Markov property. See the discussion in
Section A.11 for a reminder of what these things mean.

It is easy to see that the Markov property is satisfied for all Lévy processes.
Indeed, Lévy processes satisfy the stronger condition that the law of Yt+s−Yt is
independent of Ft := σ(Ys, s ≤ t), for all s, t ≥ 0. As such, we work the family
of probability measures Px, x ∈ R, where Px(·) = P(· |Y0 = x). In the special
case of Lévy processes, because of their stationary independent increments,
for each x ∈ R, we can also define Px to be the law of x + Y under P.

Next, we introduce the semigroup (Pt, t ≥ 0) for Y . For each t ≥ 0, Pt

operates on bounded measurable functions f such that Pt[ f ](x) = Ex[ f (Yt)],
x ∈ R. Let C0(R) be the space of bounded measurable functions which de-
cay to 0 as |x| → ∞. By appealing to the simple fact that, for f ∈ C0(R),
Pt[ f ](x) = E[ f (x + Yt)], together with dominated convergence, it is not diffi-
cult to show that the semigroup associated to a Lévy process respects the Feller
property (see Definition A.14 in the Appendix). As such, Lévy processes are
Feller processes and hence strong Markov processes. In fact, Lévy processes
satisfy the stronger condition that they preserve the property of stationary and
independent increments over stopping times.
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Theorem 2.7. Suppose that τ is a stopping time. On {τ < ∞}, define the pro-
cess Ỹ = {Ỹt, t ≥ 0} where

Ỹt = Yτ+t − Yτ, t ≥ 0.

Then, on the event {τ < ∞}, the process Ỹ is independent of Fτ, has the same
law as Y and hence in particular is a Lévy process.

In this text, we are largely (but not exclusively) concerned with two types
of stopping times for use in conjunction with the strong Markov property. The
first type are those taking the form

τD = inf{t > 0 : Yt ∈ D},

where D is either an open or closed set in R. The second will be stopping times
of the form

τu = inf
{
t > 0 :

∫ t

0
f (Ys) ds > u

}
, (2.15)

where f : R→ (0,∞) is measurable and u ≥ 0. In both cases, we always work
with the standard notion that inf ∅ = ∞. For example, in (2.15), it may happen
that

∫ ∞
0 f (Ys) ds < ∞, in which case, τu = ∞ for all u >

∫ ∞
0 f (Ys) ds.

2.5 Infinitesimal generator

On account of it being a Feller process, a Lévy process is also in possession
of an infinitesimal generator. That is to say, for f belonging to an appropriate
class of functions, there exists

L f (x) := lim
t↓0

Pt[ f ](x) − f (x)
t

, x ∈ R. (2.16)

The form of the generator can be closely matched to the characteristic expo-
nent, Ψ, of the Lévy process. In particular, if

Ψ (z) = iaz +
1
2
σ2z2 +

∫
R

(1 − eizx + izx1(|x|<1))Π(dx), z ∈ R,

then, for all twice continuously differentiable and compactly supported f :
R 7→ R,

L f (x) = −a f ′(x) +
1
2
σ2 f ′′(x) +

∫
R

[ f (x + y) − f (x) − y f ′(x)1(|y|<1)] Π(dy),

for x ∈ R.
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2.6 Drifting and oscillating

Thanks to the Lévy-Khintchine formula for Lévy processes, it is straightfor-
ward to see that, when Ψ′(0) := limz→0 Ψ′(z) is well defined, by straightfor-
ward differentiation of (2.1), it follows that

E[Yt] = iΨ′(0)t = E[Y1]t, t ≥ 0. (2.17)

When it exists, we call E[Y1] the mean of the Lévy process as it characterises
E[Yt] for all t ≥ 0. When the mean of the Lévy process is well defined and fi-
nite, together with the stationary and independent increments, (2.17) provides
compelling evidence that one should expect to see a strong law of large num-
bers for Y . In turn, this would provide some information about the large-time
behaviour of Y . The following theorem gives a relatively complete picture in
this respect. In particular it shows that there is a strict trichotomy. Either Y
drifts to∞ (lims→∞ Ys = ∞), Y drifts to −∞ (lims→∞ Ys = −∞) or Y oscillates
(lim sups→∞ Ys = − lim inf s→∞ Ys = ∞).

Theorem 2.8. Suppose that Y is a one-dimensional Lévy process with charac-
teristic measure Π.

(i) If E[Y1] is defined and valued in [−∞, 0), or if E[Y1] is undefined and∫
(1,∞)

x Π(dx)∫ x
0 Π(−∞,−y) dy

< ∞, (2.18)

then limt→∞ Yt/t = γ−, where γ− = E[Y1] in the first case and γ− = −∞

in the second case. In particular, in both cases,

lim
t→∞

Yt = −∞.

(ii) If E[Y1] is defined and valued in (0,∞], or if E[Y1] is undefined and∫
(−∞,−1)

|x|Π(dx)∫ |x|
0 Π(y,∞) dy

< ∞, (2.19)

then limt↑∞ Yt/t = γ+, where γ+ = E[Y1] in the first case and γ+ = ∞ in
the second case. In particular, in both cases,

lim
t→∞

Yt = ∞.

(iii) If E[Y1] is defined and equal to zero, or if E[Y1] is undefined and both of
the integral tests in part (i) and (ii) fail, then limt→∞ Yt/t = 0 in the first
case and lim supt→∞ Yt/t = − lim inft→∞ Yt/t = ∞ in the second case.
Moreover, in both cases,

lim sup
t→∞

Yt = − lim inf
t→∞

Yt = ∞.
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2.7 Moments

We will occasionally be interested to know whether moments of a Lévy process
exist. Specifically, if g is a measurable function on R, when can we say that
E[g(Yt)] < ∞? More generally, when can we say that E[g(sups≤t |Yt |)] < ∞?

An appropriate class of measurable functions to work with are called sub-
multiplicative. Specifically, a non-negative measurable function g on R is sub-
multiplicative if

g(x + y) ≤ g(x)g(y), x, y ∈ R.

The class of submultiplicative functions is relatively rich containing some key
examples such as g(x) = |x| ∨ 1, and g(x) = exp{x}. More generally, suppose
that g is a submultiplicative function, then so is g(cx + b)θ where c, b ∈ R and
θ > 0.

Theorem 2.9. Suppose that g is a locally bounded, submultiplicative function
then E[g(Yt)] < ∞ for some t > 0 if and only if E[g(Yt)] < ∞ for all t > 0 if
and only if ∫

{|x|>1}
g(x) Π(dx) < ∞.

Moreover, E[g(sups≤t |Ys|)] < ∞ for some t > 0 if and only if E[g(sups≤t |Ys|)] <
∞ for all t > 0 if and only if∫

{|x|>1}
g(|x|) Π(dx) < ∞.

2.8 Exponential change of measure

Theorem 2.9 gives us a criterion under which we can perform an exponential
change of measure, even in the setting of a killed Lévy process. Define the
Laplace exponent

ψ(β) =
1
t

log E[eβYt 1(t<ζ)] = −Ψ(−iβ) (2.20)

whenever it exists. Theorem 2.9 tells us that the Laplace exponent is finite if
and only if ∫

{|x|≥1}
eβx Π(dx) < ∞. (2.21)

Define

Et(β) = eβYt−ψ(β)t, 0 ≤ t < ζ. (2.22)
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under the assumption (2.21), appealing to stationary and independent incre-
ments and (2.20), we have that, for all x ∈ R, on {t < ζ}

Ex[Et+s(β)1(t+s<ζ)|Ft] = Et(β)Ex

[
eβ(Yt+s−Yt)−ψ(β)s1(t+s<ζ)

∣∣∣Ft

]
= Et(β)Ex

[
eβYs−ψ(β)s1(s<ζ)

]
= Et(β).

Hence, under (2.21), E(β) = {Et(β): t ≥ 0} is a martingale and it may be used
to perform a change of measure via

dPβx
dPx

∣∣∣∣∣∣
Ft

= e−βxEt(β)1(t<ζ), t ≥ 0, x ∈ R. (2.23)

The change of measure above is known as an exponential change of measure.
As the next theorem shows, it has the important property that the (killed) pro-
cess Y under Pβ is still a Lévy process. More importantly, if Y has killing, then,
under the change of measure, it will never experience killing.

Theorem 2.10. Suppose that Y is a (killed) Lévy process with characteristic
triple (a, σ,Π) and killing rate q ≥ 0. Moreover, suppose that β ∈ R is such
that ∫

{|x|≥1}
eβx Π(dx) < ∞.

Under the exponential change of measure Pβ, the process Y is still a Lévy
process with characteristic triple (a∗, σ∗,Π∗) and killing rate q∗ = 0, where

a∗ = a − βσ2 +

∫
{|x|<1}

(1 − eβx)x Π(dx), σ∗ = σ and Π∗(dx) = eβx Π(dx).

A compact way of characterising the effect on Y of the exponential change
of measure (2.23) is to consider the characteristic exponent of (Y,Pβ), denoted
here by Ψβ. In light of the first part of the above theorem, it is straightforward
to see that

Ψβ(z) := Ψ(z − iβ) − Ψ(−iβ), z ∈ R. (2.24)

Equivalently, suppose its its Laplace exponent ψ is well defined in the interval
(a, b). Then under the Esscher transform described in the previous theorem (for
which necessarily β ∈ (a, b)), it maps to

ψβ(θ) = ψ(θ + β) − ψ(β), (2.25)

for θ + β ∈ (a, b). The transformations in (16.18) and (2.25) are commonly
referred to as the Esscher transform. Recall from Section 2.2 that the presence
of killing is detected by a constant term in the characteristic exponent. It is
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clear from the difference of the exponents in (2.24) and (2.25) why the effect
of killing disappears.

2.9 Donsker-type convergence

Donsker’s Theorem tells us that one may perform a scaling on the paths of
random walks in such a way that there is weak convergence on the Skorokhod
spaceD([0,∞),R) to Brownian motion (see Section A.10 of the Appendix for
details on the Skorokhod space). Similar results may also be obtained for Lévy
processes. For example, Lévy processes with second moments can be similarly
scaled to limit to Brownian motion on the Skorokhod space.

The following result tells us that controlling convergence on the Skorokhod
space for a Lévy process is tantamount to controlling the behaviour of the
Lévy–Khintchine exponent.

Theorem 2.11. Suppose that Ψn is a sequence of characteristic exponents of
Lévy processes, say Y (n). Suppose that Ψn(z) → Ψ(z), for all z ∈ R, where
Ψ is the characteristic exponent of a Lévy process, say Y, then (Y (n)

t , t ≥ 0)
converges weakly on the Skorokhod space, as n→ ∞, to (Yt, t ≥ 0).

To return to the example of scaling Lévy processes in spirit of Donsker’s
Theorem, suppose that Y is a Lévy process with zero mean and finite second
moments. From Section 2.7, to ensure second moments, it is necessary and
sufficient to ask that

∫
{|x|>1} x2Π(dx) < ∞, where Π is the Lévy measure of Y .

Now note that, for each r > 0, (r−1/2Yrt, t ≥ 0) is a Lévy process with char-
acteristic exponent rΨ(r−1/2z), Ψ is the characteristic exponent of Y . Because
Y has zero first moment, it is a straightforward exercise to check that we may
write its characteristic exponent in the form

Ψ(z) =
1
2
σ2z2 +

∫
R

(1 − eizx + izx) Π(dx), z ∈ R.

Hence, by dominated convergence,

lim
r→∞

rΨ(r−1/2z) =
1
2
σ2z2 + lim

r→∞

∫
R

r(1 − eizr−1/2 x + izr−1/2x) Π(dx)

=
z2

2

(
σ2 +

∫
R

x2 Π(dx)
)
.

Theorem 2.11 now tells us that (r−1/2Yrt, t ≥ 0) converges weakly on the Sko-
rokhod space, as r → ∞, to a Brownian motion with variance σ2 +

∫
R

x2 Π(dx).
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2.10 Transience and recurrence

As a class of R-valued Markov processes, it is also natural to look at the tran-
sience and recurrence properties of Lévy processes. A Lévy process, Y , is said
to be transient if, for all a > 0,

P
(∫ ∞

0
1(|Yt |<a) dt < ∞

)
= 1,

and recurrent if, for all a > 0,

P
(∫ ∞

0
1(|Yt |<a) dt = ∞

)
= 1.

In the previous definitions, the requirements for transience and recurrence
may appear quite strong as, in principle, the relevant probabilities could be
valued in (0, 1). However, the events in the definition belong to the tail sigma-
algebra

⋂
t∈Q∩[0,∞) σ(Ys : s ≥ t). Hence, according to Kolmogorov’s zero-

one law, they cannot have probabilities valued in (0, 1). Nonetheless, we could
argue that P(

∫ ∞
0 1(|Yt |<a)dt = ∞) = 0 for small a, but P(

∫ ∞
0 1(|Yt |<a)dt = ∞) = 1

for large a. It turns out that Lévy processes always adhere to one of the two
cases given in the definition above, as is confirmed by the following classic
analytic dichotomy.

Theorem 2.12. Suppose that Y is a Lévy process with characteristic exponent
Ψ. Then it is transient if and only if, for some sufficiently small ε > 0,∫

{|z|<ε}
Re

(
1

Ψ(z)

)
dz < ∞, (2.26)

and otherwise it is recurrent.

Straightforward probabilistic reasoning also leads to the following interpre-
tation of the dichotomy.

Theorem 2.13. Let Y be any Lévy process.

(i) We have transience if and only if

lim
t→∞
|Yt | = ∞

almost surely.
(ii) If Y is not a compound Poisson process, then we have recurrence if and

only if, for all x ∈ R,

lim inf
t→∞

|Yt − x| = 0 (2.27)

almost surely.
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The notion of recurrence thus allows, for each x ∈ R, the possibility of
visiting any arbitrarily small interval around x, say (x− ε, x + ε), almost surely
infinitely often. The reason for the exclusion of compound Poisson processes
in part (ii) of Theorem 2.13 can be seen when one considers the following
example. Take Y to be a one-dimensional compound Poisson process, where
the jump distribution is supported on a lattice, say δZ for some δ > 0. In that
case, it is clear that the set of points visited will be a subset of δZ and (2.27)
is no longer valid for e.g. x < δZ. This example also explains why compound
Poisson processes are excluded in other forthcoming results.

2.11 Duality

On account of the fact that a given Lévy process, Y , has stationary indepen-
dent increments with right-continuous paths having left-limits, it is easy to
justify that when it is time-reversed, the resulting process still has stationary
independent increments with paths that are left-continuous having right-limits.
The following Duality Lemma states that if one adjusts continuity at the jumps
of the time-reversed process so that the time reversed path is right-continuous
with left limits, then it is easy to identify the resulting object as equal in law to
−Y .

Lemma 2.14 (Duality Lemma). For each fixed t > 0, define the reversed pro-
cess

(Y(t−s)− − Yt, 0 ≤ s ≤ t)

and the dual process,

(−Ys, 0 ≤ s ≤ t).

Then the two processes have the same law under P.

It is a straightforward consequence of the Duality Lemma that, when con-
sidering deterministic time horizons, the running supremum Y t := sups≤t Ys

and running infimum Y t,= inf s≤t Ys are closely related to one another.

Lemma 2.15. For each fixed t > 0, the pairs (Y t, Y t − Yt) and (Yt − Y t, −Y t)
have the same distribution under P.

Suppose we write P̂x, x ∈ R, for the probabilities of Ŷ := −Y . As we shall
shortly see, duality can be expressed analytically in terms of the semigroups
(Pt, t ≥ 0) of Y and (P̂t, t ≥ 0) of Ŷ , as well as their associated q-resolvents,
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U(q) and Û(q), for q ≥ 0. The latter are defined such that, for bounded measur-
able f ,

U(q)[ f ](x) =

∫ ∞

0
e−qtPt[ f ](x) dt = Ex

[∫ ∞

0
e−qt f (Yt) dt

]
,

with the obvious definition holding for Û(q). When q = 0, it is possible that the
integral in the first equality above is infinite because Y is recurrent.

We can use the language of semigroups to equivalently (and analytically)
describe the notion of duality in Lemma 2.15.

Lemma 2.16. Suppose that f and g are non-negative, bounded and measur-
able functions. Then∫

R

g(x)Pt[ f ](x) dx =

∫
R

f (x)P̂t[g](x) dx

and for q > 0 (as well as q = 0 with f and g compactly supported if X is
transient), ∫

R

g(x)U(q)
t [ f ](x) dx =

∫
R

f (x)Û(q)
t [g](x) dx.

The Lemmas 2.15 and 2.16 scratch the surface of duality theory for semi-
groups of Lévy processes and their relation to time reversal. We return to this
topic for general Markov processes in the Appendix. For now, we mention that
the statement in Lemma 2.16 can be extended to the setting where there is
killing of the Lévy process on entering a domain.

Suppose that B is an open or closed set and recall that

τB := inf{t > 0 : Yt ∈ B}.

The associated semigroup of Y killed on entering B, say (PB
t , t ≥ 0), is defined

by PB
t [ f ](x) = Ex[ f (Yt); t < τB], for bounded and measurable f . The associ-

ated q-resolvents are written U(q)
B , q ≥ 0. We also use the obvious meaning for

(P̂B
t , t ≥ 0) and Û(q)

B , q ≥ 0. The following result gives what is known as Hunt’s
switching identity.

Lemma 2.17. Suppose that f and g are non-negative measurable functions
and B is an open or closed domain. Then∫

R

g(x)PB
t [ f ](x) dx =

∫
R

f (x)P̂B
t [g](x) dx

and for q > 0, ∫
R

g(x)U(q)
B [ f ](x) dx =

∫
R

f (x)Û(q)
B [g](x) dx.
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2.12 Hitting points

In the Section 2.10, transience and recurrence can be seen as an issue pertaining
to the occupation of open intervals. The question of occupying (or, better said,
hitting) a single point can also be addressed.

We say that a Lévy process Y can hit a point x ∈ R if

P(Yt = x for at least one t > 0) > 0.

Let

C = {x ∈ R : P(Yt = x for at least one t > 0) > 0}

be the set of points that a Lévy process can hit. We say that a Lévy process can
hit points if C , ∅. We have the following classification.

Theorem 2.18. Suppose that Y is not a compound Poisson process. Then Y
can hit points if and only if∫

R

Re
(

1
1 + Ψ(z)

)
dz < ∞. (2.28)

Denote by σ the Gaussian coefficient of Y. Then we have, moreover, that

(i) If σ > 0, then Y can hit points and C = R.
(ii) If σ = 0 but Y is of unbounded variation and Y can hit points then C = R.

(iii) If Y is of bounded variation, then Y can hit points if and only if b ,
0 where b is the drift in the representation (2.7) of its Lévy-Khintchine
exponent Ψ. In that case C = R unless Y or −Y is a subordinator and
then C = (0,∞) or C = (−∞, 0) respectively.

The case of a compound Poisson process is excluded above for the same rea-
sons that it was excluded in Theorem 2.13.

We may be more specific about the hitting probabilities.

Lemma 2.19. Suppose that X is not a compound Poisson process and (2.28)
holds. Then the resolvent measure

U(q)(dx) =

∫ ∞

0
e−qtP(Yt ∈ dx) dt, x ∈ R,

has a bounded density, say u(q), and, moreover,

Ex

[
e−qτ{0}

]
=

u(q)(−x)
u(q)(0)

, x ∈ R,

where

τ{0} = inf{t > 0 : Yt = 0}.
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If, moreover, Y is transient, then the result is also valid for q = 0. In particular,
writing u = u(0), we have

Px(τ{0} < ∞) =
u(−x)
u(0)

, x ∈ R.

2.13 Regularity of the half-line

For a one-dimensional Lévy process Y (which starts at zero) we say that 0 is
regular for (0,∞) (equiv. the upper half-line) if Y enters (0,∞) immediately.
That is is to say, if

P(τ+
0 = 0) = 1, where τ+

0 = inf{t > 0 : Yt > 0}.

Because of the Blumenthal 0-1 law, the probability P(τ+
0 = 0) is necessarily

zero or one. When this probability is zero, we say that 0 is irregular for (0,∞).
We also say that 0 is regular for (−∞, 0) (equiv. the lower half-line) if −Y is
regular for the upper half-line.

Theorem 2.20. For a Lévy process Y, the point 0 is regular for (0,∞) if and
only if one of the following three situations occurs:

(i) Y is a process of unbounded variation,
(ii) Y is a process of bounded variation and b > 0 where b is the drift in

representation (2.7) of its Lévy-Khintchine exponent Ψ,
(iii) Y is a process of bounded variation, b = 0 (with b as in (ii)) and∫ 1

0

x Π(dx)∫ x
0 Π(−∞,−y) dy

= ∞. (2.29)

2.14 Excursions and the Wiener-Hopf factorisation

From the preceding sections, it is apparent that the characteristic exponent, Ψ,
and the underlying triple, (a, σ,Π), of any Lévy process encodes a significant
amount of information concerning its fine path properties. The Wiener–Hopf
factorisation is an analytic factorisation of Ψ underlines this principle. Through
the Wiener–Hopf factorisation, we will see that distributional information con-
cerning the local maxima and local minima of the associated Lévy process
trajectory can be obtained.
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Let us assume henceforth that neither Y nor −Y is a subordinator and not
killed. Define the running maximum and the running minimum processes by

Y t = sup
s≤t

Ys and Y t = inf
s≤t

Ys, t ≥ 0,

respectively. If we take, for example, the range of the process Y = (Y t, t ≥ 0),
then it corresponds precisely to the range of the first passage points on (0,∞)
given by {Yτ+

x : x > 0}. Therefore we can expect an understanding of how Lévy
processes undergo the process of first passage over a level to be closely related
to the distributional properties of Y and Y .

It can be shown that there exists a random measure L on [0,∞) with the
property that its support agrees with the closure of the set {t ≥ 0 : Yt = Y t}

and with the property that, if T is any F-stopping time such that YT = YT on
{T < ∞}, then ((YT+t−YT , LT+t−LT ), t ≥ 0) has the same law as ((Yt, Lt), t ≥ 0)
under P. Moreover, the complement of its support consists of a countable union
of open intervals, each one corresponding to an excursion of Y from its running
maximum.

It is a straightforward exercise to show that the reflected process Y − Y is a
strong Markov process. The process Lt := L[0, t], t ≥ 0, is known as the local
time at zero for the reflected process, or equivalently the local time of Y at its
maximum. It has the special property that (L−1

t , t ≥ 0) is a subordinator, which
is killed if L∞ < ∞, which, in turn, occurs precisely when limt→∞ Yt = −∞.
Then for the countable set of times t > 0 such that ∆L−1

t := L−1
t − L−1

t− > 0, we
can identify the excursion of Y from its maximum:

εt(s) = YL−1
t− +s − YL−1

t−
, 0 ≤ s ≤ ∆L−1

t .

As alluded to above, there are a countable number of such excursions due to the
fact that there are a countable number of intervals making up the complement
of the support of L. The length of each such interval corresponds to a jump
of L−1. Together, the excursions (εt, t < L∞) form a stopped Poisson point
process on [0,∞) × U(R), where U(R) is the space of paths taking the form
(ε(s) : s ≤ ζ), where ζ is the path lifetime, which are right-continuous with left
limits and which are strictly negative-valued on (0, ζ). Moreover, when ζ < ∞,
ε(ζ) ≥ 0. Accordingly ζ = inf{t > 0 : ε(t) > 0}. The intensity measure of
this Poisson point process takes the form dt × dn, where n is a measure on the
Skorokhod space (see Section A.10 in the Appendix), which is concentrated
onU(R). It is a consequence of the regenerative nature of the point 0 for Y −Y
that L∞ is exponentially distributed (with rate which may be zero, in which
case we understand it to be infinite valued with probability one). In the case
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that L∞ < ∞, the excursion with local time index L∞ corresponds to the final
excursion from the last maximum which never ends as Y drifts to −∞.

We defined the process

Ht = YL−1
t
, t < L∞

and otherwise Ht = ∞, where ∞ can be considered as a cemetery state. The
need for a cemetery state appears if and only if the Lévy process drifts to −∞,
i.e. Y∞ := limt→∞ Yt < ∞ almost surely or equivalently L∞ < ∞. The range
of the process H = (Ht, t ≥ 0) in [0,∞) agrees with the range of Y . Moreover,
the regenerative property of the state 0 for the reflected process Y − Y ensures
that H is a subordinator, killed at a constant rate which may be zero (when
L∞ = ∞). Clearly the jumps of H correspond to the overshoot at the end of
each excursion, that is, the Lévy measure of H is given by n(ε(ζ) ∈ dx), x > 0.
The process H may also possess a drift component, corresponding to there
being Lebesgue mass in the range of H. The cause of this is a rather subtle
issue and we make no attempt to discuss here.

Naturally, by considering the process −Y (which is still a Lévy process), it
is immediately obvious that everything we have described above can also be
constructed for the process reflected in its infimum, Y − Y . The range of Y , or
equivalently (Yτ−x : x < 0), agrees with the range of −Ĥ, where Ĥ = (Ĥt, t ≥ 0)
is a subordinator which is possibly killed at an independent and exponentially
distributed time (depending on whether −Y

∞
is almost surely finite or not) with

cemetery state {∞}. We call H the ascending ladder height process and Ĥ the
descending ladder height process.

Suppose that we denote the Laplace exponent of H by κ. To be precise,

κ(λ) =
1
t

log E
[
e−λHt

]
, t, λ ≥ 0.

Referring to (2.11), it is easy to deduce that

κ(λ) = q + bλ +

∫
(0,∞)

(1 − e−λx) Υ(dx), λ ≥ 0, (2.30)

for some constants q, b ≥ 0 and measure Υ concentrated on (0,∞) satisfying∫
(0,∞)(1 ∧ x)Υ(dx) < ∞. The constant q corresponds to the exponential killing

rate when it is strictly positive in value. The Laplace exponent of Ĥ, which we
shall henceforth denote by κ̂, is similarly described.

It is a remarkable fact that its characteristic exponent, Ψ, factorises revealing
the two Laplace exponents κ and κ̂ of the ascending and descending ladder
height processes respectively.
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Theorem 2.21. For z ∈ R, we have

Ψ(z) = κ(−iz)κ̂(iz). (2.31)

Equality 2.31 is what is commonly referred to as the Wiener-Hopf factori-
sation. What is interesting is that the factorisation still makes sense when we
consider the setting that the underlying Lévy process experiences killing with
rate p > 0 (the case p = 0 being the subject of Theorem 2.21). In such a setting
its characteristic exponent is given by

Ψp(z) = p + Ψ(z), z ∈ R, (2.32)

where Ψ is the characteristic exponent of the underlying Lévy process without
killing. The factorisation (2.31) still occurs in this more general setting, only
now, κ and κ̂ are the Laplace exponents of subordinators which depend on the
value of p; accordingly we denote them κp and κ̂p, respectively. In particular,
it must be the case that

κp(0)κ̂p(0) = p, p ≥ 0. (2.33)

The associated subordinators H and Ĥ are thus both killed when p > 0. Their
ranges still correspond, respectively, to the range of the running maximum and
running minimum of the killed Lévy process.

Keeping with the case of a killed Lévy process, suppose we denote by ep

the independent and exponentially distributed random variable with rate p > 0
which corresponds to the time at which Y is sent to the cemetery state. With a
slight abuse of notation, let us write Yep in place of Yep− with a similar meaning
for Yep

and Yep . As ep is independent of Y , it is almost surely not a jump time
of Y and hence e.g. Yep = Yep−. A straightforward computation shows that

E
[
eizYep

]
=

p
Ψp(z)

, z ∈ R,

where, we recall, Ψp satisfies (2.32). The factorisation (2.31), when brought
into the above setting, turns out to reveal another remarkable feature of Wiener-
Hopf theory for Lévy processes.

Theorem 2.22. We have that Yep and Yep − Yep are independent and hence,
thanks to duality,

E
[
eizYep

]
= E

[
eizYep

]
× E

[
eizYep

]
, z ∈ R, (2.34)

where, additionally,

E
[
eizYep

]
=

κp(0)
κP(−iz)

and E
[
eizYep

]
=
κ̂p(0)
κ̂p(iz)

(2.35)
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and the terms κp and κ̂p are two killed subordinator exponents belong to the
factorisation

Ψp(z) = κp(−iz)κ̂p(iz), z ∈ R. (2.36)

Strictly speaking, if p > 0, we call (2.36) the space-time Wiener–Hopf fac-
torisation. Otherwise, if p = 0, we call it the spatial Wiener–Hopf factorisa-
tion.

The reader should be careful not to confuse κp and κ̂p with versions of p + κ

and p + κ̂, respectively, where κ and κ̂ belong to the factorisation in Theorem
2.21. The correct relationship between the two pairs is a little more delicate.
Indeed, when κ has the form (2.30), where necessarily Υ(dx) = n(εζ ∈ dx),
x > 0, (recall that n is the excursion measure of the process Y − Y), then κp

takes the form

κp(λ) = n(1 − e−pζ) + bλ +

∫
(0,∞)

(1 − e−λx) n(e−pζ ; εζ ∈ dx), λ ≥ 0.

In, particular,

κp(0) = n(1 − e−pζ) = n(ζ = ∞) +

∫
(0,∞)

(1 − e−px) n(ζ ∈ dx).

A similar identity will hold for κ̂p, albeit in terms of the excursion process of
Y − Y . It is worthy of note in this sense that κp(λ) and κ̂p(λ) are nonetheless
Bernstein functions in λ which are necessarily those of killed subordinators.
Moreover, κp(0) and κ̂p(0) are Bernstein functions in p, which correspond to
the Laplace exponents of the inverse local time at the maximum and the same
quantity but for the dual, respectively. This makes the factorisation (2.33) all
the more remarkable, earning it the name temporal Wiener–Hopf factorisation.

Whilst the independence of Yep and Yep−Yep is a consequence of the decom-
position of the path of (Yt, t ≤ ep) over its excursions, the identities in (2.35)
are a manifestation of the deeper fact that Yep and Yep − Yep are in fact in-
finitely divisible. The latter fact is again a consequence of the aforementioned
excursion decomposition.

2.15 Reflection

An immediate interesting application of the Wiener–Hopf factorisation is that
it allows us to deal with the asymptotic behaviour of the Lévy process reflected
in its running maximum. Recall that Y t = sups≤t Ys, t ≥ 0. In Section 2.14 we
remarked that Y − Y is a strong Markov process.

The trichotomy that all Lévy processes either almost surely drift to +∞,
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−∞ or oscillate between the two offers a relatively straightforward perspective
for the long term behaviour of the reflected process Y − Y , when combined
with (2.35). Indeed, when limt→∞ Yt = ∞, the global infimum is almost surely
bounded away from −∞ and hence κ̂(0) > 0. Recalling that −Y t is equal in law
to Y t − Yt, monotonicity of the former ensures that the limit

lim
t→∞
E[e−λ(Y t−Yt)], λ ≥ 0,

always exists. If we write p−1e1 in place of ep in (2.35) and appeal to an ana-
lytic extension to identify the Laplace transform identity

E
[
e−λ(Y p−1e1

−Yp−1e1
)
]

=
κ̂p(0)
κ̂p(λ)

, λ ≥ 0,

we can take limits as p→ 0 and deduce that Y−Y convergences in distribution
at large times to a non-trivial and non-defective limit.

In contrast, if lim inft→∞ Yt = −∞ (which covers the case of drifting to −∞
or oscillating), we see in a similar way from (2.35) that the limiting distribution
of Y − Y is defective and concentrated on +∞.

2.16 Creeping

In Section 2.12, for one-dimensional processes, we considered the event that
a given point a ∈ R lies in the range of a Lévy process, Y . We may consider
a refined version of this event in which the point a is visited when a Lévy
process, say Y , first enters (a,∞), that is {Yτ+

a = a}. This event is called creeping
(upwards over a). Naturally the event of creeping is of no interest when −Y is
a subordinator. Let us, therefore, temporarily assume that this is not the case.

Creeping over any a ∈ (0,∞) is equivalent to requiring that a belongs to
the range of Y , which is equivalent to requiring that a belongs to the range
of H. (In the case that Y is a subordinator, we should understand H = Y .)
Theorem 2.18 (iii) tells us that this happens if and only if the drift coefficient
of the ascending ladder height process, H is strictly positive and, moreover,
that creeping occurs for all a > 0 with positive probability. In that case, we say
simply that Y creeps upwards. A similar statement can be made for creeping
downwards over a ∈ (−∞, 0).
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2.17 First passage problems

Understanding the event of creeping is but a part of understanding the big-
ger picture of the first passage problem for one-dimensional Lévy processes.
Roughly speaking, for a given a ∈ R, one may think of the first passage prob-
lem at a as characterising the law of the so-called overshoot Yτ+

a − a, where

τ+
a = inf{t > 0 : Yt > a}. (2.37)

One can be more demanding in this respect and also look at the joint law of the
latter together with the so-called undershoot, a − Yτ+

a−. In fact the results we
shall present will also include the law of the undershoot of the maximum prior
to first passage, a − Yτ+

a−. We also allow ourselves the luxury of interpreting
the Lévy process Y as having the possibility of being killed in the spirit of
Section 2.2, that is, being sent to a cemetery state after an independent and
exponentially distributed random time with rate p ≥ 0.

Just as with the case of creeping, the Wiener-Hopf factorisation plays a cen-
tral role in the analysis of the more general first passage problem. Part of the
information we need to describe the joint law of the overshoots and under-
shoots described above is contained in the characteristics of the ascending and
descending ladder height processes, H and Ĥ.

We define the renewal measure associated to H by

U(dx) =

∫ ∞

0
P(Ht ∈ dx, t < ς) dt, x ≥ 0,

where we are using ς to denote the lifetime of H, which is necessarily killed if
Y is. It is a straightforward computation to deduce that its Laplace transform
satisfies ∫

[0,∞)
e−λx U(dx) =

1
κ(λ)

, λ ≥ 0. (2.38)

A similar renewal measure, denoted Û, can be defined for the descending lad-
der height process Ĥ. If the Wiener-Hopf factorisation of a given Lévy process
can be identified explicitly and if, further, both U and Û can be recovered
through the relevant inverse Laplace transform, then the following theorem
gives an explicit identity for the triple law of the overshoot, undershoot and
undershoot of the maximum at first passage over a > 0. As usual, the case of
compound Poisson processes is excluded to avoid complications in the case
that the jump distribution has a lattice support. We also exclude the case that
−Y is a subordinator (for obvious reasons) and that Y is a subordinator (which
is dealt with later).
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Theorem 2.23. Suppose that Y is a (killed) Lévy process, but not a compound
Poisson process, and neither Y nor −Y is a subordinator. Then, for each a > 0,
we have on u > 0, v ≥ y, y ∈ [0, a], s, t ≥ 0,

P(Yτ+
a −a ∈ du, a−Yτ+

a− ∈ dv, a−Yτ+
a− ∈ dy ; τ+

a < ζ)

= U(a − dy)Û(dv − y)Π(du + v),

where Π is the Lévy measure of Y and ζ is its lifetime. Moreover, if Y creeps
upwards, then the renewal measure U has a strictly positive and continuous
density with respect to Lebesgue measure, say u(a), such that, for all a > 0,

P(Yτ+
a =a, a−Yτ+

a− ∈ dv, a−Yτ+
a− ∈ dy ; τ+

a < ζ) = bu(a)δ0(dv)δ0(dy),

where b is the drift coefficient of the ascending ladder height process.

Strictly speaking, the equalities in the theorem above are only valid up to a
multiplicative constant on account of the fact that the potentials, U and Û are
dependent on the choice of constant that appears in the Wiener–Hopf factori-
sation (2.31). If this constant is normalised to unity (equivalently, the factori-
sation can be identified explicitly) then the aforesaid equalities are correct as
stated.

Let us also look at the first passage problem in the case that Y is a (killed)
subordinator. For this class of processes, it makes no sense to involve the quan-
tity Y as a − Yτ+

a− = a − Yτ+
a−. We can also understand the potential measure

U, defined in (2.38), as now being that of Y , which itself can be taken to be
identically equal to H. The relevant result for the first passage problem takes
the following form.

Theorem 2.24. Suppose that Y is a (killed) subordinator. Then for u > 0 and
y ∈ [0, a],

P(Yτ+
a − a ∈ du, a − Yτ+

a− ∈ dy ; τ+
a < ζ) = U(a − dy)Π(y + du), (2.39)

where ζ is the lifetime of Y. Moreover, if Y creeps then

P(Yτ+
a =a, a−Yτ+

a− ∈ dv ; τ+
a < ζ) = bu(a)δ0(dv),

where b is the drift coefficient of Y.

It is also worth recording a weaker version of this result for future use.

Corollary 2.25. Suppose that Y is a (killed) subordinator with Laplace expo-
nent κ(θ) := − log E[ exp{−θY1}], θ ≥ 0. Then, for q ≥ 0,∫ ∞

0
E

[
e−qa−θ(Yτ+a −a)1(τ+

a<ζ)

]
da =

κ(q) − κ(θ)
(q − θ)κ(q)

.
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In theory we could marginalise the triple in Theorem 2.23, resp. 2.24, to
deduce an expression for P(τ+

a < ∞) in the case that limt→∞ Yt = −∞, resp. Y is
a killed subordinator. However there is an alternative shortcut. Note that P(τ+

a <

∞) = P(Heq− > a), where we should understand eq as the independent and
exponentially distributed random time at which the subordinator H is killed.
Considering (2.38) it is straightforward to deduce the following lemma.

Lemma 2.26. For a > 0,

P(τ+
a < ζ) = κ(0)U(a,∞).

Clearly renewal measures play an important role in first passage problems,
both for subordinators and for non-monotone Lévy processes. To emphasise
this point, we conclude with one more theorem which gives us the resolvent of
a Lévy process killed on first passage below the origin.

Theorem 2.27. Suppose that Y is a Lévy process but neither Y nor −Y is a
subordinator. For x > 0,

Ex

∫ τ−0

0
f (Yt) dt

 =

∫
[0,∞)

U(dy)
∫

[0,x]
Û(dz) f (x + y − z), x ≥ 0,

where τ−0 = inf{t > 0 : Yt < 0}.

Finally, we note that, as many of the above expressions are formulated
as convolutions with respect to the renewal measure of the ascending ladder
height subordinator, we can appeal to classical renewal theory to obtain results
for asymptotic overshoot and undershoot distributions. For example, when Y
is a subordinator which is not arithmetic, i.e. that the paths of Y do not live in a
strict sub-group of [0,∞) and m := E[Y1] < ∞, the basic conclusion of renewal
theory implies that for bounded measurable sets A, mU(x + A)/x converges to
the Lebesgue measure of A as x → ∞. The following corollary to Theorem
2.24 is therefore not too surprising.

Corollary 2.28. Suppose that Y is a subordinator which is not arithmetic and
wtih finite mean, say m. Then, for u > 0 and y ≥ 0, in the sense of weak
convergence,

lim
a→∞

P(Yτ+
a − a ∈ du, a − Yτ+

a− ∈ dy) =
1
m

dy Π(y + du).

Corollary 2.28 implies that the subordinator Y converges weakly towards a
random variable whose law can be determined explicitly, i.e.

Yτ+
a − a

(w)
−−−−→
a→∞

UW, (2.40)
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where “
(w)
−−→” means weak convergence and U and W are independent r.v.’s, U

is uniformly distributed over [0, 1] and the law of W is such that

P(W > u) =
1
m

∫
(u,∞)

s Π(ds), for u ≥ 0 . (2.41)

On a final note, there are a few facts that are worth mentioning for the set-
ting of spectrally negative Lévy processes. The fact that that ascending ladder
height process is continuous in the spectrally negative setting means that Y is
a continuous process. It is also easy to verify that Y fulfils the definition of the
local time of Y − Y at zero, described in Section 2.14. Recalling the property
that inverse local time is a (killed) subordinator, and noting that we can also
write τ+

a = inf{t > 0 : Y t > a}, the result below follows immediately.

Lemma 2.29. If Y is a spectrally negative Lévy process, then (τ+
a , a ≥ 0) is a

(killed) subordinator.

It is also straightforward to verify the statement of the above lemma using
stationary and independent increments as well as the fact that Yτ+

a = a on
{τ+

a < ∞} thanks to spectral negativity.
The identification of Y as a local time also allows for the simplification of

a number of calculations in terms of the underlying excursion process of Y −
Y from 0. In turn, this can be used to develop a number of calculations that
reformulate first passage problems in terms of the so called scale function. The
scale function W : [0,∞)→ [0,∞) is defined via the Laplace transform∫ ∞

0
e−βxW(x) dx =

1
ψ(β)

, β ≥ β0,

where

ψ(β) =
1
t

log E[eβYt ], β ≥ 0, (2.42)

is the Laplace exponent of Y and β0 is the largest root of the equation ψ(β) = 0
(there are at most two roots as ψ is convex). The following is a well used
result which shows that the two sided exit problem has a convenient analytical
representation in terms of scale functions.

Lemma 2.30. For x ∈ [0, a],

Px(τ+
a < τ

−
0 ) =

W(x)
W(a)

, x ∈ [0, a]. (2.43)
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2.18 Lévy processes in higher dimensions

The discussion above has focused predominantly on the case of one-dimensional
Lévy processes. Whilst some of the concepts, such as regularity for the half-
line, creeping and the Wiener-Hopf factorisation, no longer make sense in
higher dimensions, a number of the mathematical issues can still be discussed
in a meaningful way.

Characteristic exponent and the Lévy–Itô decomposition. Stationary and in-
dependent increments still implies that, if we consider E[eiz·Yt ], t ≥ 0, where,
now, we take the parameter z ∈ Rd and the product z · Yt as a Euclidian inner
product, then the distribution of Yt is still infinitely divisible for each t ≥ 0 and
(2.1) holds. From the theory of infinitely divisible random variables in higher
dimensions, see (1.39), we recall

Ψ(z) = ia · z +
1
2

z ·Qz +

∫
Rd

(1− eiz·x + iz · x1(|x|<1)) Π(dx), z ∈ Rd, (2.44)

where a ∈ Rd, Q is a d × d Gaussian covariance matrix and Π is a uniquely
determined measure concentrated on Rd\{0} which satisfies∫

Rd
(1 ∧ |x|2) Π(dx) < ∞.

Just as in the one-dimensional setting, the structure of the d-dimensional
Lévy-Khintchine formula (2.44) pertains to a Lévy–Itô path decomposition
which reads almost verbatim (with the obvious adjustments to notation) to the
one described in Section 2.1. Note, in particular, that the term z · Qz/2 cor-
responds to the inclusion of an independent d-dimensional Brownian motion
with covariance matrix Q.

Bounded versus unbounded variation. Similar arguments to those given in
Lemma 2.4 shows that a d-dimensional Lévy process has paths of bounded
variation if and only if σ = 0 and

∫
Rd (1 ∧ |x|) Π(dx) < ∞. Moreover, a simple

adaptation of the reasoning leading to Lemma 2.5 shows that a Lévy process
is a compound Poisson process with drift if and only if σ = 0 and Π(Rd) < ∞.

Feller property and infinitesimal generator. The notion of the Feller prop-
erty in Definition A.14 can easily be adapted to cover the case of Rd-processes.
As such it is not surprising that Lévy processes remain in the class of Feller
processes in higher dimensions. As a consequence, each Lévy process is still
equipped with an infinitesimal generator in higher dimensions and the gener-
ator can be matched against the characteristic exponent (2.44) similarly as in
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one dimension. Indeed, for f in the class of continuously differentiable func-
tions with compact support, if Ψ in (2.44) is the exponent of a Lévy process,
then its generator is given by

L f (x) = −a · ∇ f (x) +
1
2

∑
i, j∈{1,··· ,d}

Qi, j
∂2 f
∂xi∂x j

(x)+

+

∫
Rd

[ f (x + y) − f (x) − y · ∇ f (x)1(|y|<1)] Π(dy), (2.45)

for x = (x1, · · · , xd) ∈ Rd.

Duality. Duality as described in Section 2.11 is still valid in higher dimen-
sions.

Moments. The notion of moments as discussed in Section 2.7 is equally valid
in higher dimensions. The definition of submultiplicative functions and the
conclusion of Theorem 2.9 reads verbatim the same in the higher dimensional
setting too.

Transience and recurrence. With the obvious interpretation of | · | for the
d-dimensional Euclidian norm, the definition of transience and recurrence re-
mains unchanged in higher dimensions. Moreover, Theorems 2.12 and 2.13 are
still valid without adjustment.

Polarity of points. In the case of one dimension, Theorem 2.18 explores
points which, with positive probability, are included in the range of a Lévy
process (not a compound Poisson process) issued from the origin. It turns out
that the set of such points was either ∅, (0,∞), (−∞, 0) or R.

In dimension d ≥ 2, things are a little more subtle. A point y ∈ Rd is polar if
for every x,

Px(Yt = y for some t > 0) = 0.

We say that a point y ∈ Rd is essentially polar if for Lebesgue almost every x,

Px(Yt = y for some t > 0) = 0.

Theorem 2.31. For dimension d ≥ 2, all points are essentially polar.

Obviously if a point is polar then it is essentially polar. It turns out that,
conversely, if the resolvent kernel is absolutely continuous, then any essen-
tially polar points are polar. There are nonetheless examples for which the two
classes differ. That said, this is a subtlety that we won’t have occasion to work
with in this book.
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2.19 Comments

The literature on Lévy processes is now vast. There are several books which
offer a solid introduction to the core theory of Lévy processes, both in one
dimension and higher dimensions. These include Applebaum [6], Bertoin [18],
Doney [60], Kyprianou [123] and Sato [190]. There are many more standard
texts which contain a chapter or more devoted to introductory material on Lévy
processes as an exemplary or favourable stochastic or Markov process; see for
example [182, 183, 77, 78, 79, 46] to name but a few.

Sections 2.1 until 2.5 follow a standard approach to be found in many of the
aforementioned texts. The complete dichotomy of drifting versus oscillating
in Theorem 2.8 is due to Chung and Fuchs [50] and Erickson [67] for random
walks, see Bertoin [20] in the Lévy process setting. Section 2.7 offers a short
summary of what is otherwise a more thorough handling of moments given in
Section 25 of Sato [190]. Theorem 2.11 is a rather elementary application of
a classical result for convergence of a sequence of Feller processes to a Feller
process on the Skorokhod space. See, for example the original works of Sko-
rokhod [195, 194] as well as Theorem 2.5 in Ethier and Kurtz [68]. In the case
of Lévy processes, the general theory translates directly into the convergence
of the characteristic exponents. The exponential change of measure in Section
2.8 is a classical topic rooted in the Esscher transform for random variables
and can be found in many texts. In Section 2.9, for the formal definition of the
Skorokhod toplogy, the reader is referred to Chapter VI.1 of [95]. Donsker’s
convergence is a classical result for random walks, which can be found in nu-
merous text books; we mention [32] here as but one example.

The notion of transience versus recurrence in Section 2.10 is deeply embed-
ded in the theory of Markov processes. The setting of Lévy processes has been
treated by Kingman [110] and Port and Stone [175]. Theorem 2.18 in Section
2.12 can be attributed to Kesten [103] and Bretagnolle [42]. Regularity of the
half-line discussed in Theorem 2.20 can be attributed to the work of Rogozin
[184], Shtatland [202] and Bertoin [20]. The basic notion of duality for Lévy
processes is often treated via Lemma 2.14 thanks to a deceptively simple proof
which is little different from the analogous result for random walks. The bigger
picture when it comes to duality for stochastic processes is much more com-
plex. We have given all but a tiny snapshot in Section A.12. See the further
remarks and references therein.

The Wiener–Hopf factorisation has quite a substantial exposure in the his-
tory of Lévy processes and random walks. There are many different ways to
express the factorisation seen in (2.31) and (2.34), both as an analytical decom-
position but also as a probabilistic decomposition. Some of the earliest work
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in this respect can be found in the setting of random walks from the work of
Baxter [13] and Spitzer [197, 200, 201, 198]. Other early contributions can be
found in Port [171], Feller [69], Borovkov [41], Percheskii and Rogozin [168],
Gusak and Korolyuk [84] and Fristedt [74]. Bingham [35] gives a comprehen-
sive account of the Wiener–Hopf factorisation for the spectrally one-sided set-
ting. An elegant derivation of the factorisations (2.31) and (2.34) which makes
natural use of the underlying excursion theory can be found in the papers of
Pitman and Greenwood [83]. See also Chapters IV and VI of Bertoin [18] or
Chapter 6 of [123].

Theorem 2.23 is a simpler version of the so-called quintuple law, proved in
Doney and Kyprianou [62]; see also Doney [60], Dusquene [65] and Winkel
[214]. Theorem 2.24 is the simpler analogue for subordinators, which is fun-
damentally based on renewal theory. Together with its consequences in Corol-
lary 2.25 and Lemma 2.26, this result can be traced back to the work of Kesten
[115], Bretagnolle [42], Horowitz [88], Bertoin [18] and Andrew [5]. Theorem
2.27 is due to Silverstein [193] and the asymptotic behaviour in Corollary 2.28,
although classical for renewal processes, was proved in the context of general
subordinators in Bertoin et al. [24]. Lemma 2.30 is one of many identities for
spectrally negative Lévy processes that can be written in terms of scale func-
tions; see for example Chapter 8 of [123]. This particular result is originally
due to Zolotarev [218] and Takács [204]. Finally the discussion on polarity
of points is lifted from Chapter II of Bertoin [18]. Whilst the original litera-
ture pertaining to polarity dates back to Orey [157] and Kanda [99, 100, 101].
Bertoin [18] offers a more thorough historical overview.



3

Stable processes

We are now ready to introduce the family of Lévy processes which form the
main focus of this book: Stable processes. Our first goal in this chapter is to
look at the several equivalent definitions that are common in the literature, both
in one and higher dimensions, and to explain how one can switch between
different parameterisations therein. We will identify, for our own purposes, a
normalisation in the definition of the stable processes that will remain in effect
throughout the rest of the book. Thereafter we shall revisit the path properties
for general Lévy processes that were discussed in Chapter 2, but now within
the specific context of stable processes. This will be done first in the one-
dimensional setting and then in higher dimensions. In the latter case, we will
insist on isotropy just as in the case of stable distributions.

Throughout this and subsequent chapters, the notation X = (Xt, t ≥ 0) with
probabilities Px, x ∈ Rd, for d ≥ 1, will be reserved for the setting of stable
processes. As usual, we generally prefer to write P in place of P0.

3.1 One-dimensional stable processes

As we have seen in Chapter 1, stable distributions can be defined in a number
of different ways. Naturally, the same is true for stable processes. We give four
equivalent definitions here.

Definition 3.1 (Four definitions of a one-dimensional stable process).

(1) The first definition identifies a stable process in terms of its marginals. A
Lévy process is called a stable process if its marginal distributions at each
fixed time are non-Gaussian and stable in the sense of Definition 1.1.

(2) The second definition identifies a stable process as a non-Gaussian Lévy
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process X = (Xt, t ≥ 0) for which there exists an α > 0 such that, for all
c > 0, (cXc−αt, t ≥ 0) is equal in law to X.

(3) The third definition of a stable process is via its characteristic triplet. A
stable process is a Lévy process whose characteristic triplet takes the form
(0, 0,Π), where the measure Π is given by

Π(dx) = |x|−1−α (
c11(x>0) + c21(x<0)

)
dx, x ∈ R (3.1)

such that c1 ≥ 0, c2 ≥ 0 and α ∈ (0, 2). Moreover, for the triplet (0, 0,Π),
we understand there to be a regularisation function h(x) = 0 when α ∈

(0, 1), h(x) = x when α ∈ (1, 2) and if α = 1, then we take c1 = c2 and
h(x) = x1(|x|<1).

(4) The fourth approach to defining a stable process is through its Lévy-Khintchine
exponent. A Lévy process is a stable process if its characteristic exponent
takes the form

Ψ(z) = c|z|α
(
1 − iβ tan (πα/2) sgn(z)

)
, z ∈ R, (3.2)

where

α ∈ (0, 1) ∪ (1, 2], c > 0 and β ∈ [−1, 1]

or

α = 1 and we understand β tan (πα/2) = 0.

Given the exploration of stable distributions in Chapter 1, the reader will
note that definitions (1), (3) and (4) are equivalent on account of the fact that
the distribution of X1 entirely determines the law of the Lévy process.

We also note that for the scaling property given in definition (2), it is nec-
essary and sufficient that the scaling holds at time 1, again, on account of the
fact that X1 entirely determines the law of a Lévy process (Xt, t ≥ 0). This also
means that definitions (1) and (2) are equivalent. In particular, because of this
equivalence, definition (2) necessarily implies α ∈ (0, 2).

For definitions (3) and (4), three parameters are needed to describe the pro-
cess. In (3), we used the triplet (α, c1, c2), in (4), we use the triplet (α, β, c). As
noted in Proposition 1.7, the parameters in this pair of triplets are related for
α ∈ (0, 1) ∪ (1, 2) by the equalities

c = −(c1 + c2) cos(πα/2)Γ(−α), β =
c1 − c2

c1 + c2
, (3.3)

and for α = 1 by

c = (c1 + c2)π/2, β = 0. (3.4)

For all four definitions, the following fundamental scaling property emerges
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at the level of the process. We shall use it repeatedly throughout the course of
the remainder of this book.

Theorem 3.2. If X = (Xt, t ≥ 0) is a stable process with index α ∈ (0, 2), then
for all c > 0 and x ∈ R,

the law of (cXc−αt, t ≥ 0) under Px is Pcx. (3.5)

Proof As we have seen from Definition 3.1 (2), the result is true when x = 0
simply by definition alone. Stationary and independent increments tells us that
(X,Px) is equal in law to (x + X,P). Hence, it follows that, for each c > 0,
(cXc−αt, t ≥ 0) under Px is equal in law to (cx + cXc−αt, t ≥ 0) under P. Moreover
the latter is equal in law to (cx + Xt, t ≥ 0) under P and hence X under Pcx. �

As with the stable distribution, in the spirit of (1.28), a density for the dis-
tribution of Xt exists at all times t ≥ 0. As such, it is well known that the
transition semigroup of X has a density with respect to Lebesgue measure.
Taking account of stationary and independent increments, we can write

Px(Xt ∈ dy) = pt(y − x) dy, (3.6)

for all x, y ∈ R and t ≥ 0, where

pt(x) :=
1

2π

∫
R

e−izxe−Ψ(z)t dz, x ∈ R, t > 0. (3.7)

Remark 3.3. We conclude this section by noting that, just as in Chapter 1,
we have deliberately excluded the possibility that α = 2 from the definitions
above. Taking account of the remarks at the end of Section 1.1 regarding stable
distributions with index α = 2, it is not difficult to see that the corresponding
Lévy process is a constant multiple of standard Brownian motion. Since our
objective in this book is to deal exclusively with jump processes, we will make
no attempt to address this setting.

3.2 Normalised one-dimensional stable processes

In accordance with what was done for one-dimensional stable distributions, we
introduce here a normalised version of the stable process. Henceforth, this will
be our preferred way of referring to one-dimensional stable processes through-
out the remainder of the book. One of the reasons for this is that it has the
advantage of reducing the number of parameters from three to two. In essence,



3.2 Normalised one-dimensional stable processes 61

this is done by pinning down a value for the constant c in the case that the
process is parameterised by the triplet (α, β, c).

For any of the four equivalent definitions given in the previous section, let
us consider the scaled version of (b−

1
α Xt, t ≥ 0) or, equivalently thanks to The-

orem 3.2, (Xt/b : t ≥ 0), where

b = c
√

1 + β2 tan(πα/2)2. (3.8)

This scaling results in a simple form of the characteristic exponent; see Propo-
sition 1.12 and the discussion around the normalised class of stable distribu-
tions Snorm(α, ρ). Specifically, for the aforesaid scaled version of X, we get

Ψ(z) = |z|α
(
eπiα( 1

2−ρ)1(z>0) + e−πiα( 1
2−ρ)1(z<0)

)
, z ∈ R, (3.9)

where

ρ =
1
2

+
1
πα

tan−1 (β tan(πα/2)) , (3.10)

is called the positivity parameter and, from what we know of stable distribu-
tions, ρ = P(X1 > 0) (and hence, thanks to scaling, ρ = P(Xt > 0) for all t > 0).
As with the case of normalised stable distributions, with this parameterisation
the stable process is defined only by two parameters (α, ρ), which belong to
the admissible set (1.24), which we reproduce here for convenience:

A := {α ∈ (0, 1), ρ ∈ [0, 1]}

∪ {α = 1, ρ = 1/2}

∪ {α ∈ (1, 2), ρ ∈ [1 − α−1, α−1]}. (3.11)

The formulas in (3.3), (3.4) and (3.10) show how to obtain an (α, ρ) pa-
rameterisation starting from an (α, c1, c2) or an (α, β, c) parameterisation. To
go in the opposite direction, suppose that X is chosen with normalisation in
its characteristic exponent such that (3.9) holds. From Proposition 1.12, the
coefficients c1 and c2 defining the Lévy measure must be given by

c1 = Γ(1 + α)
sin(παρ)

π
, c2 = Γ(1 + α)

sin(παρ̂)
π

, (3.12)

where ρ̂ = 1 − ρ.

In the one-dimensional setting, we will often find ourselves in future analy-
sis dealing with three different regimes of α; these are the obvious α ∈ (0, 1),
α = 1 and α ∈ (1, 2). Indeed, we already see from (3.11) that the permissible
pairs (α, ρ) naturally divide into the aforesaid cases. We shall also repeatedly
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see this natural partitioning in the next two sections, where we shall review
some of the fundamental distributional and path properties introduced in Chap-
ter 2, albeit for the specific setting of stable processes.

3.3 Path variation, asymmetry and moments

Path variation. Referring to (3.1), it is easy to check, using the simple integral,
that ∫ ∞

0
(1 ∧ x)x−α−1 dx < ∞

as long as α ∈ (0, 1), and otherwise the integral diverges. Hence a stable pro-
cess has paths of bounded variation if and only if α ∈ (0, 1).

Asymmetry. If c2 = 0, then the process has no negative jumps. Considering
(3.3), we see that if α ∈ (0, 1), then β = 1, which forces us to conclude in
(3.10) that ρ = 1. In turn this means that, when α ∈ (0, 1) and there are no
negative jumps, then the associated stable process must be a subordinator i.e.
a process with monotone increasing paths. Similarly, if c1 = 0 and α ∈ (0, 1),
then −X is a subordinator. It is easy to check, for example using (2.9), that, in
these cases, the associated subordinator has zero drift coefficient.

For a stable subordinator, it is more common to deal with its Laplace ex-
ponent than its characteristic exponent. Recall that the Laplace exponent of a
subordinator takes the form

κ(λ) := −
1
t

logE
[
e−λXt

]
, for t > 0, λ ≥ 0. (3.13)

An expression for κ can be derived from first principles by returning to the
computation in (1.11) and performing it again in the context of a positive-
valued random variable. One recovers the expression

κ(λ) = λα, λ ≥ 0. (3.14)

More generally, when α ∈ (0, 1) and ρ , {0, 1}, since the associated stable
process has paths of bounded variation, it can be written as the difference of
two independent subordinators. In this case, on account of the Lévy measure
on the positive and negative half-lines, they must be stable subordinators. It is
a straightforward exercise to show that

Xt = b1/α
1 X+

t − b1/α
2 X−t , t ≥ 0, (3.15)

where b1 = sin(παρ)/ sin(πα) and b2 = sin(παρ̂)/ sin(πα); and X+ and X− are
independent (normalised) stable subordinators.
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To see why, note first from the scaling property that Xt
(d)
= X+

b1t − X−b2t, t ≥ 0.
In that case, recalling that the characteristic exponent of X+ and X− both take
the form

Ψ̃(z) =

∫ ∞

0
(1 − eizx)Γ(1 + α)

sin(πα)
π

1
x1+α

dx,

the characteristic exponent of X1 as defined is equal to

Ψ(z) = Ψ̃(z)b1 + Ψ̃(−z)b2

=

∫ ∞

0
(1 − eizx)b1Γ(1 + α)

sin(πα)
π

1
x1+α

dx

+

∫ ∞

0
(1 − e−izx)b2Γ(1 + α)

sin(πα)
π

1
x1+α

dx

=

∫
R

(1 − eizx)
(
c1

1
x1+α

1(x>0) + c2
1
|x|1+α

1(x<0)

)
dx,

where we recall that c1 = Γ(1 + α)sin(παρ)/π and c2 = Γ(1 + α)sin(παρ̂)/π.
It follows from the discussion at the start of this section that the characteristic
exponent of X has the required normalised form.

When α = 1, the stable process is symmetric, both in its Lévy measure as
well as its distribution at all times. One easily verifies from Theorem 1.17 that,
for all t ≥ 0 and z ∈ R,

pt(z) =
t

π(t2 + z2)
. (3.16)

When α ∈ (1, 2), as the associated stable process has paths of unbounded
variation and therefore the case of monotone paths is ruled out. Indeed, from
(3.11), we see that there is a restriction on the range of ρ. For example, at its
greatest value we have that ρ = α−1. From (3.10), noting that

tan−1(tan(πα/2)) = π −
πα

2
,

this corresponds to the case that β = −1, or equivalently c1 = 0, making the
associated stable process spectrally negative. Similarly, at the other extreme
we have ρ = 1 − α−1, β = 1 and c2 = 0, making the associated stable process
spectrally positive. Spectrally one sided processes are sometimes described in
terms of their Laplace exponents. For example, it is traditional in the literature
to define the Laplace exponent of a spectrally positive Lévy process via the
relation

exp{ψ(λ)t} := E
[
e−λXt

]
, t ≥ 0,
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which is well defined for λ ≥ 0. Referring back to the derivation of the charac-
teristic exponent of a general stable process with stability index α ∈ (1, 2), the
computation leading to (1.13), when phrased in terms of a real-valued variable,
also delivers us the identity

ψ(λ) = λα, λ ≥ 0.

What lies between the two parameter extremes for ρ, when α ∈ (1, 2), i.e.

1 −
1
α
< ρ <

1
α
,

must exhibit both positive and negative jumps.

Moments. It is straightforward to check with the help of Theorem 2.9 (see
also Theorem 1.10) that stable processes do not possess exponential moments.
Indeed, one easily verifies, by considering the integral

∫ ∞
1 xθ−α−1 dx, that, for

θ > 0,

E

[
sup
s≤t
|Xs|

θ

]
< ∞ (3.17)

if and only if θ < α and otherwise the above expectation is infinite. In particular
this means that stable processes have no moments when α ∈ (0, 1], but a first
moment exists when α ∈ (1, 2). Moreover, by differentiating the identity

exp{−Ψ(z)t} = E
[
eizXt

]
, z ∈ R, t ≥ 0,

at z = 0, we see that E[Xt] = iΨ′(0)t = 0 for all t ≥ 0. This means that, unlike
the regime α ∈ (0, 1], the associated stable process is also a martingale.

We also learn from (3.17) that stable processes possess no second moments
for any α ∈ (0, 2).

3.4 Path properties in one dimension

Drifting and oscillating. As noted above, if α ∈ (0, 1) and either c2 or c1 is
equal to zero, equivalently ρ = 1 or 0, then X is either a subordinator or the
negative of a subordinator. Hence, rather trivially, X drifts to +∞ or to −∞,
respectively.

When α ∈ (0, 1] and c1, c2 > 0, because both positive and negative part of
the Lévy measure have a density which is proportional to 1/|x|1+α, it follows
that the integrals in (2.18) and (2.19) are either simultaneously finite or simul-
taneously infinite in value. As Theorem 2.8 forbids them to be simultaneously
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finite, we are left with the conclusion that X must oscillate and we are forced
to conclude that

lim sup
t→∞

Xt = − lim inf
t→∞

Xt = ∞. (3.18)

Finally, for the case that α ∈ (1, 2), as we have already established in Section
3.3 that E[X1] = 0, Theorem 2.8 again tells us that (3.18) holds and we have
oscillatory behaviour.

index jumps path asymptotic behaviour

α ∈ (0, 1) transient

ρ = 0 − monotone decreasing Px(τ{0} < ∞) = 0, x ∈ R,
limt→∞ Xt = −∞

ρ = 1 + monotone increasing Px(τ{0} < ∞) = 0, x ∈ R,
limt→∞ Xt = ∞

ρ ∈ (0, 1) +,− bounded variation Px(τ{0} < ∞) = 0, x ∈ R,
limt→∞ |Xt | = ∞

α = 1 recurrent

ρ = 1
2 +,− unbounded variation

Px(τ{0} < ∞) = 0, x ∈ R,
lim supt→∞ |Xt | = ∞,
lim inft→∞ |Xt | = 0

α ∈ (1, 2) recurrent

αρ = 1 − unbounded variation
Px(τ{0} < ∞) = 1, x ∈ R,

lim inft→∞ Xt = −∞
lim supt→∞ Xt = ∞

αρ = α − 1 + unbounded variation
Px(τ{0} < ∞) = 1, x ∈ R,

lim inft→∞ Xt = −∞
lim supt→∞ Xt = ∞

αρ ∈ (α − 1, 1) +,− unbounded variation
Px(τ{0} < ∞) = 1, x ∈ R,

lim inft→∞ Xt = −∞
lim supt→∞ Xt = ∞

Table 3.1 Path properties of stable processes according to the different
parameter regimes of α and ρ
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Transience and recurrence. On account of the fact that, for ε sufficiently small,∫ ε

−ε

Re
(

1
Ψ(z)

)
dz ≈

∫ ε

−ε

1
|z|α

dz,

where a ≈ b means that a can be bounded from above and below by a multiple
of b, it follows from Theorem 2.12 that X is transient whenever α ∈ (0, 1) and
recurrent when α ∈ [1, 2).

Let us remark that a Lévy process which is recurrent cannot drift to ∞ or
−∞, and therefore must oscillate and we see this consistently with stable pro-
cesses. On the other hand, an oscillating process is not necessarily recurrent.
A nice example of this phenomenon is provided by the case of a symmetric
stable process of index 0 < α < 1.

Hitting points. Straightforward computations also show that, for some constant
K > 0, the ratio of∫

R

Re
(

1
1 + Ψ(z)

)
dz and K +

∫
R\(−1,1)

1
|z|α

dz

is bounded by a strictly positive constant if and only if α ∈ (1, 2). Therefore,
referring to Theorem 2.18, the process X can hit points almost surely if and
only if α ∈ (1, 2).

Regularity of the half line. Taking note of the structure of the Lévy measure for
a stable process, it is clear that the integral (2.29) is either finite or infinite for
both X and −X simultaneously. In that case, as X is not a compound Poisson
process, both integrals must be infinite and 0 is regular for both (−∞, 0) and
(0,∞).

3.5 Wiener–Hopf factorisation and the first passage problem

Wiener–Hopf factorisation. Recall from Theorem 2.21 that the Wiener–Hopf
factorisation takes the form

Ψ(z) = κ(−iz)κ̂(iz), z ∈ R,

up to a multiplicative constant, where κ and κ̂ are the Laplace exponents of the
ascending and descending ladder processes. The Wiener–Hopf factorisation
only makes sense for Lévy processes that do not have monotone paths. To this
end, we assume in this section that ρ , {0, 1} if α ∈ (0, 1).

Stability tells us that, for all c > 0, (cXc−αt, t ≥ 0) has the same law as
X := (Xt, t ≥ 0), where Xt = sups≤t Xs, t ≥ 0. In particular, for all c > 0,



3.5 Wiener–Hopf factorisation and the first passage problem 67

the range of cX is equal in law to the range of X. If we write as usual H for
the ascending ladder height process, then, for all c > 0, the range of cH is
equal in law to the range of H. The latter is equivalent to the condition that
the Laplace exponent of H is proportional to that of cH, i.e κ(z) = kcκ(cz), for
z ≥ 0, where kc > 0 is a constant that only depends on c. Since κ(1) must be
a constant, we see that κ(z)/κ(1) = κ(cz)/κ(c). Hence, as κ is increasing, one
can easily deduce that κ(λ) = κ(1)λα1 for some α1 ∈ [0, 1]. In other words, H
is a stable subordinator with parameter α1. We exclude the case α1 = 0 since
it corresponds to the setting where the range of H is the empty set. A similar
argument applied to −X shows that the descending ladder height process must
also belong to the class of stable subordinators.

We therefore assume that (up to multiplicative constants) κ(z) = zα1 , z ≥ 0,
and κ̂(z) = zα2 , z ≥ 0, for some α1, α2 ∈ (0, 1]. Appealing to the normalised
form of the stable process, (3.9), we must choose the parameters α1 and α2

such that, for example, when z > 0,

zαeπiα( 1
2−ρ) = zα1 e−

1
2 πiα1 × zα2 e

1
2 πiα2 .

Matching radial and angular parts, this is only possible if α1 and α2 satisfyα1 + α2 = α,

α1 − α2 = −α(1 − 2ρ),
(3.19)

which gives us α1 = αρ and α2 = αρ̂. Note from the discussion in Chapter 1,
as X does not have monotone paths, it is necessarily the case that 0 < αρ ≤ 1
and 0 < αρ̂ ≤ 1. In conclusion, for θ ≥ 0,

κ(θ) = θαρ and κ̂(θ) = θαρ̂.

When αρ = 1, the ascending ladder height process is a pure linear drift. In
that case, the range of the maximum process X is [0,∞). This is consistent with
our observations in Section 3.3 that X is spectrally negative. Similarly, when
αρ̂ = 1, equivalently ρ = 1 − α−1, the Wiener–Hopf factorisation concurs with
the previous observation that X is spectrally positive.

Creeping. Stable subordinators and the negative thereof cannot creep because
they lack a drift component. This is clear in the case that X has monotone
paths. Indeed, recalling (2.9), one readily checks that the associated drift coef-
ficient in the decomposition (2.11) is zero. Otherwise, for stable processes with
a Wiener–Hopf factorisation, with the exception of the spectrally one-sided
setting, as both ascending and descending ladder subordinators are stable sub-
ordinators, creeping is not possible. If we take the case of spectrally negative
stable processes with a Wiener–Hopf factorisation, i.e. with α ∈ (1, 2), as the
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ascending ladder subordinator is a linear drift but the descending ladder pro-
cess is a stable subordinator, creeping is possible upwards but not downwards.
A similar statement holds for the case of spectrally positive stable processes.

First passage problem. Let us first assume that X is a stable subordinator. Con-
sidering the Laplace transform in (2.38) it is straightforward to see, using the
expression for the gamma integral (A.7), that the associated renewal measure
U satisfies

U(dx) =
1

Γ(α)
xα−1 dx, (3.20)

for x ≥ 0. Theorem 2.24 now tells us that

P(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dy) = k · (a − y)α−1(y + u)−(α+1) du dy, (3.21)

for u > 0, y ∈ [0, a] and some constant k > 0. On account of the fact that
its drift coefficient is zero, X cannot creep upwards. Hence the constant k can
be obtained by ensuring that the right-hand side of (3.21) integrates to one.
Indeed, one readily checks that the following result holds.

Theorem 3.4. Suppose α ∈ (0, 1) and ρ = 1. For all u, a > 0 and y ∈ [0, a],

P(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dy) =
α sin(πα)

π
(a − y)α−1(y + u)−(α+1) du dy.

It is interesting to note from this further that the distribution of the pair(
Xτ+

a − a
a

,
a − Xτ+

a−

a

)
(3.22)

is independent of a. This is both clear from Theorem 3.4 as well as easily
verified from the scaling property of X. Indeed, for each c > 0, suppose we
defined Xc

t := cXc−αt, t ≥ 0 and recall that under P, this scaled process is equal
in law to X. Then τ+,c

x := inf{s > 0 : Xc
s > x} is equal in law to inf{s > 0 :

Xc−α s > x/c} = cατ+
x/c. Setting c = 1/a, we thus have that e.g.

Xτ+
a − a
a

= a−1Xaαa−ατ+
a − 1

(d)
= X1/a

τ+,1/a
1

− 1
(d)
= Xτ+

1
− 1.

The following corollary is also worth recording as it requires a tricky marginal-
isation of the joint law in Theorem 3.4.

Corollary 3.5. Suppose α ∈ (0, 1) and ρ = 1. For all u, a > 0,

P(Xτ+
a − a ∈ du) =

sin(πα)
π

(u
a

)−α (
1

a + u

)
du.
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Proof We have

P(Xτ+
a − a ∈ du) =

α sin(πα)
π

∫ a

0
(a − y)α−1(y + u)−(α+1) dy du

=
α sin(πα)

π

∫ a

0
zα−1(a + u − z)−(α+1) dz du.

Setting w = (a + u − z)/z so that z = (a + u)/(1 + w), we have

P(Xτ+
a − a ∈ du) =

α sin(πα)
π

1
(a + u)

∫ ∞

u/a
z−(α+1) dz du

=
sin(πα)
π

(u
a

)−α 1
(a + u)

du,

as required. �

In the case that X does not have monotone paths, and providing that X is not
spectrally negative, we can appeal to the Wiener–Hopf factorisation, to help
address the first passage problem. From (3.20) we have that U(da) ∝ aαρ−1da
and Û(da) ∝ aαρ̂−1da, for a ≥ 0. In that case, Theorem 2.23 tells us that, for
y ∈ [0, a], v ≥ y and u > 0,

P(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dv, a − Xτ+
a− ∈ dy)

= K ·
(a − y)αρ−1(v − y)αρ̂−1

(v + u)1+α
dy dv du,

where K is a strictly positive constant. Again taking account of the assump-
tion that X is not spectrally negative, which excludes the possibility that it can
creep upwards, the constant K can be chosen so that the right-hand side above
integrates to one. This gives us the following result.

Theorem 3.6. Suppose that either α ∈ (0, 1] and ρ , {0, 1} or α ∈ (1, 2),
αρ < 1 and αρ̂ ≤ 1. For all a, u > 0, y ∈ [0, a] and v ≤ y,

P(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dv, a − Xτ+
a− ∈ dy)

=
sin(παρ)

π

Γ(α + 1)
Γ(αρ)Γ(αρ̂)

(a − y)αρ−1(v − y)αρ̂−1

(v + u)1+α
dy dv du.

Also, as before, one notes from this triple law, or indeed from the reasoning
provided in the discussion following Theorem 3.4, that the distribution ofXτ+

a − a
a

,
a − Xτ+

a−

a
,

a − Xτ+
a−

a


is independent of a. Moreover, below, we also have the easy following corol-
lary to Theorem 3.6, which also follows from Corollary 3.5 and the fact that
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the ascending ladder height process of X is a stable subordinator with index
αρ.

Corollary 3.7. For a, u > 0,

P(Xτ+
a − a ∈ du) =

sin(παρ)
π

(u
a

)−αρ ( 1
a + u

)
du.

Finally we address the special case of the two-sided exit problem for the
spectrally negative stable process, i.e. the setting that α ∈ (1, 2) and αρ = 1.
The scale function in Lemma 2.30 is easy to determine. Indeed, on account of
the fact that the Laplace exponent satisfies ψ(β) = logE[eβY1 ] = βα, for β ≥ 0,
it is straightforward to check using the definition of a standard gamma integral
that

W(x) =
xα−1

Γ(α)
, x ≥ 0.

This gives us the simple identity from Lemma 2.30.

Lemma 3.8. For x ∈ [0, a],

Px(τ+
a < τ

−
0 ) =

( x
a

)α−1
.

3.6 Isotropic d-dimensional stable processes

Just as with the case of one-dimensional stable processes, it is possible to give
a number of equivalent definitions for higher-dimensional stable processes.
For example, we could work with the definition of d-dimensional Lévy pro-
cesses which are self-similar in the spirit of Definition 3.1 (2). The notion of
self-similarity here means precisely the same as (3.5) except that the processes
concerned are understood in the vectorial sense. One problem with this def-
inition is that it allows for a large variety of directional dependency in the
Lévy measure. Mathematically speaking, it is more convenient (and challeng-
ing enough from the point of view of the problems we intend to attack) to con-
sider a smaller class, referred to as isotropic d-dimensional stable processes.
These are self-similar processes with stationary and independent increments
such that its law is invariant under any orthogonal transformation. Recall that
a measure µ on Rd is isotropic if for B ∈ B(Rd), µ(B) = µ(U−1B) for every
orthogonal d-dimensional matrix U. In one dimension, an isotropic stable pro-
cess is nothing more than a symmetric process. In other words, a stable process
whose positivity parameter satisfies ρ = 1/2. In higher dimensions we work
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with the following equivalent definitions, some of which mirror the equivalent
definitions we gave in one dimension.

Definition 3.9 (Four definitions of an isotropic d-dimensional stable process).

(1) A Lévy process, X, is called an isotropic d-dimensional stable process if
its marginal distributions at each fixed time are d-dimensional isotropic
stable in the sense of Definition 1.23 (see Chapter 1).

(2) The second definition identifies a stable process as a non-Gaussian Lévy
process X = (Xt, t ≥ 0) such that there exists an α > 0 such that, for all
c > 0, (cXc−αt, t ≥ 0) is equal in law to X. Moreover, for all orthogonal
transformations U on Rd, the process (UXt, t ≥ 0) is equal in law to X.

(3) An isotropic d-dimensional stable process is a Lévy process whose char-
acteristic triplet takes the form (0, 0,Π), where the measure Π has the fol-
lowing polar decomposition

Π(B) = 2α−1π−d Γ((d + α)/2)Γ(d/2)∣∣∣Γ(−α/2)
∣∣∣

∫
Sd−1

σ1(dφ)
∫ ∞

0
1B(rφ)

dr
rα+1 ,

for B ∈ B(Rd), whereσ1( dφ) is the surface measure on Sd−1 := {x ∈ Rd−1 :
|x| = 1}, normalised to have unit mass. Stated in Cartesian coordinates, this
is equivalent to

Π(dz) = 2απ−d/2 Γ((d + α)/2)∣∣∣Γ(−α/2)
∣∣∣ 1
|z|α+d dz, z ∈ Rd. (3.23)

Here again, the triplet (0, 0,Π) is based on the regularisation function
h(x) = 0 for α ∈ (0, 1), h(x) = x for α ∈ (1, 2) and h(x) = x1(|x|<1) for
α = 1.

(4) An isotropic d-dimensional Lévy process is a stable process if its charac-
teristic exponent takes the form

Ψ(z) = |z|α, z ∈ Rd.

for α ∈ (0, 2).

It is obvious from the proof in Theorem 3.2 that isotropic d-dimensional
stable processes are also self-similar in the sense of Theorem 3.2. As with the
case of one-dimensional stable processes, we have again deliberately excluded
the case that α = 2 as, in light of Section 1.1, this corresponds to the case of
a Brownian motion. There is however a connection between Brownian motion
and isotropic d-dimensional stable processes that we shall make use of later
on.
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Lemma 3.10. If B = (Bt, t ≥ 0) is a standard d-dimensional Brownian motion
and Λ = (Λt, t ≥ 0) is an independent stable subordinator with index α ∈ (0, 1),
then Xt :=

√
2BΛt , t ≥ 0 is an isotropic d-dimensional stable process with index

2α.

Proof Brownian motion is an isotropic process and hence, since Λ is inde-
pendent of B, it follows that X = (Xt, t ≥ 0) is an isotropic process. As B and
Λ are independent and both have stationary and independent increments, we
have, for s, t ≥ 0,

1
√

2
(Xt+s − Xs) = BΛt+s − BΛt

(d)
= B̃Λt+s−Λt

(d)
= B̃Λ̃s

,

where (B̃u, u ≥ 0) is an independent copy of B and (Λ̃t, t ≥ 0) is an indepen-
dent copy of Λ. This shows that X has stationary and independent increments.
Moreover, as Λ has right-continuous paths with left limits and B has continu-
ous paths, X has right-continuous paths with left limits. We may now say that
X is a Lévy process. To identify X specifically as an isotropic d-dimensional
stable process with index 2α, it suffices to consider its characteristic exponent.
We have

E
[
eiz·Xt

]
= E

[
E
(
eiz
√

2·BΛt |Λt

)]
= E

[
e−|z|

2Λt
]

= e−|z|
2αt, z ∈ Rd,

where we have used the fact that the characteristic exponent of a d-dimensional
Brownian motion is |z|2/2 and the Laplace exponent of a stable subordinator
with index α is given by (3.14). �

Just as for the case of one-dimensional Lévy processes, we can consider
some of the finer path properties of isotropic stable processes in higher dimen-
sions.

Transience and recurrence. Following the discussion in Section 2.18, it still
makes sense to ask whether such processes are transient or recurrent and whether
they can hit points or not. For dimension d ≥ 2, using polar coordinates, we
get for small ε,∫ ε

−ε

1
|z|α

dz =
2π(d−1)/2

Γ((d − 1)/2)

∫ ε

0

1
rα−d+1

∫ π

0
(sin θ)(d−2) dθ dr

= Cd

∫ ε

0

1
rα−d+1 dr,

where Cd is a positive constant that only depends on d, which is proportional
to the volume of the d-dimensional sphere. Recalling the integral test (2.26), it
follows that there is transience if and only if α < d.



3.7 Resolvent density 73

Polarity. Theorem 2.31 tells us that all points are essentially polar for dimen-
sion d ≥ 2. In the next section we will show that the resolvent kernel of stable
processes are absolutely continuous. As such, from the remarks immediately
after Theorem 2.31, we deduce that all points are polar.

3.7 Resolvent density

When α ∈ (1, 2) and d = 1, Lemma 2.19 motivates us to look for the resolvent
measure

U(q)(dx) =

∫ ∞

0
e−qtP(Xt ∈ dx) dt, x ∈ R. (3.24)

In one dimension, by taking Fourier transforms, noting that (2.28) ensures all
integrals are well defined, we see that∫

R

eiθxU(q)( dx) =
1

q + |θ|α
(
eπiα( 1

2−ρ)1(θ>0) + e−πiα( 1
2−ρ)1(θ<0)

) ,
for q ≥ 0, θ ∈ R. No inversion of this transform is known for the case that
q > 0. It is the case, however, that when q = 0, the transform can be inverted
giving the resolvent U := U(0) providing X is transient. The case that ρ = 1
has already been seen in (3.20). A resolvent cannot exist when X is recurrent
simply by the definition of recurrence alone; see Section 2.10. Indeed, this
is as much the case for d-dimensional isotropic stable processes as it is one-
dimensional processes with α ∈ (0, 1).

Theorem 3.11. When X is a transient stable process, i.e. α < d, its resolvent
exists and is absolutely continuous with respect to Lebesgue measure; that is
to say U( dx) = u(x) dx, x ∈ R. In particular we have the following explicit
identities for the resolvent density, u.

(i) When d = 1 and α ∈ (0, 1),

u(x) = Γ(1 − α)
(

sin(παρ)
π

1(x>0) +
sin(παρ̂)

π
1(x<0)

)
|x|α−1, (3.25)

for x ∈ R. In particular, if ρ = 1 (the case of a subordinator), we have

u(x) =
1

Γ(α)
xα−1, x ≥ 0.

(ii) When d ≥ 2, (and isotropic),

u(x) = 2−απ−d/2 Γ((d − α)/2)
Γ(α/2)

|x|α−d.
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Proof (i) Let x > 0. From the definition of U(·) on [0,∞), Fourier inversion
for the density of Xt (see for instance (3.7)) together with (3.9) gives us, for
bounded measurable f : [0,∞) 7→ [0,∞),

∫ ∞

0
f (x)U( dx) =

∫ ∞

0

∫ ∞

0
f (x)P(Xt ∈ dx) dt

=
1

2π
Re

[∫ ∞

0
f (x)

∫ ∞

0

∫
R

e−Ψ(z)t−izx dz dx dt
]

= Re
e−πiα( 1

2−ρ)

2π

∫ ∞

0
f (x)xα−1

∫ ∞

0
y−αe−iy dy dx


− Re

eπiα( 1
2−ρ)

2π

∫ ∞

0
f (x)xα−1

∫ ∞

0
y−αeiy dy dx

 .

Using identity (1.10) with s = 1−α and z = 1, the previous identity is reduced
to

∫ ∞

0
f (x)U( dx) = Γ(1 − α)Re

e−πi( 1
2−αρ) − eπi( 1

2−αρ)

2π

 ∫ ∞

0
f (x)xα−1 dx

= Γ(1 − α)
sin(παρ)

π

∫ ∞

0
f (x)xα−1 dx,

as required. Similar argument allow us to deduce the case when x < 0 which
gives the second term in (3.25).

When ρ = 1, we have that the coefficient for sin(παρ̂) = 0 so that the poten-
tial measure is (somewhat obviously) concentrated on the non-negative half-
line. The reflection formula for the Gamma function (see (A.12) in the Ap-
pendix) now allows us to replace Γ(1 − α) sin(πα)/π by 1/Γ(α).

(ii) Suppose that (S t, t ≥ 0) is a stable subordinator with index α/2. If we
write (Bt, t ≥ 0) for a standard d-dimensional Brownian motion, then from
Lemma 3.10 we have that Xt :=

√
2BS t , t ≥ 0 is a stable process with index α.
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Now note that, for bounded and measurable f on Rd, we have

E

[∫ ∞

0
f (Xt) dt

]
= E

[∫ ∞

0
f (
√

2BS t ) dt
]

=

∫ ∞

0
dt

∫ ∞

0
P(S t ∈ ds)

∫
Rd
P(Bs ∈ dx) f (

√
2x)

=
1

Γ(α/2)πd/22d

∫
Rd

dy
∫ ∞

0
ds e−|y|

2/4ss−1+(α−d)/2 f (y)

=
1

2αΓ(α/2)πd/2

∫
Rd

dy |y|α−d
∫ ∞

0
du e−uu−1+(d−α/2) f (y)

=
Γ((d − α)/2)
2αΓ(α/2)πd/2

∫
Rd

dy |y|α−d f (y),

where in the third equality, we have used the potential for stable subordina-
tors as given in part (i) of this theorem and the standard expression for the
d-dimensional Gaussian distribution. This completes the proof. �

In the recurrent cases, that is when d = 1 and α ∈ [1, 2), although a resolvent
does not exist, it is still possible to construct an adjusted resolvent. Although
we will not use such adjusted resolvents in this book, some of the older lit-
erature for stable processes does. Hence we include the following theorem
nonetheless.

Theorem 3.12. For α ∈ (1, 2)

∫ ∞

0
(pt(x) − pt(0)) dt

= Γ(1 − α)
(

sin(παρ)
π

1(x>0) +
sin(παρ̂)

π
1(x<0)

)
|x|α−1, x ∈ R.

Moreover when α = 1,

∫ ∞

0
(pt(x) − pt(1)) dt = −

1
π

log |x|, x ∈ R.

Proof For the case α ∈ (1, 2), we can appeal to the inverse Fourier transform
representation of pt(x), x ∈ R, t ≥ 0. Assume without loss of generality that
x > 0. With the help of Fubini’s Theorem, using calculations similar to the
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derivation of (3.25), we deduce∫ ∞

0
(pt(x) − pt(0)) dt = −

1
2π

∫ ∞

0

∫
R

(1 − e−izx)e−Ψ(z)t dz dt

= −
e−πiα( 1

2−ρ)

2π
xα−1

∫ ∞

0
(1 − e−iy)y−α dy

+
eπiα( 1

2−ρ)

2π
xα−1

∫ ∞

0
(1 − eiy)y−α dy. (3.26)

The two integrals above are reminiscent of the characteristic exponent of a
stable subordinator with index α − 1. Indeed, using identity (1.11) we have∫ ∞

0
(pt(x) − pt(0)) dt

= Γ(1 − α)
xα−1

2π

(
e−πiα( 1

2−ρ)e
πi
2 (α−1) − eπiα( 1

2−ρ)e−
πi
2 (α−1)

)
= Γ(1 − α)

xα−1

2π

(
e−πi( 1

2−αρ) − eπi( 1
2−αρ)

)
= Γ(1 − α)xα−1 sin(παρ)

π
.

A similar calculation when x < 0 completes the proof in the regime α ∈ (1, 2).
For the case α = 1, recall from (3.16) that

pt(x) =
t

π(x2 + t2)
, x ∈ R.

Hence, using the above and partial fractions, we can evaluate∫ ∞

0
(pt(x) − pt(1)) dt

= −

∫ ∞

0

(1 − x2)t
π(1 + t2)(x2 + t2)

dt

= −
1
π

∫ ∞

0

(
1

2(t − ix)
+

1
2(t + ix)

−
1

2(t − i)
−

1
2(t + i)

)
dt

= −
1
π

log |x|,

for x ∈ R. The proof is now complete. �

3.8 Comments

Around the beginning of the 1930s, Paul Lévy observed that any strictly sta-
ble law leads to a random function that can be obtained by an interpolation
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method, much in the same spirit that Brownian motion is obtained from the
Gaussian distribution. This fact motivated Paul Lévy to introduce the general
definition of processes with independent increments or additive processes and
in particular stable processes. The relevance of strictly stable processes arises
from the fact that, along with Brownian motion, they can be obtained as scal-
ing limits of random walks. Moreover, stable processes and Brownian motion
are the only Lévy processes satisfying the scaling property.

Similarly to the literature for stable distributions, there are several mono-
graphs where stable processes are treated, for instance we mention Samorod-
nitsky and Taqqu [187], Bertoin [18], Sato [190] and Uchaikin and Zolotarev
[208]. The monograph of Janicki and Weron [96] describe approximation and
simulation methods for stable processes.

Sections 3.1 and 3.2 follow the same structure as in Chapter 1 where stable
distributions are treated. Most of the results presented in Sections 3.3, 3.4 and
3.6, where path properties of stable processes are studied, are simple appli-
cations of the general results presented in Chapter 2 to this particular setting.
Many of the identities concerning the range of a stable process that appear in
its fluctuation theory are analytically tractable since the spatial Wiener-Hopf
factorisation presented in Section 3.5 is explicit. This is not the case for the
space-time Wiener–Hopf factorisation, which is more more complicated to de-
rive. See for instance Doney [59] as well as Kuznetzov [116], where recent
developments can be found on this topic (this will also be discussed at length
in Chapter 7 of this book). The space-time Wiener-Hopf factorisation for stable
processes will be treated later in Chapter 7. First passage problems for stable
processes were first studied by Zolotarev [219], who used analytic methods
to prove Corollaries 3.5 and 3.7. The triple law that appears in Theorem 3.6
is an easy corollary of the quintuple law given in Doney and Kyprianou [62].
Finally, the resolvent densities that appear in Theorem 3.11 were obtained by
Blumenthal et al. [39], who themselves refer to a method of [98].
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Hypergeometric Lévy processes

Roughly speaking, hypergeometric Lévy processes are defined by choosing
their Wiener–Hopf factors from a special class of (killed) subordinators, called
β-subordinators. The consequence of having conveniently chosen Wiener–
Hopf factors in this way is that many important fluctuation identities become
analytically tractable.

It also turns out that different hypergeometric Lévy processes naturally ap-
pear through a variety of space-time transformations of the paths of α-stable
Lévy processes. In each case, the theory of so-called self-similar Markov pro-
cesses plays a fundamental role and this connection will play a dominating
role in the the overwhelming majority of forthcoming results for stable Lévy
processes. For this reason, we spend time in this chapter introducing the afore-
mentioned class hypergeometric Lévy processes in detail as well as studying a
number of the explicit identities that they offer by way of their path functionals.

4.1 β-subordinators

In Theorem 2.24 we worked with the notion of a killed subordinator. That is, a
subordinator that is sent to the cemetery state, {∞}, at an independent random
time which is exponentially distributed with parameter q ≥ 0. Taking account
of the formula given in (2.11), we recall that the Laplace exponent of a (killed)
subordinator is given by

κ(λ) = q + bλ +

∫
(0,∞)

(1 − e−λx)Υ(dx), λ ≥ 0,

where q, b ≥ 0 and
∫

(0,∞)(1 ∧ x)Υ(dx) < ∞.
Let us now introduce, by way of a proposition, the family of (killed) β-

78
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subordinators with parameters (α, β, γ), which will ultimately be used to build
the class of hypergeometric Lévy processes.

Proposition 4.1. Assume that 0 ≤ α ≤ β + γ and γ ∈ (0, 1). Then there exists
a subordinator Y = (Yt, 0 ≤ t ≤ ζ), where ζ denotes its lifetime and whose
Laplace exponent satisfies

κ(λ) = (λ + α)
Γ(λ + β + γ)
Γ(λ + β + 1)

, λ ≥ 0. (4.1)

In particular, Y has zero drift coefficient and a Lévy measure which has a
density with respect to Lebesgue measure given by

υ(x) =
1

Γ(1 − γ)
(
1 − e−x)−γ e−(β+γ)x

[
γ

1 − e−x + β − α
]
, (4.2)

for x > 0. Moreover, Y has finite lifetime with rate κ(0) = q = αΓ(β + γ)/Γ(β +

1).

Proof Starting with the formula for the standard beta integral (cf. (A.18) in
the Appendix), after a straightforward change of variables, we have

Γ(λ + β + γ)
Γ(λ + β + 1)

=
1

Γ(1 − γ)

∫ ∞

0

(
1 − e−x)−γ e−(β+γ)xe−λx dx, (4.3)

where λ ≥ 0. Define w(x) = (1 − e−x)−γ e−(β+γ)x/Γ(1 − γ), x ≥ 0. Performing
an integration by parts in (4.3) we get

λ
Γ(λ + β + γ)
Γ(λ + β + 1)

= −

∫ ∞

0
w′(x)(1 − e−λx) dx. (4.4)

Combining (4.3) and (4.4) we see that

κ(λ) =

∫ ∞

0
(−αw(x) − w′(x))

(
1 − e−λx

)
dx + α

Γ(β + γ)
Γ(β + 1)

,

and it is easy to check that the density given in (4.2) is equal to −αw(x)−w′(x)
on (0,∞). �

The Lévy density of the β-subordinator is a completely monotone function. To
see this, use the binomial expansion for (1−e−x)−γ and (1−e−x)−(1+γ) and write
(4.2) in the form

υ(x) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
(β + k + γ − α)e−(β+k+γ)x, x > 0, (4.5)

where

(γ)k := γ(γ + 1)(γ + 2) . . . (γ + k − 1)

denotes the Pochhammer symbol.
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Recall from the discussion in Section 2.17 that the renewal measure, U, of
the subordinator Y is defined by

U(dx) =

∫ ∞

0
P(Yt ∈ dx, t < ζ) dt, x ≥ 0,

and satisfies ∫
[0,∞)

e−λxU(dx) =
1
κ(λ)

, λ ≥ 0.

As one might expect, given the straightforward nature of the formula for κ
in (4.1), we should expect to obtain a closed form expression for the renewal
measure of Y .

Proposition 4.2. The renewal measure, U, of the β-subordinator satisfies U(dx) =

u(x)dx on [0,∞), where

u(x) =
e−αx

Γ(γ)
(
1 − e−x)γ−1 e−(1+β−α)x

+
e−αx

Γ(γ)
(β + γ − α)

∫ x

0

(
1 − e−u)γ−1 e−(1+β−α)u du, (4.6)

for x ≥ 0.

Proof We start with the identity∫
[0,∞)

e−λxU(dx) =
1
κ(λ)

=
Γ(λ + β + 1)

Γ(λ + β + 1 + γ)
×

(
1 +

β + γ − α

λ + α

)
. (4.7)

Again appealing to a straightforward change of variables in the classical beta-
integral, we see that Γ(λ + β + 1)/Γ(λ + β + 1 + γ) =

∫
[0,∞) e−λxµ1(dx), where

µ1(dx) =
1

Γ(γ)
(
1 − e−x)γ−1 e−(1+β)x dx, x ≥ 0.

Moreover, 1 + (β + γ − α)/(λ + α) =
∫

[0,∞) e−λxµ2(dx), where

µ2(dx) = δ0(dx) + (β + γ − α)e−αx dx, x ≥ 0.

Since the product of two Laplace transforms corresponds to the Laplace trans-
form of the convolution of the respective underlying measures, we find from
(4.7) that U = µ1 ∗ µ2, on [0,∞), which is equivalent to (4.6). �

The following corollary is an easy consequence of the above propositions
and is worth recording for later.
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Corollary 4.3. In the special case that α = β ≥ 0 and γ ∈ (0, 1), the Lévy
density of the β-subordinator takes the form

υ(x) =
γ

Γ(1 − γ)
(
1 − e−x)−γ−1 e−(β+γ)x, x > 0,

and the renewal measure of the β-subordinator has density given by

u(x) =
1

Γ(γ)
e−βx(1 − e−x)γ−1 x ≥ 0.

The β-subordinators described in Corollary 4.3 are also known as Lamperti-
stable subordinators.

4.2 Hypergeometric processes

As alluded to at the start of this chapter, the basic idea behind the definition of a
hypergeometric Lévy process is that they are defined by specifying a particular
pair of Wiener–Hopf factors. In order to do so, we want to know when we
have the freedom to pick the Laplace exponents of (killed) subordinators and
combine them together in the spirit of the formula (2.31). To this end, we take
two subordinators H and Ĥ with lifetimes ς and ς̂, respectively, and defined by
their characteristic exponents, which we assume to take the form

κ(λ) = q + bλ +

∫ ∞

0

(
1 − e−λx

)
v(x) dx, (4.8)

κ̂(λ) = q̂ + b̂λ +

∫ ∞

0

(
1 − e−λx

)
v̂(x) dx,

for λ ≥ 0, where, as usual, we must have that q, q̂, b, b̂ ≥ 0 and
∫ ∞

0 (1 ∧
x)v(x) dx < ∞ and

∫ ∞
0 (1 ∧ x)v̂(x) dx < ∞. We allow the possibility that one

of ν and ν̂ are identically zero and define V(x) =
∫ ∞

x v(y) dy, x > 0, and V̂(x),
x > 0 similarly.

Theorem 4.4. Assume that

E
[
H2

11{1<ς}
]
< ∞, E

[
Ĥ2

11{1<ς̂}
]
< ∞,

and that v(x), v̂(x) are decreasing functions. Define Ψ(z) = κ(−iz)κ̂(iz), z ∈ R.
Then Ψ(z) is the characteristic exponent of a Lévy process, say Y, with lifetime
ζ, whose parameter is Ψ(0) = qq̂, and characteristic triplet (qb̂ − q̂b, 2bb̂,Π),
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where

Π(x,∞) :=
∫ ∞

0
V̂(u)v(x + u) du + b̂v(x) + q̂V(x), (4.9)

Π(−∞,−x) :=
∫ ∞

0
V(u)v̂(x + u) du + bv̂(x) + qV̂(x). (4.10)

Moreover, we have E[Y2
1 1{1<ζ}] < ∞.

We need a preliminary result before proving the above theorem.

Lemma 4.5. A function Ψ : R 7→ C is the characteristic exponent of a Lévy
process Y, with lifetime ζ, satisfying E[Y2

1 1{1<ζ}] < ∞ if and only if it can be
written in the form

Ψ(z) = p + iaz +
1
2
σ2z2 + z2

∫
R

eizxη(x) dx, (4.11)

where p > 0, a ∈ R, σ ≥ 0, η ∈ L1(R) is an absolutely continuous function
such that its density can be taken as increasing on (−∞, 0) and decreasing on
(0,∞).

Proof Consider the Lévy-Khintchine formula (1.5) with the regularizing func-
tion h(x) ≡ x, and after integrating by parts twice we can identify it in the form
(4.11) with

η(x) =


∫ ∞

x Π(u,∞) du, if x > 0,∫ x
−∞

Π(−∞, u) du, if x < 0.
(4.12)

This allows us to handle both directions of the proof, with (4.12) acting as the
identification of η in one direction of the proof, and as a definition of the Lévy
measure Π in the other direction of the proof. �

Proof of Theorem 4.4 The assumption E[H2
11{1<ς}] < ∞ implies (via integra-

tion by parts twice) that∫ ∞

0
x2v(x) dx =

∫ ∞

0

(∫ ∞

x
V(y) dy

)
dx < ∞,

and hence
∫ ∞

x V(y)dy ∈ L1(R+). In particular, we have

m :=
∫ ∞

0
xv(x) dx =

∫ ∞

0
V(y)dy < ∞.

Similarly, we deduce that
∫ ∞

x V̂(y)dy ∈ L1(R+) and

m̂ :=
∫ ∞

0
xv̂(x) dx < ∞.
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Integrating by parts in (4.8) we obtain for z ∈ R

κ(−iz) = q − ibz − iz
∫ ∞

0
eizxV(x) dx,

and similarly

κ̂(iz) = q̂ + ib̂z + iz
∫ ∞

0
e−izxV̂(x) dx.

Therefore

κ(−iz)κ̂(iz)

=

(
q − ibz − iz

∫ ∞

0
eizxV(x) dx

) (
q̂ + ib̂z + iz

∫ ∞

0
e−izxV̂(x) dx

)
= qq̂ + (qb̂ − q̂b)iz + bb̂z2 + z2

(∫ ∞

0
eizxV(x) dx

) (∫ ∞

0
e−izxV̂(x) dx

)
+ (q − ibz)iz

∫ ∞

0
e−izxV̂(x) dx − (q̂ + ib̂z)iz

∫ ∞

0
eizxV(x) dx.

Since m and m̂ are finite, we rewrite the latter identity as follows

κ(−iz)κ̂(iz)

= qq̂ +
(
q(b̂ + m̂) − q̂(b + m)

)
iz + bb̂z2 + bz2

∫ ∞

0
e−izxV̂(x) dx

+ b̂z2
∫ ∞

0
eizxV(x) dx + z2

(∫ ∞

0
eizxV(x) dx

) (∫ ∞

0
e−izxV̂(x) dx

)
(4.13)

− qiz
∫ ∞

0

(
1 − e−izx

)
V̂(x) dx + q̂iz

∫ ∞

0

(
1 − eizx

)
V(x) dx.

Next, we integrate by parts and find that∫ ∞

0

(
1 − e−izx

)
V̂(x) dx = iz

∫ ∞

0
e−izx

[∫ ∞

x
V̂(y) dy

]
dx, (4.14)

and similarly∫ ∞

0

(
1 − eizx

)
V(x) dx = −iz

∫ ∞

0
eizx

[∫ ∞

x
V(y) dy

]
dx. (4.15)

Let us define the function

η(x) :=


∫ ∞

0 V̂(u)V(x + u) du + b̂V(x) + q̂
∫ ∞

x V(y) dy, if x > 0,∫ ∞
0 V(u)V̂(−x + u) du + bV̂(−x) + q

∫ ∞
−x V̂(y) dy, if x < 0,

(4.16)

which, from our assumptions, belongs to L1(R). Since the product of Fourier
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transforms is the Fourier transform of the convolution, we see that formulas
(4.13), (4.14), (4.15) and (4.16) imply that

κ(−iz)κ̂(iz) = qq̂ +
(
q(b̂ + m̂) − q̂(b + m)

)
iz + bb̂z2 + z2

∫
R

eizxη(x) dx.

It is straightforward to see that η is absolutely continuous. To complete the
proof, we therefore need to show that the density of η has a version which is
increasing on (−∞, 0) and decreasing (0,∞). If we take the derivative of both
sides in (4.16) and use the fact that the two functions V ′(u) = v(u), V̂ ′(u) = v̂(u)
are decreasing, the required monotonicity property follows. �

Now we are ready to introduce the hypergeometric processes which we do
through the forthcoming theorem. To this end, we first define the set of admis-
sible parameters which will be used in the definition of hypergeometric Lévy
processes:H := H1 ∪H2, where

H1 := { β ≤ 1, γ ∈ (0, 1), β̂ ≥ 0, γ̂ ∈ (0, 1) } (4.17)

and

H2 :=
{
β ∈ [1, 2], γ ∈ (0, 1), β̂ ∈ [−1, 0],
γ̂ ∈ (0, 1) and 1 − β + β̂ + (γ ∧ γ̂) ≥ 0

}
. (4.18)

It is important to note that the sets of parametersH1 andH2, only coincide in
the case β̂ = 0 and β = 1. As we will see below, each set of parameters codes
an individual hypergeometric Lévy process via its Wiener-Hopf factorisation.
For each set of parameters, hypergeometric Lévy processes can be killed at an
exponential random time, drift to∞, oscillate or drift to −∞.

Theorem 4.6 (Definition of a hypergeometric Lévy process).

(i) For (β, γ, β̂, γ̂) ∈ H there exists a Lévy process Y with lifetime ζ, which we
henceforth refer to as a hypergeometric Lévy process, having the charac-
teristic function

Ψ(z) =
Γ(1 − β + γ − iz)

Γ(1 − β − iz)
Γ(β̂ + γ̂ + iz)

Γ(β̂ + iz)
z ∈ R. (4.19)

(ii) The Lévy measure of Y has a density with respect to Lebesgue measure
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which is given by

π(x) =


−

Γ(η)
Γ(η − γ̂)Γ(−γ)

e−(1−β+γ)x
2F1

(
1 + γ, η; η − γ̂; e−x) , if x > 0,

−
Γ(η)

Γ(η − γ)Γ(−γ̂)
e(β̂+γ̂)x

2F1 (1 + γ̂, η; η − γ; ex) , if x < 0,

(4.20)
where

η := 1 − β + γ + β̂ + γ̂ (4.21)

and, for z ∈ R such that |z| < 1,

2F1(a, b; c; z) :=
∑
k≥0

(a)k(b)k

(c)kk!
zk,

is the hypergeometric function (see Section A.6 of the Appendix).
(iii) For (β, γ, β̂, γ̂) ∈ H1 the ladder height process H (resp. Ĥ) is a β-subordinator

with parameters (1 − β, 1 − β, γ) (resp. (β̂, β̂, γ̂)).
(iv) For (β, γ, β̂, γ̂) ∈ H2 the ladder height process H (resp. Ĥ) is a β-subordinator

with parameters (−β̂, 1 − β, γ) (resp. (β − 1, β̂, γ̂)).
(v) If Y is a hypergeometric Lévy process with parameters (β, γ, β̂, γ̂), its dual

process Ŷ := −Y is also a hypergeometric Lévy process with parameters
(1 − β̂, γ̂, 1 − β, γ)

Proof The proof of items (i), (iii) and (iv) follows directly from Theorem 4.4,
the fact that the Lévy density of the β-subordinators is a decreasing function
(see (4.5)) and the identity

Ψ(z) =
Γ(1 − β + γ − iz)

Γ(1 − β − iz)
×

Γ(β̂ + γ̂ + iz)
Γ(β̂ + iz)

= (−β̂ − iz)
Γ(1 − β + γ − iz)

Γ(2 − β − iz)
× (β − 1 + iz)

Γ(β̂ + γ̂ + iz)
Γ(1 + β̂ + iz)

.

(The first multiplication sign above identifies the Wiener–Hopf factorisation
for the regime H1 and the second for the regime H2.) Item (v) follows di-
rectly from the form of the characteristic exponent of hypergeometric Lévy
processes.

Let us now turn to computing the Lévy measure of Y . Consider first the case
when (β, γ, β̂, γ̂) ∈ H1. Then, according to (4.5) we have

v(x) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
(k + γ)e−(k+1−β+γ)x, x ≥ 0, (4.22)
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which also gives us an expression for V by integrating each term in the sum.
We can now use formula (4.9) to obtain

Π(x,∞) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
(k + γ)e−(k+1−β+γ)x

∫ ∞

0
e−(k+1−β+γ)uV̂(u) du

+
Γ(β̂ + γ̂)

Γ(β̂)Γ(1 − γ)

∑
k≥0

(γ)k

k!
k + γ

k + 1 − β + γ
e−(k+1−β+γ)x, (4.23)

for x > 0. Recalling that Ĥ is a β-subordinator with parameters (β̂, β̂, γ̂), from
formula (4.2) we may compute∫ ∞

0
e−λuV̂(u) du =

1
λ

[
Γ(β̂ + γ̂ + λ)

Γ(β̂ + λ)
−

Γ(β̂ + γ̂)
Γ(β̂)

]
, λ ≥ 0.

Plugging this into (4.23), we get, after a little algebra,

Π(x,∞) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
e−(k+1−β+γ)x k + γ

k + 1 − β + γ

Γ(η + k)
Γ(η + k − γ̂)

, (4.24)

for x > 0. Using the fact that

1
Γ(1 − γ)

(γ)k × (k + γ) = −
1

Γ(−γ)
(1 + γ)k,

and taking derivatives of both sides in (4.24) we get (4.20), for x > 0.
The formula for the Lévy density when x < 0 follows by considering the

dual process, which is also a hypergeometric process with parameters (1 −
β̂, γ̂, 1 − β, γ).

The case when (β, γ, β̂, γ̂) ∈ H2 follows from similar arguments as those
used in the previous case. More precisely, observe that, according to (4.5), the
density of the Lévy measure associate to H satisfies

v(x) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
(η − γ̂ + k)e−(k+1−β+γ)x, x ≥ 0, (4.25)

which also gives us an expression for V . Again, we use formula (4.9) to obtain

Π(x,∞) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
(η − γ̂ + k)e−(k+1−β+γ)x

∫ ∞

0
e−(k+1−β+γ)uV̂(u) du

+(β − 1)
Γ(β̂ + γ̂)

Γ(1 + β̂)Γ(1 − γ)

∑
k≥0

(γ)k

k!
η − γ̂ + k

k + 1 − β + γ
e−(k+1−β+γ)x.

Recalling that Ĥ is a β-subordinator with parameters (β−1, β̂, γ̂), from formula
(4.2) we may compute∫ ∞

0
e−λuV̂(u) du =

1
λ

[
(λ + β − 1)

Γ(β̂ + γ̂ + λ)
Γ(1 + β̂ + λ)

− (β − 1)
Γ(β̂ + γ̂)
Γ(1 + β̂)

]
, λ ≥ 0.
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Plutting all the pieces together, we get

Π(x,∞) =
1

Γ(1 − γ)

∑
k≥0

(γ)k

k!
e−(k+1−β+γ)x k + γ

k + 1 − β + γ

Γ(η + k)
Γ(η + k − γ̂)

,

which is the same expression as (4.24), thus (4.20) also holds for x > 0, in the
regime H2. Similarly, the formula for the density for x < 0 follows by using
similar arguments as above. This completes the proof. �

Before moving on to analyse some interesting path functionals of hyper-
geometric Lévy processes, let us identify their long-term behaviour for the
different parts of the parameter regimesH1 andH2.

More precisely, κ(0) = 0 if and only if the range of Y is a.s. unbounded
above, and κ̂(0) = 0 if and only if the range of Y is a.s. unbounded below.
Accordingly, the corollary below follows directly by examining the Wiener–
Hopf factorisation in Theorem 4.6.

Corollary 4.7. Suppose that Y is a hypergeometric Lévy process. If β < 1 and
β̂ > 0 or β ∈ (1, 2) and β̂ ∈ (−1, 0), the process Y has finite lifetime ζ with rate

Γ(1 − β + γ)
Γ(1 − β)

Γ(β̂ + γ̂)
Γ(β̂)

.

Otherwise the process has an infinite lifetime and

(i) Y oscillates if β̂ = 0 and β = 1,

(ii) Y drifts to ∞, if either (β, γ, β̂, γ̂) ∈ H1 with β = 1 and β̂ > 0 or
(β, γ, β̂, γ̂) ∈ H2 with β̂ = 0 and β ∈ (1, 2),

(iii) Y drifts to −∞, if either (β, γ, β̂, γ̂) ∈ H1 with β̂ = 0 and β < 1 or
(β, γ, β̂, γ̂) ∈ H2 with β = 1 and β̂ < 0.

Another way of deriving (i) - (iii) is by differentiating (4.19) and taking
z = 0. Since in any case iΨ′(0) = E[Y1] is always finite, we can appeal to
Theorem 2.8 to conclude. For instance when (β, γ, β̂, γ̂) ∈ H1 with β̂ = 0 and
β < 1, then

E[Y1] = −
Γ(1 − β + γ)Γ(γ̂)

Γ(1 − β)
< 0.

Similarly, when (β, γ, β̂, γ̂) ∈ H2 with β = 1 and β̂ < 0, we have

E[Y1] = β̂Γ(γ)
Γ(β̂ + γ̂)
Γ(1 + β̂)

> 0.
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4.3 The subclass of Lamperti-stable processes

We continue our analysis of hypergeometric Lévy processes by outlining a
subclass of hypergeometric Lévy process which will be of particular interest
to us in the forthcoming chapters.

Definition 4.8. A Lamperti-stable Lévy process is a hypergeometric process
for which the parameters belong toH1 and for which β = β̂. Said another way,
a Lamperti-stable process has characteristic exponent given by

Ψ(z) =
Γ(1 − β + γ − iz)

Γ(1 − β − iz)
Γ(β + γ̂ + iz)

Γ(β + iz)
z ∈ R,

where β, γ and γ̂ belong to

H3 := { β ∈ [0, 1], γ ∈ (0, 1), γ̂ ∈ (0, 1) }. (4.26)

Consider the formula for the Lévy density of a hypergeometric Lévy process
given in (4.20) in the case that β = β̂. Observe that in this case η = 1 + γ + γ̂.
From identity (A.34) (or from the series representation of the hypergeometric
function), for x > 0 we have

2F1
(
1 + γ, η; η − γ̂; e−x) =

1
(1 − e−x)1+γ+γ̂

.

Similarly, for x < 0 we have

2F1 (1 + γ̂, η; η − γ; ex) =
1

(1 − ex)1+γ+γ̂
.

Noting, in addition, that

−
Γ(1 + γ + γ̂)

Γ(1 + γ)Γ(−γ)
=

Γ(1 + γ + γ̂)
Γ(γ)Γ(1 − γ)

,

with a similar result holding when the roles of γ and γ̂ are interchanged, we
draw the conclusion that the Lévy measure of a Lamperti-stable process takes
a more welcome compact form.

Lemma 4.9. The Lévy density of a Lamperti-stable process is given by

π(x) =
Γ(1 + γ + γ̂)
Γ(γ)Γ(1 − γ)

e(β+γ̂)x

(ex − 1)1+γ+γ̂
1(x>0) +

Γ(1 + γ + γ̂)
Γ(γ̂)Γ(1 − γ̂)

e−(1−β+γ)x

(e−x − 1)1+γ+γ̂
1(x<0),

for x ∈ R.

The reader will note that the hypergeometric class as well as the subclass
of Lamperti-stables do not include the spectrally one-sided cases. The omit-
ted cases are not so difficult to introduce. Indeed by taking γ = 1 or γ̂ = 1
in the definition of the hypergeometric class, we may obtain respectively the
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spectrally negative or positive cases. For our purposes, we only consider the
subclass of spectrally one-sided Lamperti-stables. Thus, a spectrally negative
Lamperti-stable has characteristic exponent given by

Ψ(z) = (1 − β − iz)
Γ(β + γ̂ + iz)

Γ(β + iz)
z ∈ R,

where β ∈ [0, 1] and γ̂ ∈ (0, 1). Moreover, its Lévy density is such that

π(x) =
Γ(2 + γ̂)

Γ(γ̂)Γ(1 − γ̂)
e−(2−β)x

(e−x − 1)2+γ̂
1(x<0),

for x ∈ R. The spectrally positive case can be introduced in the same way by
taking γ̂ = 1, β ∈ [0, 1] and γ ∈ (0, 1), or by considering the negative of the
spectrally negative case.

4.4 The first passage problem

In this section, we derive the explicit form of the first passage problem for the
case of hypergeometric Lévy processes using Theorem 2.23. This will be of
particular use at a number of points later on in this book.

Theorem 4.10. Suppose that Y is a hypergeometric Lévy process. If (β, γ, β̂, γ̂) ∈
H1, then for u ≥ 0

P(Yτ+
a −a ∈ du, τ+

a < ζ)

=
sin πγ
π

e−(1−β+γ)(u+a)
(

1 − e−a

e−a − e−(u+a)

)γ
(1 − e−(u+a))−1 du. (4.27)

If (β, γ, β̂, γ̂) ∈ H2, then for u ≥ 0

P(Yτ+
a −a ∈ du, τ+

a < ζ)

=
sin πγ
π

e−(2−β+γ)(u+a)
(

1 − e−a

e−a − e−(u+a)

)γ
(1 − e−(u+a))−1 du

+
sin πγ
π

(1 − β + β̂ + γ)eβ̂ae−u(1−β+γ)(1 − e−u)−γ

×

( ∫ a

0
e−y(2−β+β̂)(1 − e−y)γ−1 dy

)
du.

Proof For the first statement, we start by recalling that the ascending ladder
height process, H, has Laplace exponent

κ(λ) =
Γ(1 − β + γ + λ)

Γ(1 − β + λ)
, λ ≥ 0.
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Note that the distribution we want to compute is also the overshoot distribu-
tion of the (killed) subordinator H over level a. Appealing to Theorem 2.24,
together with (4.2) and Corollary 4.3, we have, for u ≥ 0,

P(Yτ+
a −a ∈ du, τ+

a < ζ)

=
γeγae−(1−β+γ)(u+a)

Γ(γ)Γ(1 − γ)

{∫ a

0
(1 − e−(a−x))γ−1(1 − e−(u+x))−(γ+1)e−γx dx

}
du

=
γe−(1−β+γ)(u+a)

Γ(γ)Γ(1 − γ)

{∫ a

0
(1 − e−w)γ−1(1 − e−(u+a−w))−(γ+1)eγw dw

}
du

=
γe−(1−β+γ)(u+a)

Γ(γ)Γ(1 − γ)
(1 − e−(u+a))−1


∫ 1−e−a

1−e−(u+a)

0
sγ−1(1 − s)−(γ+1) ds

 du,

where in the third integral we have used the change of variables s = (1 −
e−w)/(1 − e−(u+w)). From (A.35) and (A.34) in the Appendix, we can develop
the final integral as follows∫ 1−e−a

1−e−(u+a)

0
sγ−1(1 − s)−(γ+1) ds

=
1
γ

(
1 − e−a

1 − e−(u+a)

)γ
2F1

(
γ, 1 + γ; 1 + γ;

1 − e−a

1 − e−(u+a)

)
=

1
γ

(
1 − e−a

1 − e−(u+a)

)γ (
1 −

(
1 − e−a

1 − e−(u+a)

))−γ
=

1
γ

(
1 − e−a

e−a − e−(u+a)

)γ
.

In conclusion, we have, with the help of the reflection formula for the gamma
function, that, for u ≥ 0,

P(Yτ+
a −a ∈ du, τ+

a < ζ)

=
sin πγ
π

e−(1−β+γ)(u+a)
(

1 − e−a

e−a − e−(u+a)

)γ
(1 − e−(u+a))−1 du.

Next we turn our attention to the case of the parameter regime H2. We
start by recalling that in this case the ascending ladder height process, H, has
Laplace exponent

κ(λ) = (λ − β̂)
Γ(1 − β + γ + λ)

Γ(2 − β + λ)
, λ ≥ 0.

In order to compute the overshoot distribution, we will appeal to Corollary
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2.25. Specifically, for q, θ > 0,

∫ ∞

0
e−qaE

[
e−θ(Yτ+a −a)1{τ+

a<ζ}

]
da =

κ(q) − κ(θ)
(q − θ)κ(q)

=
1

q − θ
−
κ(θ)
q − θ

Γ(2 − β + q)
Γ(2 − β + γ + q)

−
1

q − θ
κ(θ)

1 − β + β̂ + γ

q − β̂
Γ(2 − β + q)

Γ(2 − β + γ + q)
.

(4.28)

The first ratio of the right-hand side of the above identity can be easily inverted,
because

∫ ∞

0
e−qxeθx dx =

1
q − θ

.

Elementary calculations give us that

1
Γ(γ)

∫ ∞

0
e−qxeθxB1−e−x (γ, 2 − β + θ) dx =

1
q − θ

Γ(2 − β + q)
Γ(2 − β + γ + q)

,

where By(γ, 2−β+θ), y ∈ [0, 1], θ ≥ 0, represents the incomplete Beta function,
i.e.

By(γ, 2 − β + θ) =

∫ y

0
uγ−1(1 − u)1−β+θ du, y ∈ [0, 1].

Similarly, we obtain

1
Γ(γ)

∫ ∞

0
e−qx

(
eθxB1−e−x (γ, 2 − β + θ) − eβ̂xB1−e−x (γ, 2 − β + β̂)

)
dx

=

(
1

q − θ
Γ(2 − β + q)

Γ(2 − β + γ + q)
−

1
q − β̂

Γ(2 − β + q)
Γ(2 − β + γ + q)

)
=

θ − β̂

(q − θ)(q − β̂)
Γ(2 − β + q)

Γ(2 − β + γ + q)
.
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Performing the inversion in q in (4.28), we get

E
[
e−θ(Yτ+a −a)1{τ+

a<ζ}

]
= eθa −

κ(θ)
Γ(γ)

eθaB1−e−a (γ, 2 − β + θ)
(
1 +

1 − β + β̂ + γ

θ − β̂

)
+
κ(θ)
Γ(γ)

1 − β + β̂ + γ

θ − β̂
eβ̂aB1−e−a (γ, 2 − β + β̂)

= eθa −
Γ(2 − β + γ + θ)
Γ(γ)Γ(2 − β + θ)

eθaB1−e−a (γ, 2 − β + θ)

+
Γ(1 − β + γ + θ)(1 − β + β̂ + γ)

Γ(γ)Γ(2 − β + θ)
eβ̂aB1−e−a (γ, 2 − β + β̂)

= eθaIe−a (γ, 2 − β + θ) + p(a)
Γ(1 − β + γ + θ)

Γ(2 − β + θ)
, (4.29)

where

Iy(a, b) =
Γ(a + b)
Γ(a)Γ(b)

∫ y

0
ua−1(1 − u)b−1 du,

and

p(y) =
1 − β + β̂ + γ

Γ(γ)
eβ̂yB1−e−y (γ, 2 − β + β̂).

To tackle the right-hand side of (4.29), the following Laplace transform will
be useful,

∫ ∞

0
e−u(2−β+θ)(1 − e−(a+u))γ−1 du =

∫ ∞

0
t1−β+θ(1 − e−at

)γ−1 dt

= ea(2−β+θ)Be−a (γ, 2 − β + θ). (4.30)

where e−u = e−at was used in the second equatily. Let f (u) = e−u(2−β)(1 −
e−(a+u))γ−1. A straightforward integration by parts leads to∫ ∞

0
e−θu(γ − 1)e−u(2−β)

(
1 − e−(a+u)

)γ−2
du + (1 − e−a)γ−1

∫ ∞

0
e−θuδ0(du)

= (1 − β + γ + θ)ea(2−β+θ)Be−a (γ, 2 − β + θ). (4.31)

On the other hand, we also have

Γ(1 − β + γ + θ)
Γ(2 − β + θ)

=
1

Γ(1 − γ)

∫ ∞

0
e−uθe−u(1−β+γ)(1 − e−u)−γ du. (4.32)

For the first term on the right-hand side of (4.29) we will identify a con-
volution that is the result of the product of (4.31) and (4.32). Performing the
changes of variables t = e−v, s = t − e−u and r = s/(ea − e−u), for the first,
second and third equalities below, we have



4.4 The first passage problem 93

γ − 1
Γ(1 − γ)

∫ u

0
e−v(2−β)(1 − e−(a+v))γ−2e−(u−v)(1−β+γ)(1 − e−(u−v))−γ dv

=
γ − 1

Γ(1 − γ)
e−u(1−β+γ)

∫ 1

e−u
(1 − e−at)γ−2(t − e−u)−γ dt

=
γ − 1

Γ(1 − γ)
e−u(1−β+γ)(1 − e−(a+u))γ−2

×

∫ 1−e−u

0

(
1 −

e−as
1 − e−(a+u)

)γ−2

s−γ ds

=
γ − 1

Γ(1 − γ)
e−u(1−β+γ)(1 − e−(a+u))γ−2(ea − e−u)1−γ

×

∫ 1−e−u
ea−e−u

0
r−γ(1 − r)γ−2 dr

= −
1

Γ(1 − γ)
eae−u(1−β)(eaeu − 1)−1(eu − 1)1−γ(1 − e−a)γ−1. (4.33)

Bearing in mind that f ∗δ0 = f for any function f , we can use (4.33) to decode
the product of Laplace transform in (4.31) and (4.32). We get

eθaIe−a (γ, 2 − β + θ)

=
e−a(2−β)

Γ(γ)
Γ(1 − β + γ + θ)

Γ(2 − β + θ)
(1 − β + γ + θ)ea(2−β+θ)Be−a (2 − β + θ, γ)

=
e−a(2−β)

Γ(γ)
ea(1 − e−a)γ−1

Γ(1 − γ)

∫ ∞

0
e−uθe−u(1−β)(eaeu − 1)−1(eu − 1)1−γ du

+
e−a(2−β)

Γ(γ)
(1 − e−a)γ−1

Γ(1 − γ)

∫ ∞

0
e−uθe−u(1−β+γ)(1 − e−u)−γdu.

Appealing to the reflection formula for the Gamma function (see (A.12) in the
Appendix), together with (4.32) we can complete the inversion of (4.29) and
get

P(Yτ+
a −a ∈ du, τ+

a < ζ)

=
sin πγ
π

e−(a+u)(1−β)(eu − 1)1−γ(1 − e−a)γ−1(eaeu − 1)−1

+
sin πγ
π

e−u(1−β+γ)(1 − e−u)−γ
{
e−a(2−β)(1 − e−a)γ−1

+ (1 − β + β̂ + γ)eβ̂a
∫ a

0
e−y(2−β+β̂)(1 − e−y)γ−1 dy

}
.
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Straightforward changes of variables in the integrals and the use of the reflec-
tion formula for gamma functions (cf. (A.12)) give us the desired result. �

We observe that in the spectrally positive case, i.e. when γ̂ = 1, the first
passage problem is also given by the identity (4.27). The latter is justified by
the fact that the ascending ladder height of the spectrally one sided case is
exactly the same as the one treated in the above result when the parameters lie
inH1. We recall that in this case the parameters β and γ are such that β ∈ [0, 1]
and γ ∈ (0, 1).

4.5 Exponential functionals

The exponential of a Lévy process, Y , is defined as the random variable

I(δ,Y) :=
∫ ζ

0
eδYt dt, (4.34)

for δ > 0 and where we recall that ζ denotes the lifetime of Y . We conclude
this chapter by studying exponential functionals in the setting that Y belongs
to the class of hypergeometric Lévy processes. Moreover, for the remainder of
this section. we assume that parameters (β, γ, β̂, γ̂) belong to

H4 = (H1 \ {β = 1}) ∪ (H2 ∩ {η − γ̂ > 0} \ {β̂ = 0}), (4.35)

or, according to Corollary 4.7, that a corresponding hypergeometric Lévy pro-
cess Y either is killed or drift to −∞.

Under our assumptions, the exponential functional is always finite with prob-
ability one. Indeed, when Y is killed, the exponential functional is clearly
bounded a.s., and when Y drifts to −∞, the claim follows from the Strong
Law of Large Numbers, i.e.

lim
t→∞

Yt

t
= E[Y1] < 0,

almost surely, which, in turn, comes from Theorem 2.8. In order to study the
law of I(δ,Y), we introduce its Mellin transform

M(s) := M(s; δ, β, γ, β̂, γ̂) = E
[
I(δ,Y)s−1

]
. (4.36)

For convenience it will be better for us to work with the Laplace exponent of
Y , defined as

ψ(z) = −Ψ(−iz) = −
Γ(1 − β + γ − z)

Γ(1 − β − z)
Γ(β̂ + γ̂ + z)

Γ(β̂ + z)
, (4.37)
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for Re(z) ∈ (−β̂ − γ̂, 1 − β + γ). If we agree that the cemetery state is −∞ and
that exp(−∞) = 0, so that exp(zYt) is well defined for all t ≥ 0, specifically for
t ≥ ζ, then

ψ(z) = log E
[
ezY1

]
, t ≥ 0, Re(z) ∈ (−β̂ − γ̂, 1 − β + γ).

To ease the presentation, we also define

χ = 1/δ. (4.38)

Proposition 4.11. Let Y be a hypergeometric Lévy process with parameters
(β, γ, β̂, γ̂) ∈ H4. Then M(s) is well defined for Re(s) ∈ (0, 1 + θ̂χ), where

θ̂ :=
{

1 − β if (β, γ, β̂, γ̂) ∈ H1 \ {β = 1},
−β̂ if (β, γ, β̂, γ̂) ∈ H2 ∩ {η − γ̂ > 0} \ {β̂ = 0},

(4.39)

Moreover,

M(s + 1) = −
s

ψ(δs)
M(s), s ∈ (0, θ̂χ). (4.40)

Proof We recall that we have set the cemetery state to be −∞ and accordingly
are working with the definition exp(−∞) = 0. Recall that

Et(z) = ezYt−ψ(z)t, t ≥ 0,

is a positive martingale for any z that ψ(z) is well-defined and real valued. Note
that ψ(0) ≤ 0 and ψ has roots at 1 − β and −β̂, hence ψ(δs) < 0 for s ∈ (0, θ̂χ).
From Doob’s L1-inequality and the Esscher transform (2.23), we observe for
s > 0,

E
[(∫ t

0
eδYu du

)s]
≤ tsE

[
sup
u≤t

eδsYu

]
≤ tsE

[
sup
u≤t
Eu(δs)

]
≤

e
e − 1

ts(1 + Eδs[δsYt] − tψ(δs)
)

=
e

e − 1
ts(1 + δstψ′(δs) − tψ(δs)),

which is finite for s ∈ (0, θ̂χ).
Next, it is easy to see that for all s > 0 and t ≥ 0(∫ ∞

0
eδYu du

)s

−

(∫ ∞

t
eδYu du

)s

= s
∫ t

0
eδsYu

(∫ ∞

0
eδ(Yu+v−Yu)dv

)s−1

du.
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We take expectations in both sides of the above identity and from the indepen-
dence of increments, we obtain

E
[(∫ ∞

0
eδYu du

)s

−

(∫ ∞

t
eδYu du

)s]
= sM(s)

∫ t

0
euψ(δs)du. (4.41)

Using ∣∣∣∣|x|s − |y|s∣∣∣∣ ≤ |x − y|s, for x, y ∈ R,

when 0 < s < θ̂χ, the estimate from the previous paragraph ensures that the
left-hand side of (4.41) is bounded by

E
[(∫ t

0
eδYu du

)s]
< ∞.

It now follows that M(s) is also finite when 0 < s < θ̂χ. In turn, noting the
integral on the right-hand side of (4.41) converges as t → ∞, this is sufficient
to ensure convergence on the left-hand side of (4.41), giving the identity (4.40).

Since the right-hand side of (4.40) is finite, this functional equation allows
us to conclude that M(s) is well defined for s ∈ (0, 1 + θ̂χ). It then follows from
the general properties of Mellin transforms that M(s) is finite and analytic for
all s ∈ C such that Re(s) ∈ (0, 1 + θ̂χ). �

We want to identify the Mellin transform M explicitly. To this end, we must
first introduce some some special functions that will be of use. The double
gamma function is defined by an infinite product in Weierstrass’s form, i.e for
z ∈ C and | arg(τ)| < π,

G(z; τ) =
z
τ

e(az+bz2/2)/τ
∏

m,n≥0
m+n>0

(
1 +

z
mτ + n

)
e−(2(mτ+n)z−z2)/2(mτ+n)2

. (4.42)

Note that by definition G(z; τ) is an entire function in z and if τ < Q it has
simple zeros on the lattice −mτ − n, for m ≥ 0, n ≥ 0.

The following function additionally plays an important role in determining
M(s) explicitly and is given in terms of product of double gamma functions.

Definition 4.12. For s ∈ C, we define

F(s) := F(s; δ, β, γ, β̂, γ̂)

= C
G(β̂χ + s; χ)

G((β̂ + γ̂)χ + s; χ)
G((1 − β + γ)χ + 1 − s; χ)

G((1 − β)χ + 1 − s; χ)
, s ∈ C.

(4.43)

where the constant C is such that F(1) = 1. For simplicity, and as long as it is
clear, we use the notation F(s) instead of F(s; δ, β, γ, β̂, γ̂). Whenever the use of
the parameters is necessary, we then use the longer form.
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Our main result in this section is the following Theorem, which provides
an explicit expression for the Mellin transform of the exponential functional
I(δ,Y) in terms of the double gamma function.

Theorem 4.13. Assume that δ > 0 and (β, γ, β̂, γ̂) ∈ H4.

(i) If (β, γ, β̂, γ̂) ∈ H1 \ {β = 1}, then

M(s) ≡ Γ(s)F(s) for all s ∈ C,

(ii) If (β, γ, β̂, γ̂) ∈ H2 ∩ {η − γ̂ > 0} \ {β̂ = 0}, then

M(s) ≡ c
Γ(χ(β̂ + γ̂) + s)
Γ(χ(β − 1) + s)

Γ(−χβ̂ + 1 − s)
Γ((1 − β + γ)χ + 1 − s)

M̌(s) for all s ∈ C,

where M̌ is the Mellin transform of I(δ, Y̌) such that Y̌ is a hypergeomet-
ric process, whose parameters (β − 1, γ, β̂ + 1, γ̂) necessarily satisfy the
conditions in (i), and the constant c is such that M(1) = 1.

We only prove case (i), the proof of case (ii) follows using exactly the same
arguments. For the sake of brevity, we leave the proof of (ii) to the reader.
Before proceeding to the proof of Theorem 4.13 (i), we need two preparatory
auxiliary results concerning the analytical properties of F. The first pertains to
the asymptotic behaviour of F in C and the second to a recursive equation that
it satisfies.

Lemma 4.14. On the complex plane,

(i) for 0 < ε < arg(s) < π − ε, we have as |s| → ∞,

log(F(s)) = −(γ + γ̂)s log s + s((1 + log χ)(γ + γ̂) + πiγ) + O(log s), (4.44)

(ii) in a vertical strip −∞ < a < Re(s) < b < ∞, we have as |s| → ∞,∣∣∣F(s)
∣∣∣ = exp

(
π

2
(γ − γ̂)|Im(s)| + O(log |Im(s)|)

)
. (4.45)

Proof Both asymptotic expansions (4.44) and (4.45) follow from the defini-
tion of F and the asymptotic expansion of

log
G(z + a; τ)

G(z; τ)
,

as z→ ∞, in the domain arg(z) ≤ π − ε < π, which is provided in (A.24). �

Lemma 4.15. Write Ỹ for the hypergeometric Lévy process with parameters
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(χβ, χγ, χβ̂, χγ̂), provided that this parameter set belongs to H1\{β = 1}. In
particular, its Laplace exponent is given by

ψ̃(z) = −
Γ(1 − χ(β − γ) − z)Γ(χ(β̂ + γ̂) + z)

Γ(1 − χβ − z)Γ(χβ̂ + z)
, (4.46)

for Re(z) ∈ (−χ(β̂ + γ̂), 1 − χ(β − γ)) On the complex plane, we have that

(i) F(s) is a real meromorphic function which has zeros

−β̂χ − mχ − n and 1 + (1 − β + γ)χ + mχ + n, (4.47)

for m, n ≥ 0 and poles

z−m,n := −(β̂ + γ̂)χ − mχ − n and z+
m,n := 1 + (1 − β)χ + mχ + n, (4.48)

for m, n ≥ 0. All zeros/poles are simple if δ < Q.
(ii) Moreover, F(s) satisfies the following functional identities

F(s + 1) = −
1

ψ(δs)
F(s), (4.49)

F(s + χ) = −
δ−χ(γ̂+γ)

ψ̃(s)
F(s), (4.50)

F(s; δ, β, γ, β̂, γ̂) = δ(1−s)(γ+γ̂)F(δs; χ, χβ, χγ, χβ̂, χγ̂), (4.51)

where ψ was given in (4.37).

Proof Part (i) follows from the definition of F and fact that the double gamma
function G(z; τ) has simple zeros on the lattice mτ + n, for m, n ≤ 0 and τ < Q.

The functional identity (4.49) is a straightforward consequence of the quasi-
periodic property of period 1 of the double gamma function, see (A.21).

In order to deduce (4.50), we first obtain the functional identity (4.51). We
first use the transformation of the double gamma function (A.23) and observe
that for all s and x

G (s + x; χ)
G (s; χ)

= δδsxC(δ, x)
G(δ(s + x); δ)

G(δs; δ)
, (4.52)

where

C(δ, x) = (2π)
x
2 (1−δ)δ

x2δ
2 −

x
2 (1+δ).

The identity (4.52) implies that

G(β̂χ + s; χ)
G((β̂ + γ̂)χ + s; χ)

G((1 − β + γ)χ + 1 − s; χ)
G((1 − β)χ + 1 − s; χ)

= C̃(δ, γ, γ̂, β, β̂)δ−s(γ+γ̂) G(β̂ + δs; δ)
G(β̂ + γ̂ + δs; δ)

G(1 − β + γ + δ − δs; δ)
G(1 − β + δ − δs; δ)

, (4.53)
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where C̃(δ, γ, γ̂, β, β̂) is a constant that does not depend on s. Then, the equation
(4.53) allow us to deduce

C =
G((β̂ + γ̂)χ + 1; χ)

G(β̂χ + 1; χ)
G((1 − β)χ; χ)

G((1 − β + γ)χ; χ)

=
δγ+γ̂

C̃(δ, γ, γ̂, β, β̂)
G(β̂ + γ̂ + δ; δ)

G(β̂ + δ; δ)
G(1 − β; δ)

G(1 − β + γ; δ)
,

where C is the constant that appears in (4.43). Using the definition of (4.43)
and putting all pieces together, we deduce identity (4.51).

The functional identity (4.50) follows from (4.51) and (4.49) but applied to
F(δs; χ, χβ, χγ, χβ̂, χγ̂). Indeed, we observe form (4.51) that

F(s + χ) = δ(1−s−χ)(γ+γ̂)F(δs + 1; χ, χβ, χγ, χβ̂, χγ̂).

On the other hand, from identity (4.49), we deduce

F(δs + 1; χ, χβ, χγ, χβ̂, χγ̂) = −
1
ψ̃(s)

F(δs; χ, χβ, χγ, χβ̂, χγ̂).

Using the last two identities together, we deduce (4.50) as expected. �

Proof of Theorem 4.13 (i). Let us introduce f (s) = Γ(s)F(s), where we recall
that F(s) is defined by (4.43). From Lemma 4.15 part (i), we know that f (s) is
analytic and zero-free in the strip Re(s) ∈ (0, 1 + (1 − β)χ). Moreover, from its
construction, we have f (1) = 1. From identity (4.49), we find that

f (s + 1) = −
s

ψ(δs)
f (s) for s ∈ (0, (1 − β)χ).

On the other hand, recall from Proposition 4.11 that M(s), as the Mellin trans-
form of I(δ,Y), is well defined for Re(s) ∈ (0, 1 + (1 − β)χ) and satisfies

M(s + 1) = −
s

ψ(δs)
M(s), s ∈ (0, (1 − β)χ).

Hence, we conclude that the function H(s) = M(s)/ f (s) satisfies

H(s + 1) = H(s) for all s ∈ (0, (1 − β)χ).

The rest of the proof is now dedicated to proving that H(s) ≡ 1.
Using the assumption that f (s) is analytic and zero-free we conclude that

H(s) is an analytic function in the strip Re(s) ∈ (0, 1 + (1 − β)χ). Since H(s)
is also periodic with period equal to one, it can be extended to an analytic and
periodic function in the entire complex plane.

Since H(s) is analytic and periodic in the entire complex plane, it can be
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represented as a Fourier series

H(s) =
∑
n∈Z

cne2πins,

where the series converges in the entire complex plane. This means that the
two functions

H1(z) =
∑
n≥1

cnzn, H2(z) =
∑
n≥1

c−nzn.

are analytic in the entire complex plane, and that for all s ∈ C

H(s) = c0 + H1(exp(2πis)) + H2(exp(−2πis)). (4.54)

Next, Lemma 4.14 (iii) and the asymptotic for the gamma function given
in (A.17) in the Appendix imply that, as s → ∞, in the vertical strip Re(s) ∈
(0, 1 + (1 − β)χ), we have

| f (s)|−1 = exp
(
π

2
(1 − γ + γ̂) |Im(s)| + o(Im(s))

)
= o

(
exp(π|Im(s)|)

)
, (4.55)

where in the last step we have also used the fact that both γ and γ̂ belong to the
interval (0, 1).

The inequality |M(s)| < M(Re(s)) = E[I(δ,Y)Re(s)−1], (4.55) and the periodic-
ity of H(s), allow us to conclude that uniformly in Re(s), a sufficiently strong
estimate of decay for H can be given by s

H(s) = o(exp(2π|Im(s)|)), as Im(s)→ ∞. (4.56)

In particular, when Im(s) → ∞ we have H1(exp(2πis)) → H1(0) = 0, there-
fore the estimates (4.54) and (4.56) imply that, writing z = exp(−2πis) so that
log |z| = 2πIm(s), we have

H2(z) = c0 + H1(1/z) − H(s) = o(|z|)

as z → ∞ in the entire complex plane. Appealing to Cauchy’s estimates (see
Proposition A.5 in Appendix), for any R > 0, we have that, for any z such that
|z| < R,

H2(z) =
∑
n≥1

c−nzn =
∑
n≥1

H(n)(0)
n!

zn ≤ MR

∑
n≥1

(z/R)n. (4.57)

where MR = max{|H2(z)| : |z| = R}. As H2(z) = o(|z|), it follows that MR = o(R)
and hence, for each fixed z ∈ C, by choosing R sufficiently large, we can make
the right-hand side of (4.57) arbitrarily small. In conclusion, we deduce that
H2(z) ≡ 0. Appealing to similar arguments in the setting that Im(s)→ −∞, we
can verify that H1(z) ≡ 0.

In summary, H(s) must be constant, and the value of this constant is equal
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to one, since H(1) = M(1)/ f (1) = 1. We thus conclude that M(s) ≡ f (s), as
required. �

We close this section with the following corollary which computes the Mellin
transform I(δ,Y) for the particular case that γ = γ̂ = δ ∈ (0, 1). Its proof fol-
lows directly from Theorem 4.13, the quasi-periodic property of period 1 of the
double gamma function (see (A.21)) and the reflection formula of the gamma
function (see A.12). We leave the details of the proof to the reader.

Corollary 4.16. Assume that δ ∈ (0, 1) and (β, δ, β̂, δ) ∈ H4.

(i) If (β, δ, β̂, δ) ∈ H1 \ {β = 1}, then

M(s) ≡
Γ(β̂ + δ)
Γ(1 − β)

Γ(s)Γ(1 − β + δ(1 − s))
Γ(β̂ + δs)

, s ∈ C.

(ii) If (β, γ, β̂, γ̂) ∈ H2 ∩ {η − γ̂ > 0} \ {β̂ = 0}, then

M(s) ≡ c
sin(π(s + χ(β − 1)))

sin(π(χβ̂ + s))
Γ(s)Γ(1 − β + δ(1 − s))

Γ(β̂ + δs)
, s ∈ C,

where the constant c is such that M(1) = 1.

Finally, let us consider the spectrally one-sided cases. We start with the spec-
trally negative case, i.e. when the parameters are such that γ = 1, β ∈ [0, 1)
and γ̂ ∈ (0, 1). For this particular case, we have

ψ(z) = (z − 1 + β)
Γ(β + γ̂ + z)

Γ(β + z)
=

Γ(β + γ̂ + z)
Γ(β − 1 + z)

, (4.58)

which is well defined for Re(z) ∈ (−(β + γ̂),∞). Note that the same arguments
used in the proof of Proposition 4.11 allow us to deduce that M(s) is well de-
fined for Re(s) ∈ (0, 1 + (1 − β)χ) since ψ(δs) ≤ 0, for s ∈ (0, 1 + (1 − β)χ).
Moreover, the identity in (4.40) still holds in this case.

We also observe that the arguments used in the proof of Theorem 4.13 are
also valid for this particular case and allow us to compute explicitly the Mellin
transform M. More precisely, in this setting, the function F is given by

F(s) = cχs−1Γ
(
(1 − β)χ + 1 − s

) G(βχ + s; χ)
G((β + γ̂)χ + s; χ)

, s ∈ C,

where c is such that F(1) = 1. We also remark that the function F is meromor-
phic with zeros at −βχ − mχ − n and poles

z−m,n := −(β + γ̂)χ − mχ − n and z+
n := 1 + (1 − β)χ + n,

for m, n ≥ 0. As previously, all zeros/poles are simple if δ < Q. It is important
to note that Lemma 4.14 and the identities in part (ii) of Lemma 4.15 still
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hold in this case (replace γ by 1) thanks to the quasi-periodic properties of the
double gamma function (see (A.21) in the Appendix). In other words, we may
deduce the following result.

Theorem 4.17. Let δ > 0 and Y be a spectrally negative Lamperti-stable
process with parameters β ∈ [0, 1) and γ̂ ∈ (0, 1), then

M(s) = cχs−1Γ(s)Γ
(
(1 − β)χ + 1 − s

) G(βχ + s; χ)
G((β + γ̂)χ + s; χ)

, s ∈ C,

where c is such that M(1) = 1.

Finally, we consider the spectrally positive case, i.e. when γ̂ = 1, β ∈ [0, 1)
and γ ∈ (0, 1). As we will see below, this case is slightly different. Here, we
have

ψ(z) = −(β + z)
Γ(1 − β + γ − z)

Γ(1 − β − z)
=

Γ(1 − β + γ − z)
Γ(−β − z)

, (4.59)

which is well defined for Re(z) ∈ (−∞, 1 − β + γ). When the process drifts to
−∞, i.e. β = 0, we observe that M(s) can be extended to Re(s) ≤ 0.

Proposition 4.18. Let δ > 0 and Y be a spectrally positive Lamperti-stable
process with parameters β ∈ [0, 1) and γ ∈ (0, 1). If

i) β > 0, then M(s) is well defined for Re(s) ∈ (0, 1 + (1 − β)χ) and satisfies

M(s + 1) = −
s

ψ(δs)
M(s), s ∈ (0, (1 − β)χ).

ii) β = 0, then M(s) is well defined for Re(s) ∈ (−∞, 1 + χ) and satisfies

M(s + 1) = −
s

ψ(δs)
M(s), s ∈ (−∞, χ). (4.60)

Proof We observe that part (i) follows from the same arguments as in Propo-
sition 4.11, since ψ(δs) ≤ 0 for Re(s) ∈ (0, 1 + (1 − β)χ). The same holds true
for part (ii) when Re(s) ∈ (0, 1 + χ). Thus, it is enough to prove the result for
part (ii) when Re(s) ∈ (−∞, 0].

Observe that, in this case, the process drifts to −∞ and recall that

Et(z) = ezYt−ψ(z)t, t ≥ 0,

is a positive martingale for z ∈ (−∞, 0). Proceeding similarly as in the proof of
Proposition 4.11, we observe that, for t ∈ (0, 1] and s > 0, Doob’s L1-inequality
and the Esscher transform (2.23) imply

E
[(∫ t

0
eδYu du

)−s]
≤ t−seψ(−δs)∨0E

[
sup
u≤t
Eu(−δs)

]
≤

eψ(−δs)∨0

e − 1
t−s(1 − δsψ′(−δs) − ψ(−δs)

)
,
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which is clearly finite. The finiteness for t > 1 follows from the fact that the
exponential functional t 7→

∫ t
0 eδYu du is non-decreasing. In consequence, M is

also well defined on (−∞, 1).
Next, we deduce identity (4.60). Integration by parts gives us(∫ ∞

t
eδYu du

)−s

−

(∫ ∞

0
eδYu du

)−s

= s
∫ t

0
e−δsYv

(∫ ∞

0
eδ(Yu+v−Yv)du

)−s−1

dv,

for all s > 0 and t ≥ 0. Hence we take expectations in both sides of the above
identity and, since ∫ ∞

t
eδYu du = eδYt

∫ ∞

0
eδ(Yu+t−Yt)du,

stationarity and independent increments imply

M(−s + 1)
(
etψ(−δs) − 1

)
= −(−s)M(−s)

∫ t

0
euψ(−δs)du,

from where the identity (4.60) is deduced, for s ∈ (−∞, 0). To see that the
aforesaid identity holds for s = 0, we observe that

lim
s→0
−
ψ(δs)

s
= Γ(1 + γ),

and, since M is finite in (−∞, 0), we may apply the dominated convergence
theorem to dededuce that (4.60) holds for s ∈ (−∞, 0].

Finally, we put all pieces together and use general properties of Mellin trans-
forms to get that M(s) is finite and analytic for all s ∈ C such that Re(s) ∈
(−∞, 1 + χ). This completes the proof. �

Similarly to the spectrally negative case, the arguments used in the proof
of Theorem 4.13 still holds for the spectrally positive case and allow us to
compute explicitly M. In this case, the function F is given by

F(s) = c
χs

Γ(βχ + s)
G((1 − β + γ)χ + 1 − s; χ)
G((1 − β+)χ + 1 − s; χ)

, s ∈ C,

where c is such that F(1) = 1. We observe that the function F is meromorphic
with zeros at −βχ − n and 1 − (1 − β + γ)χ + mχ + n; and poles

z+
m,n := 1 + (1 − β)χ + mχ + n,

for m, n ≥ 0. Again, all zeros/poles are simple if δ < Q. Moreover, Lemma 4.14
and the identities in part (ii) of Lemma 4.15 still hold in this case (replace γ̂ by
1), again thanks to the quasi-periodic properties of the double gamma function.
In other words, we may deduce the following result.
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Theorem 4.19. Let δ > 0 and Y be a spectrally positive Lamperti-stable pro-
cess with parameters β ∈ [0, 1) and γ ∈ (0, 1), then

M(s) = c
χsΓ(s)

Γ(βχ + s)
G((1 − β + γ)χ + 1 − s; χ)

G((1 − β)χ + 1 − s; χ)
, s ∈ C,

where the constant c is such that M(1) = 1.

4.6 Distributional densities of exponential functionals

Next, we are interested in inverting the Mellin transform M in order to deduce
an expression for the probability density function of I(δ,Y), henceforth denoted
by

p(x) =
d
dx

P
(
I(δ,Y) ≤ x

)
, x ≥ 0.

We are interested in a convergent series representation as well as a complete
asymptotic expansion of the density p(x) as x→ 0+ or x→ ∞.

For simplicity of exposition, we only deduce the form of the density p(x)
for the case when the parameters (β, γ, β̂, γ̂) ∈ H1 \ {β = 1}. The other case can
be derived using the same arguments.

Recall that ψ, ψ̃ and F denote the functions which were defined in (4.37),
(4.46) and (4.43); the sequences z−m,n and z+

m,n represent the poles of F and were
defined in (4.48). We also recall that η = 1 − β + γ + β̂ + γ̂, see (4.21), and that
χ = 1/δ, see (4.38).

Definition 4.20. Assume that (β, γ, β̂, γ̂) ∈ H1 \ {β = 1}. We define the coeffi-
cients an, n ≥ 0, as

an = −
1
n!

n∏
j=0

ψ(δ j), n ≥ 0. (4.61)

Note that if β̂ = 0, we have ψ(0) = 0 which implies that an = 0, for all n ≥ 0.
The coefficients bm,n, m, n ≥ 0, are defined recursively

b0,0 = χ
Γ(η)Γ(−(β̂ + γ̂)χ)

Γ(η − γ)Γ(−γ̂)
F(1 − (β̂ + γ̂)χ),

bm,n = −
ψ(δz−m,n)

z−m,n
bm,n−1, m ≥ 0, n ≥ 1,

bm,n = −δχ(γ+γ̂)ψ̃(z−m,n)
Γ(z−m,n)

Γ(z−m−1,n)
bm−1,n, m ≥ 1, n ≥ 0.

(4.62)
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Similarly, cm,n, m, n ≥ 0, are defined recursively

c0,0 = χ
Γ(1 + (1 − β)χ)Γ(1 − β + β̂)

Γ(η − γ)Γ(γ)
F((1 − β)χ)

cm,n = −
z+

m,n−1

ψ(δz+
m,n−1)

cm,n−1, m ≥ 0, n ≥ 1,

cm,n = −
δ−χ(γ+γ̂)

ψ̃(z+
m−1,n)

Γ(z+
m,n)

Γ(z+
m−1,n)

cm−1,n, m ≥ 1, n ≥ 0.

(4.63)

The next result looks at the residues of M. The reader will note that the result
excludes the cases that δ ∈ Q. This comes about from the fact that, for δ ∈ Q,
the Mellin transform M(s), and specifically the double gamma function G, has
poles of multiplicity greater than one, which makes the picture much more
complicated.

Proposition 4.21. Assume that (β, γ, β̂, γ̂) ∈ H1 \ {β = 1} and δ < Q. For all
m, n ≥ 0, we have

Res(M(s) : s = −n) = an, if β̂ > 0,

Res(M(s) : s = z−m,n) = bm,n,

Res(M(s) : s = z+
m,n) = −cm,n.

Proof We start by proving that the residue of M(s) at s = z−m,n is equal to
bm,n. First, use Theorem 4.13 and rearrange the terms in the functional identity
(4.49), noting the expression for ψ in (4.37) and the recursion formula for
gamma functions (A.8), to find that

M(s) =
χF(s + 1)Γ(s)
s + (β̂ + γ̂)χ

Γ(1 − β + γ − δs)Γ(1 + β̂ + γ̂ + δs)
Γ(1 − β − δs)Γ(β̂ + δs)

.

The above identity and the definition (4.62) imply that as s→ −(β̂ + γ̂)χ

M(s) =
b0,0

s + (β̂ + γ̂)χ
+ O(1),

which means that the residue of M(s) at z−0,0 = −(β̂ + γ̂)χ is equal to b0,0.
Next, we show that the residues satisfy the second recursive identity in

(4.62). To this end, rewrite (4.49) as

M(s) = −
ψ(δs)

s
M(s + 1). (4.64)

We know that M(s) has a simple pole at s = z−m,n and M(s + 1) has a simple pole
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at z−m,n + 1 = z−m,n−1. One can also check that the function ψ(δs) is analytic at
s = z−m,n for n ≥ 1. Therefore we have as s→ z−m,n

M(s) = Res(M(z) : z = z−m,n)
1

s − z−m,n
+ O(1),

M(s + 1) = Res(M(z) : z = z−m,n−1)
1

s − z−m,n
+ O(1),

−
ψ(δs)

s
= −

ψ(δz−m,n)
z−m,n

+ O(s − z−m,n)

which, together with (4.64) imply that

Res(M(s) : s = z−m,n) = −
ψ(δz−m,n)

z−m,n
× Res(M(s) : s = z−m,n−1).

The proof of all remaining cases is very similar and we leave the details to
the reader. �

Proposition 4.21 immediately gives us a complete asymptotic expansion of
p(x) as x→ 0+ and x→ ∞, which we present in the next Theorem.

Theorem 4.22. Assume that (β, γ, β̂, γ̂) ∈ H1 \ {β = 1} and δ < Q. Then

p(x) ∼
∑
n≥0

anxn +
∑
m≥0

∑
n≥0

bm,nx(m+β̂+γ̂)χ+n, x→ 0+, (4.65)

p(x) ∼
∑
m≥0

∑
n≥0

cm,nx−(m+1−β)χ−n−1, x→ ∞. (4.66)

Proof The basis of the proof is to identify p(x) as the inverse Mellin trans-
form

p(x) =
1

2πi

∫
1+iR
M(s)x−sds, x > 0. (4.67)

In a similar spirit to the proof of (4.55), we can use (A.16) in the Appendix
together with (4.45) and the equality M = ΓF from Theorem 4.13 to deduce that
that |M(x + iu)| decreases exponentially as u → ∞ (uniformly in x in any finite
interval). As a consequence, not only does its Fourier inverse exist, but so does
the Fourier inverse of its derivatives as well; therefore all exist as continuous
functions. As such, p(x) is a smooth function for x > 0.

Assume that c < 0 satisfying that c , z−m,n and c , −n for all m, n, and set `
to be an integer. We also consider the contour L = L1 ∪ L2 ∪ L3 ∪ L4 which is
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defined as

L1 := {Re(z) = c, −` ≤ Im(z) ≤ `},

L2 := {Im(z) = `, c ≤ Re(z) ≤ 1},

L3 := {Re(z) = 1, −` ≤ Im(z) ≤ `},

L4 := {Im(z) = −`, c ≤ Re(z) ≤ 1}.

It is clear that L is the rectangle bounded by vertical lines Re(z) = c, Re(z) = 1
and by horizontal lines Im(z) = ±`. We assume that L is oriented counter-
clockwise; see Figure 7.1.

0

c

−`

`

L1

L2

L3

L4

1

Figure 4.1 The contour L = L1 ∪ L2 ∪ L3 ∪ L4

The function M(s) is analytic in the interior of L, except for simple poles z−m,n
and −n which lie in (c, 1), and is continuous on L. Using the residue theorem
we find

1
2πi

∫
L
M(s)x−s ds =

∑
0<|z−m,n |<|c|

Res(M(s) : s = z−m,n) × x−z−m,n

+
∑

0≤n<|c|

Res(M(s) : s = −n) × xn.

Next, we estimate the integrals over the horizontal side L2 as follows∣∣∣∣∣ ∫
L2

M(s)x−s ds
∣∣∣∣∣ < (ε − c) × x−1 max

s∈L2
|M(s)|.

When ` increases, we have sups∈L2
|M(s)| goes to 0. Therefore∫

L2

M(s)x−s ds→ 0 as ` → ∞.
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Similarly, we deduce that the integral on the contour L4 goes to 0 as ` goes to
∞. Thus putting all the pieces together, we have

−
1

2πi

∫
c+iR
M(s)x−s ds +

1
2πi

∫
1+iR
M(s)x−s dz

=
∑

0<|z−m,n |<|c|

Res(M(s) : s = z−m,n) × x−z−m,n +
∑

0≤n<|c|

Res(M(s) : s = −n) × xn.

In other words, we have deduced

p(x) =
∑

0<|z−m,n |<|c|

Res(M(s) : s = z−m,n) × x−z−m,n

+
∑

0≤n<|c|

Res(M(s) : s = −n) × xn +
1

2πi

∫
c+iR
M(s)x−sds,

(4.68)

Next, we perform a change of variables s = c + iu and obtain the following
estimate∣∣∣∣∣∣

∫
c+iR
M(s)x−sds

∣∣∣∣∣∣ = x−c

∣∣∣∣∣∣
∫
R

M(s)x−iudu

∣∣∣∣∣∣ < x−c
∫
R

|M(c + iu)|du = O(x−c).

Note that |M(c + iu)| is integrable thanks to its previously observed exponential
decay in u (see remarks below (4.67)). The asymptotic (4.65) now follows.

The proof of (4.66) is identical, except that we have to perform the contour
of integration in the opposite direction. In particular, we can build a rectangular
anti-clockwise contour similar to the one in Figure 7.1 albeit that the location
of left-hand side agrees with that of L3 in the figure and the other three sides
lie in the positive half of the complex plain, capturing the other poles on the
positive real line. �

It turns out that, for almost all parameters δ, except for rational numbers
and for those real numbers which can be approximated by rational numbers
in a certain way, the asymptotic series (4.65) and (4.66) converge to p(x) for
all x > 0. Unfortunately the proof of such result is rather technical and goes
beyond the scope of this manuscript. For that reason, we just state the result
without a proof. Nonetheless, in order to state our result the following set of
real numbers is needed.

Definition 4.23. Let L be the set of real irrational numbers x, for which there
exists a constant b > 1 such that the inequality∣∣∣∣∣x − p

q

∣∣∣∣∣ < 1
bq (4.69)

is satisfied for infinitely many integers p and q.
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The set L is a proper subset of so-called Liouville numbers and possesses
very interesting properties. For instance, as the set of Liouville numbers has
zero Hausdorff dimension and hence zero Lebesgue measure, the same is true
of L. Moreover, the structure of L can be described in terms of a continued
fraction representation of real numbers and it is closed under addition and
multiplication by rational numbers, implying that it is dense in R. As with
Proposition 4.21, and Theorem 4.22, and for the same reasons given there, the
following exact identity for the density p cannot accommodate for δ ∈ Q. Ad-
ditonally, it cannot accommodate for δ ∈ L for technical reasons that are also
beyond the scope of our exposition.

Theorem 4.24. Assume that (β, γ, β̂, γ̂) ∈ H1 \ {β = 1} and δ < L ∪ Q. Then
for all x > 0,

p(x) =


∑

n≥0 anxn +
∑

m≥0
∑

n≥0 bm,nx(m+β̂+γ̂)χ+n if γ + γ̂ < 1,

∑
m≥0

∑
n≥0 cm,nx−(m+1−β)χ−n−1 if γ + γ̂ > 1.

For the case γ = γ̂ = δ, there is a simpler representation for p(x) which
allows us to remove the assumption δ < L ∪ Q. This representation follows
from the fact that the Mellin transform of p(x) can be written exclusively in
terms of the gamma function; see Corollary 4.16, noting the use of (A.12).

Theorem 4.25. Assume that (β, δ, β̂, δ) ∈ H1 \ {β = 1}. If 2δ < 1, then

p(x) =
Γ(β̂ + δ)
Γ(1 − β)

∑
n≥0

Γ(1 − β + δ(1 + n))
Γ(β̂ − δn)

(−1)n

n!
xn, (4.70)

for x > 0, and if 2δ > 1, then

p(x) =
χΓ(β̂ + δ)
Γ(1 − β)

∑
n≥0

Γ((1 − β + n)χ + 1)
Γ(1 − β + β̂ + δ + n)

(−1)n

n!
x−(1−β+n)χ−1, (4.71)

for x > 0. Moreover, formula (4.70) (resp. (4.71)) provides complete asymp-
totic expansion as x goes to 0+ (resp. as x goes to∞).

Proof We give only a brief sketch of the proof. From Corollary 4.16 (i), we
see that the Mellin transform M(z) of p(x) has simple poles at

z−n = −n and z+
n = 1 + χ(n + 1 − β), n ≥ 0.

The residues at these points provide the coefficients in (4.70) and (4.71). Indeed
by applying Proposition A.1 and identity (A.11) (both in the Appendix), we
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find that

Res(M(s), s = −n) =
Γ(β̂ + δ)Γ(1 − β + δ(1 + n))

Γ(1 − β)Γ(β̂ − δn)
(−1)n

n!
.

Similarly, for the poles at z+
n = 1 + χ(n + 1 − β), we get

Res(M(s) : s = 1 + χ(n + 1 − β)) =
Γ(β̂ + δ)Γ(1 + χ(n + 1 − β))

Γ(1 − β)Γ(1 − β + β̂ + δ + n))
(−1)n−1 χ

n!
.

The rest of the proof follows by using similar ideas to e.g. the proof of Theorem
1.18 (or Theorem 4.22). We first need to guarantee that the Mellin transform
inversion can be performed, i.e. we need to verify that M(z) is absolutely inte-
grable on a given vertical line where M is well-defined. The latter follows from
(A.16), which in particular implies the following upper bound∣∣∣∣M(x + iy)

∣∣∣∣ ≤ Ce−
π
2 |y||y|1−β−β̂+δ+(1−2δ)x− 1

2 , as y→ ∞, (4.72)

uniformly in any finite interval −∞ < a ≤ x ≤ b < ∞, where C > 0 is an
unimportant constant. Thus, we can use an appropriate contour integral which
encloses an increasing number of poles as it expands. The poles are chosen in
such a way to ensure that one side of the path integral converges to the inverse
Mellin transform of M(z) and the remaining parts of the integral path tend to
zero as the contour grows larger. To ensure the latter, one must appeal to the
specific form of M(z) in terms of gamma functions. More precisely, in the spirit
of (4.72), albeit with with subtle differences in the estimates, the asymptotic
relations of the gamma function in (A.15) and the ratio of gamma functions in
(A.17) provide an exponential decay for M(z) when Re(z) ≤ 0 with 2δ < 1 and
when Re(z) ≥ 0 with 2δ > 1, respectively. Hence, the Residue Theorem gives
the desired density as a sum of residues of the captured poles. We leave the
details to the interested reader. �

We conclude this section by computing the density of the exponential func-
tional of a hypergeometric Lévy process with a special choice of parameters,
which will be of particular interested later on in the book.

Theorem 4.26. Assume that (1, γ, β̂, γ̂) ∈ H2 ∩ {η− γ̂ > 0} \ {β̂ = 0}. If 2δ < 1,
then

p(x) =
δ

π

∑
n≥1

(−1)n−1 sin(πχβ̂)Γ(β̂ + δ)Γ(δ(n + 1) + β̂)
Γ(1 + n + χβ̂)Γ(−δn)

xn+χβ̂, (4.73)

for x > 0, and if 2δ > 1, then

p(x) =
∑
n≥0

anx−1+χβ̂−n +
∑
m≥1

bmx−1−mχ, (4.74)
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for x > 0, where

an =
δ

π

sin(π(χβ̂ + 1))Γ(β̂ + δ)Γ(β̂ − δn)
Γ(χβ̂ − n)Γ(δ(n + 1))

(−1)n

and

bm =
sin(πχβ̂)Γ(β̂ + δ)

sin(πχ(β̂ + m))Γ(−χn)Γ(β̂ + δ + m)
(−1)m

m!
.

Moreover, formula (4.73) (resp. (4.74)) provides complete asymptotic expan-
sion as x goes to 0+ (resp. as x goes to∞).

Proof As in Theorem 4.25, we give only a brief sketch of the proof. From
Corollary 4.16 (ii), when β = 1, we have

M(s) = δ
sin(π(χβ̂ + 1))
sin(π(χβ̂ + s))

Γ(β̂ + δ)Γ(δ(1 − s))
Γ(1 − s)Γ(β̂ + δs)

, s ∈ C,

where we have used (A.10) to determine the normalisation M(1) = 1. We see
that the Mellin transform M(z) of p(x) thus has simple poles at

z−n = −n − χβ̂, for n ≥ 1,

z+,1
n = n + 1 − χβ̂, for n ≥ 0,

and

z+,2
n = 1 + χn, for n ≥ 1.

Again, the residues at these points provide the coefficients in (4.73) and (4.74).
Indeed, we apply Proposition A.1 and identity (A.11) (both in the Appendix)
to find

Res(M(s) : s = −n − χβ̂) =
δ

π

sin(π(χβ̂ + 1))Γ(β̂ + δ)Γ(δ(1 + n) + β̂)
Γ(1 + n + χβ̂)Γ(−δn)

(−1)n.

For the poles at z+,1
n = n + 1 − χβ̂, we get

Res(M(s) : s = n + 1 − χβ̂) =
δ

π

sin(π(χβ̂ + 1))Γ(β̂ + δ)Γ(β̂ − δn)
Γ(χβ̂ − n)Γ(δ(n + 1))

(−1)n+1.

Finally, for the poles at z+,2
n = 1 + χn, we have

Res(M(s) : s = 1 + χn) =
1
n!

sin(π(χβ̂ + 1))Γ(β̂ + δ)
sin(π(χ(β̂ + n) + 1)Γ(−nχ)Γ(β̂ + δ + n)

(−1)n+1

The rest of the proof follows by developing the appropriate contour integrals
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as in previous theorems and observing, using the asymptotic relations (A.15)
and (A.16), that∣∣∣∣M(x + iy)

∣∣∣∣ ≤ Ce−
π
2 |y||y|δ−β̂+(1−2δ)x− 1

2 , as y→ ∞,

uniformly in any finite interval −∞ < a ≤ x ≤ b < ∞, where C > 0 is an
unimportant constant. Moreover, that M(z) has exponential decay when Re(z) ≤
0 with 2δ < 1, and when Re(z) ≥ 0 with 2δ > 1. We leave the details to the
interested reader. �

4.7 Distributional tails of exponential functionals

As we will see for some of the applications later in this text, there are occasions
where it suffices to work with the asymptotic upper tail distribution of I(δ,Y) in
place of its probability density. Although the former can be deduced from the
latter, it contains marginally less information about the distribution of I(δ,Y)
and so one may be able to derive it with fewer assumptions. A good example
of this pertains to one of the assumptions of Theorem 4.24, specifically the
requirement there that δ < L ∪ Q. We present a different approach here for
studying the tail distribution of I(δ,Y), which will rule out any restriction on
δ > 0.

Proposition 4.27. Let Y be an hypergeometric Lévy process with parameters
(β, γ, β̂, γ̂) ∈ H4 or a spectrally one sided Lamperti-stable with parameters
β ∈ [0, 1), γ ∈ (0, 1) or β ∈ [0, 1), γ̂ ∈ (0, 1). Then

lim
t→∞

tθ̂χP
(
I(δ,Y) > t

)
=
M(θ̂χ)
ψ′(θ̂)

, (4.75)

where χ = 1/δ and θ̂ is defined in (4.39) when (β, γ, β̂, γ̂) ∈ H4 and, otherwise,
θ̂ is taken as (1 − β) in the spectrally one-sided cases.

Proof Let us start by recalling that, in the setting that Y is killed. Its cemetery
state is taken to be −∞ and we work with the definition exp(−∞) = 0. With
this in mind, we observe that the exponential functional I(δ,Y) satisfies∫ ∞

0
eδYu du =

∫ 1

0
eδYu du + eδY1

∫ ∞

0
eδ(Yu+1−Y1)du.

Since Y possesses stationary and independent increments, the following iden-
tity in law follows

I(δ,Y) d
= Q + VI(δ,Y ′),
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where

Q =

∫ 1

0
eδYu du, V = eδY1 , I(δ,Y ′) =

∫ ∞

0
eδY

′
u du,

and Y ′ is independent of (Ys, 0 ≤ s ≤ 1), with the same law as Y . Therefore
I(δ,Y ′) is independent of the pair (Q,V) and has the same law as I(δ,Y). That
is to say, I(δ,Y) is a random recursive equation in the sense of (A.39) in the
Appendix. Hence, if Q and V fulfils the hypothesis of Theorem A.11 (see the
Appendix), the result will be follow.

Since Y is not arithmetic, the same property is inherited to the random vari-
able V . From the analytical expression for ψ given in (4.37), we not that the
quantity θ̂χ satisfies

E
[
V θ̂χ

]
= E

[
eθ̂Y1

]
= 1.

Next we introduce

ϑ :=
{
γ if (β, γ, β̂, γ̂) ∈ H1 \ {β = 1},
η − γ̂ if (β, γ, β̂, γ̂) ∈ H2 ∩ {η − γ̂ > 0} \ {β̂ = 0}.

For the spectrally positive case we take ϑ = γ and for the spectrally negative
case, ϑ can be taken as ∞. Thus, we observe, from (4.37), (4.58) and (4.59)
that for ε ∈ (0, ϑ) we have

E
[
V θ̂χ ln+(V)

]
= E

[
eθ̂Y1 Y+

1

]
≤ E

[
e(θ̂+ε)Y1

]
< ∞,

where y+ = max{0, y}. Finally, from Doob’s L1-inequality and the Esscher
transform (2.23), we verify that

E
[
Qθ̂χ

]
= E

(∫ 1

0
eδYu du

)θ̂χ ≤ E
[
sup
u≤1
Eu(θ̂)

]
≤

e
e − 1

(
1 + θ̂E

[
eθ̂Y1 Y+

1

])
< ∞.

Therefore, Theorem A.11 guarantees that

lim
t→∞

tθ̂χP
(
I(δ,Y) > t

)
= C+,

where

C+ =
E
[
(Q + VI(δ,Y ′))θ̂χ

]
− E

[
(VI(δ,Y ′))θ̂χ

]
θ̂χψ′(θ̂)

.

Now, we compute explicitly the constant C+. Recall the identities in law from
the beginning of the proof. Then using integration by parts and the stationary



114 Hypergeometric Lévy processes

and independent increment property of Y , we get

C+ =

E
[(∫ ∞

0 eδYs ds
)θ̂χ
−

(∫ ∞
1 eδYs ds

)θ̂χ]
θ̂χψ′(θ̂)

=
1

ψ′(θ̂)
E

∫ 1

0
eδYu

(∫ ∞

u
eδYs ds

)θ̂χ−1

du


=

1
ψ′(θ̂)

E

∫ 1

0
eθ̂Yu

(∫ ∞

0
eδ(Ys+u−Yu)ds

)θ̂χ−1

du


=

1
ψ′(θ̂)

(∫ 1

0
eψ(θ̂)udu

)
E

[
I(δ,Y)θ̂χ−1

]
=
M(θ̂χ)
ψ′(θ̂)

,

as required. �

4.8 Comments

The first example of a β-subordinator appeared in Lamperti [139]. Since then,
hypergeometric Lévy processes can be found in a variety of different contexts,
too numerous to list here, however. The reader may wish to consult [131, 115,
26] to name but a few. Hypergeometric Lévy processes were first introduced
in Kuznetsov et al. [119] and later developed more thoroughly in Kuznetsov
and Pardo [121], for the set of admisible parameters H1, and then extended
by Kyprianou et al. [128] to the set H2. The basic idea of Hypergeometric
Lévy processes is to express them via a Wiener–Hopf factorisation consisting
of two β-subordinators, appealing to Vigon’s theory of philanthropy to justify
that the product of factors makes a Lévy–Khintchine exponent. The latter gives
conditions under which two subordinators may be associated as ascending and
descending ladder heights in the context of a Wiener–Hopf factorisation. In
this respect, Theorem 4.4 is a special version of a more general result given in
Vigon [211], where as Theorem 4.6 was proved in [121] and [128].

Hypergeometric Lévy processes have appeared consistently in various liter-
ature at the intersection of self-similar Markov processes and stable processes.
See for example [44, 129] and Chapter 13 of [123]. We note that hypergeo-
metric processes and extensions thereof belong to a larger family of Lévy pro-
cesses called meromorphic processes, which are described in [118]; see also
[89, 130]. Meromorphic processes have the feature that their Wiener–Hopf
factors can be written as infinite products of rational functions.



4.8 Comments 115

Exponential functionals of Lévy processes appear in various aspects of prob-
ability theory, see for instance the survey of Bertoin and Yor [28], and has been
a very active topic of research in the last couple of decades. Indeed, determin-
ing distributional features of such functionals is still a very prolific research
topic; see for example [179, 180, 166, 165, 162, 148, 70, 188, 97, 203, 145, 16,
158, 15, 14, 2, 163] to name but a few key articles. Proposition 4.11 holds for
a bigger class of Lévy process and its general form can be found in [148, 180].
The hypergeometric class seems to be one of the very few examples of Lévy
processes with two sided jumps (outside of the class of stable processes and
Gaussian processes with compound Poisson, exponentially distributed jumps)
for which the law of its associated exponential functionals can be completely
characterised. Proposition 4.11 and Theorem 4.13 are taken from [121] (part
(i)) and [128] (part(ii)); the results concerning the distribution of the integrated
exponential functional, for example, Theorem 4.24 can largely be derived from
[121], with e.g. versions of Proposotion 4.27 appearing earlier in [148] and
[180].
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Positive self-similar Markov processes

In this chapter we introduce one of the key mathematical tools that we shall use
to analyse stable processes: positive self-similar Markov processes. We shall
often denote this class by the shorthand pssMp. In the next section we give the
definition of these processes and their pathwise characterisation as space-time-
changed Lévy processes through the Lamperti transform. Thereafter, we spend
the rest of the chapter exploring a number of examples of pssMp which can be
constructed through path transformations of stable processes. Each of these
examples of pssMp turn out to be intimately connected, through the Lamperti
transform, to a different Lévy process belonging to the hypergeometric class.

5.1 The Lamperti transform

Let us begin with a definition of the fundamental class of processes that will
dominate our analysis. The reader may first find it useful to refer to Section
A.11 in the Appendix.

Definition 5.1. A (0,∞)-valued regular Feller process, say Z = (Zt, t ≥ 0), is
called a positive self-similar Markov process if there exists a constant α > 0
such that, for any x > 0 and c > 0,

the law of (cZc−αt, t ≥ 0) under Px is Pcx, (5.1)

where Px is the law of Z when issued from x. In that case, we refer to α as the
index of self-similarity.

There is a natural bijection between the class of exponentially killed Lévy
processes and positive self-similar Markov processes, up to a naturally defined
lifetime,

ζ = inf{t > 0 : Zt = 0},

116
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i.e. the first moment it visits the origin. Roughly speaking, this bijection shows
that the property of self-similarity is interchangeable with the property of hav-
ing stationary and independent increments through an appropriate space-time
transformation. Below, we state this bijection as a theorem.

Let us first introduce some more notation. Throughout this section, we shall
use Ξ := (Ξt, t ≥ 0) to denote a one-dimensional Lévy process (not necessarily
issued from the origin) which is killed and sent to the cemetery state −∞ at an
independent and exponentially distributed random time, e = inf{t > 0 : Ξt =

−∞}, with rate in [0,∞). As usual, we understand e as an exponential distribu-
tion in the broader sense, so that if its rate is 0, then e = ∞ with probability
one, i.e. there is no killing.

We will be interested in applying a time change to the process Ξ by using its
integrated exponential process, I := (It, t ≥ 0), where

It =

∫ t

0
eαΞs ds, t ≥ 0. (5.2)

As the process I is increasing, we may define its almost sure limit, I∞ :=
limt↑∞ It. We are also interested in the inverse process

ϕ(t) = inf{s > 0 : Is > t}, t ≥ 0. (5.3)

As usual, we work with the convention inf ∅ = ∞.
The following decomposition describes the celebrated Lamperti transfor-

mation, we omit the proof here as it is long and a distraction from our main
objectives.

Theorem 5.2 (The Lamperti transform). Fix α > 0.

(i) If (Z, Px), x > 0, is a positive self-similar Markov process with index of
self-similarity α, then up to its first visit of the origin, it can be represented
as follows:

Zt1(t<ζ) = exp{Ξϕ(t)}, t ≥ 0, (5.4)

such that Ξ0 = log x and either

(1) Px(ζ = ∞) = 1 for all x > 0, in which case, Ξ is a Lévy process
satisfying lim supt↑∞ Ξt = ∞,

(2) Px(ζ < ∞ and Zζ− = 0) = 1 for all x > 0, in which case Ξ is a Lévy
process satisfying limt↑∞ Ξt = −∞, or

(3) Px(ζ < ∞ and Zζ− > 0) = 1 for all x > 0, in which case Ξ is a
Lévy process killed at an independent and exponentially distributed
random time.

In all cases, we may identify ζ = I∞.
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(ii) Conversely, for each x > 0, suppose that Ξ is a given (killed) Lévy process,
issued from log x. Define

Zt = exp{Ξϕ(t)}1(t<I∞), t ≥ 0.

Then Z defines a positive self-similar Markov process up to its absorption
time ζ = I∞, which satisfies Z0 = x and which has index α.

In the forthcoming sections, we shall identify a number of different pssMp,
all of which are derived from path transformations of the stable process, for
which we shall use the some notational conventions. We shall generally use a
modified version of the letter Ξ to denote individual Lévy processes associated
to different pssMp. However, without confusion, ϕ and ζ will always denote
the time change associated to the underlying Lévy process and the lifetime of
the particular pssMp at hand, respectively.

Before passing to the promised specific examples of pssMp, we will first
address one outstanding issue, namely whether it is possible to develop the
notion of a pssMp issued from the origin. That is to say, whether we can find a
candidate for P0 that is consistent with the laws P = (Px, x > 0) described by
Theorem 5.2, for any given pssMp. The Lamperti transform cannot help us in
its given format. It would require the Lévy process Ξ to be issued from −∞ and
the associated time change to be appropriately well behaved in order for the
representation (5.4) to correspond fo a pssMp process issued from the origin.
In the next section, we state without proof the main results in the literature,
which deal with entry from the origin.

5.2 Starting at the origin

Theorem 5.2 (i) indicates that positive self-similar Markov processes naturally
divide into two classes. Firstly, conservative processes, for which ζ = ∞ almost
surely, and, secondly, non-conservative processes, for which ζ < ∞ almost
surely. Suppose that Z is a conservative positive self-similar Markov process.
As alluded to above, we want to find a way to give a meaning to P0 (and even
better would be to give further meaning to this candidate as “P0 := limx↓0 Px”,
which would offer a sense of uniqueness). One way to do this is to look at the
behaviour of the transition semigroup of (Z, P) as its initial value tends to zero.
That is to say, to consider whether the weak limit

P0(Zt ∈ dy) := lim
x↓0

Px(Zt ∈ dy), t, y > 0, (5.5)
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exists. In that case, for any sequence of times 0 < t1 ≤ t2 ≤ · · · ≤ tn < ∞ and
y1, · · · , yn ∈ (0,∞), n ∈ N, the Markov property gives us

P0(Zt1 ∈ dy1, · · · ,Ztn ∈ dyn)

:= lim
x↓0

Px(Zt1 ∈ dy1, · · · ,Ztn ∈ dyn)

= lim
x↓0

Px(Zt1 ∈ dy1)Py1 (Zt2−t1 ∈ dy2, · · · ,Ztn−t2 ∈ dyn)

= P0(Zt1 ∈ dy1)Py1 (Zt2−t1 ∈ dy2, · · · ,Ztn−t2 ∈ dyn).

The limit (5.5), when it exists, thus implies the existence of P0 as limit of Px

as x ↓ 0, in the sense of convergence of finite-dimensional distributions. The
following result gives a stronger sense of convergence, which implies the latter,
as well as identifying the limiting law of (Z, P0) at fixed times.

Theorem 5.3. Assume that Z is a conservative positive self-similar Markov
process. Moreover, suppose that the Lévy process (Ξ,P), associated with Z
through the Lamperti transform, is not a compound Poisson process and has
an ascending ladder height process H which satisfies E[H1] < ∞. Then P0 :=
limx↓0 Px exists, in the sense of convergence of on the Skorokhod space (see
Section A.10 in the Appendix). Moreover, under P0, the process Z leaves the
origin continuously. Conversely, if E[H1] = ∞, then this limit does not exist.
Under the additional assumption that E[Ξ1] ∈ (0,∞), for any positive measur-
able function f and t > 0,

E0[ f (Zt)] =
1

αÊ[|Ξ1|]
Ê

[
1
I∞

f
(
(t/I∞)1/α

)]
, (5.6)

where I∞ =
∫ ∞

0 exp{αΞs}ds and (Ξ, P̂) is equal in law to (−Ξ,P).

Remark 5.4. The reader will note that we could equally have phrased (5.6) in
the form

E0[ f (Zt)] =
1

αE[Ξ1]
E

[
1
Î∞

f
((

t/Î∞
)1/α

)]
,

where Î∞ =
∫ ∞

0 exp{−αΞs}ds. However, we have chosen the format as stated
in Theorem 5.3 so that, when the reader is confronted with entrance laws for
more general self-similar Markov processes later on in this text (see Theorem
11.16), the consistency will be clear.

The form of the entrance law (5.6) suggests that there must be a connec-
tion between (Z, P0) and the law of the positive self-similar Markov process
associated to (Ξ, P̂), i.e. the dual of Ξ. As we will see below, this connection
manifests through time reversal of the paths of (Z, P0).
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Let us assume that the Lévy process Ξ satisfies

0 < E[Ξ1] < ∞ (5.7)

and consider the pssMp (Z, P̂x) with self-similar index α > 0, which is associ-
ated to Ξ̂ = −Ξ. In other words, the Lamperti transform of (Z, P̂x) is equal in
law to

x exp
{
Ξ̂ϕ̂(tx−β)

}
1(t<xβ Î∞), t ≥ 0, (5.8)

where Ît =
∫ t

0 exp(αΞ̂u)du, t ≥ 0, and ϕ̂ denotes the right-continuous inverse
process of Î. Note, as Ξ drifts to ∞ (cf. Sect. 2.6), it follows that Ξ̂ drifts to
−∞. This means that the process (Z, P̂) is continuously absorbed at the origin,
where P̂ = (P̂x, x > 0).

We want to show that (Z, P) and (Z, P̂) are in duality with respect to a given
measure, in other words, the latter has the law of the former when time reversed
in an appropriate way. This will lead us to Proposition 5.5 below. In order to
do this, we will use Hunt-Nagasawa duality theory (see Section A.12 in the
Appendix), for which we must introduce the resolvent operators associated to
(Z, P) and (Z, P̂), respectively. For every q ≥ 0, and measurable f , g : (0,∞)→
[0,∞), we introduce the resolvent operators of (Z, Px) and (Z, P̂x),

Vq f (x) := Ex

[∫ ∞

0
e−qt f (Zt) dt

]
, and V̂qg(x) := Êx

[∫ ζ

0
e−qtg(Zt) dt

]
,

for x > 0, where ζ denotes the absorption time of (Z, P̂).

Proposition 5.5. Suppose (5.7) holds. The resolvent operators of (Z, P) and
(Z, P̂), are in duality with respect to the measure µ(dx) = xα−1dx. That is to
say, for every q ≥ 0, and measurable functions f , g : (0,∞)→ [0,∞), we have

∫ ∞

0
g(x)Vq f (x)xα−1 dx =

∫ ∞

0
f (x)V̂qg(x)xα−1 dx . (5.9)

Proof Fix q ≥ 0, and consider two measurable functions f , g : (0,∞) →
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[0,∞). From the Lamperti transform, we have∫ ∞

0
g(x)Vq f (x)xα−1 dx =

∫ ∞

0
g(x)E

[∫ ∞

0
e−qt f

(
x exp{Ξϕ(tx−α)}

)
dt

]
xα−1 dx

= E
[∫ ∞

0
dx xα−1g(x)

∫ ∞

0
ds e−qxαIs f

(
xeΞs

)
xαeαΞs

]
= E

[∫ ∞

0
ds

∫ ∞

0
dy e−qyαe−αΞs Is g

(
ye−Ξs

)
f (y)y2α−1e−αΞs

]
=

∫ ∞

0
dy yα−1 f (y)

∫ ∞

0
ds E

[
e−qyαe−αΞs Is g

(
ye−Ξs

)
yαe−αΞs

]
=

∫ ∞

0
dy yα−1 f (y)

∫ ∞

0
ds E

[
e−qyαI′s g

(
ye−Ξ′s

)
yαe−Ξ′s

]
,

where we have used the change of variable y = x exp(Ξs) in the third equality
and, in the final equality, Ξ′u = Ξs −Ξ(s−u)− , for 0 < u < s, and I′s =

∫ s
0 e−αΞ′u du.

By the duality Lemma for Lévy processes (see Lemma 2.14), the processes
(Ξu, 0 < u < t) and (Ξ′u, 0 < u < t) have the same law. In other words, we have

E
[
e−qyαI′s g

(
ye−Ξ′s

)
yαe−αΞ′s

]
= Ê

[
e−qyαIs g

(
yeΞs

)
yαeαΞs

]
,

where we recall that P̂ denotes the law of Ξ̂. By using a similar change of
variables as above, we deduce∫ ∞

0
g(x)Vq f (x)xα−1 dx =

∫ ∞

0
f (x)V̂qg(x)xα−1 dx ,

as required. �

The weak duality between the laws of (Z, P) and (Z, P̂), in the sense of (5.9),
together with Hunt-Nagasawa’s theory of time reversal (see Section A.12 in the
Appendix), suggest that we can express the law of the time reversal of (Z, P0)
at some specific random times in terms of the law of (Z, P̂). Our aim is to study
the law of the time reversal of (Z, P0) from the last passage times

Dx = sup {t ≥ 0 : Zt ≤ x} , for x > 0,

(with the definition sup ∅ := 0) and deduce that, under the event {ZDx− = z}, it
can be expressed in terms of the law of (Z, P̂z). As a consequence we obtain a
representation of the law of Dx under P0, in terms of the law of the exponential
functional Î∞.

To simplify the notation, we denote by Sx the support set of the law of ZDx−

. We also make the convention that Z0− = Z0.

Proposition 5.6. Fix x > 0. Suppose (5.7) holds. The process (Z, P̂z) is equal
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in law to that of the process (Z(Dx−t)−, 0 ≤ t ≤ Dx), under P0( · |ZDx− = z), for
z ∈ Sx.

Proof The result follows from Theorem 5.3, Proposition 5.5 and Hunt-Nagasawa’s
theory of time reversal for Markov processes (see Section A.12 in the Ap-
pendix), specifically Theorem A.15.

Let pt(dx) be the entrance law of (Z, P0) at time t > 0. It follows from the
scaling property of Z that, for any t > 0, pt(dx) = p1(t−αdx). The latter implies∫ ∞

0
pt(dx) dt =

(∫ ∞

0

1
yα

p1(dy)
)
αxα−1 dx, x > 0.

From Theorem 5.3, we deduce∫ ∞

0

1
yα

p1(dy) =
1

αE[Ξ1]
.

In other words, the resolvent measure
∫

[0,∞) δ{0}(da)Ea

[∫ ∞
0 1(Zt∈dx)dt

]
, x ≥ 0, is

proportional to the measure µ(dx), i.e.

1
E[ξ1]

∫ ∞

0
f (x)xα−1 dx = E0

[∫ ∞

0
f (Zt) dt

]
. (5.10)

Condition (A) of Nagasawa’s Theorem A.15, specifically (A.43) and (A.42),
are satisfied thanks to (5.9) and (5.10). Condition (B) of the same theorem can
is easily satisfied thanks to the Feller property of (Z, P̂). We may thus apply
Theorem A.15 with the last exit time Dx, noting in particular that, thanks to
the assumed transience of (Z, P0) in (5.7), P0(0 < Dx < ∞) = 1, and the
proposition is proved. �

Another way to state Proposition 5.6 is as follows. For any z ∈ Sx with x ≥ z,
the time reversed process (Z(zαI∞−t)−, 0 ≤ t ≤ zαI∞) under P̂z has the same law
as (Zt, 0 ≤ t < Dx), under P0(· |ZDx− = z).

Now suppose that Z is a non-conservative positive self-similar Markov pro-
cess. If there is a way to describe how Z can be issued from the origin then, in
principle, one should be able to reissue it from the origin at all subsequent hit-
ting times of this point in such a way that the resulting process remains strong
Markov, thereby generating what is known as a recurrent extension. To be more
precise, we say that a regular Feller process on [0,∞), Z′ := (Z′t : t ≥ 0), with
probabilities (P′x, x ≥ 0), is a recurrent extension of Z if, for each x > 0, the ori-
gin is not an exit boundary (i.e. a killing state) P′x-almost surely and (Z′t , t < ζ

′)
under P′x has the same law as (Z, Px), where

ζ′ = inf{t > 0 : Z′t = 0}.
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Showing that a recurrent extension exists is a very technical task and re-
volves around the theory of excursions. Roughly speaking, instead of con-
structing an entrance law for the family (Px, x > 0), it turns out that the correct
mathematical procedure is to use (Px, x > 0) to construct an entrance law for
an excursion measure that will describe the sojourns of Z′ away from zero.
Then with the help of what is known as Itô synthesis, one may piece together
excursions end to end in an appropriate way to generate the desired recurrent
extension.

In theory, one may approach the problem of constructing an excursion en-
trance law, and hence the problem of constructing a recurrent extension, in
two different ways. Either excursions start by leaving the origin with a jump,
or they leave the origin continuously. We focus on the case of recurrent ex-
tensions which leave the origin continuously, on account of the fact that the
construction is unique. Otherwise, in the case of processes which leave the
origin with a jump, there is no unique construction.

Theorem 5.7. Assume that Z is a non-conservative positive self-similar Markov
process. Suppose that (Ξ,P) is the (killed) Lévy process associated with Z
through the Lamperti transform. Then there exists a unique recurrent extension
of Z which leaves 0 continuously if and only if there exists a Cramér number
β ∈ (0, α) such

E[eβΞ1 ] = 1. (5.11)

Here, as usual, α is the index of self-similarity.

5.3 Stable processes killed on entering (−∞, 0)

Excluding the case of subordinators, a stable process is not a positive-valued
process (albeit strong Markov and self-similar). However, by killing such pro-
cesses as they enter (−∞, 0) and sending them to the cemetery state {0}, we can
preserve the strong Markov, right-continuous and quasi-left-continuous prop-
erties, whilst introducing the property of positivity. Appealing to our previous
notation for positive self-similar Markov processes, let us define, for x > 0,

Zt = Xt1(Xt≥0), t ≥ 0, (5.12)

where X is a one-dimensional stable process. Our claim is that this process
is also self-similar. To this end we need some additional facts about the self-
similarity property of stable processes (which will also be of use in other ex-
amples).
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Lemma 5.8. Given any stable process X = (Xt, t ≥ 0), the pair ((Xt, Xt), t ≥ 0)
is a strong Markov process. Moreover, if we denote its probabilities by P(x,s),
−∞ < x ≤ s < ∞, then, for all c > 0 and −∞ < x ≤ s < ∞,

the law of (c(Xc−αt, Xc−αt), t ≥ 0) under P(x,s) is P(cx,cs).

Proof Note the statement of the theorem is trivial if X has monotone paths.
We may thus assume that this is not the case for the remainder of the proof.
Start by noticing that the process ((Xt, Xt), t ≥ 0) under P(x,s) is equal in law to
the process

(x + Xt, s ∧ (x + Xt)), t ≥ 0,

under P(0,0). Now suppose that τ is any stopping time with respect to the filtra-
tion (Ft, t ≥ 0) of X, which, by default, we take as naturally enlarged (see Re-
mark A.13 in the Appendix) so that it is right-continuous. Using the stationary
and independent increments of X, it follows that, for any bounded measurable
function f , we can write

E(x,s)[ f (Xτ+t, Xτ+t)|Fτ]

= E(x,s)

[
f
(
Xτ + X̃t , Xτ ∧ (Xτ + X̃t)

)∣∣∣∣Fτ]
= E(Xτ,Xτ)

[
f (X̃t , X̃t)

]
where, for t ≥ 0, X̃t = Xτ+t − Xτ, X̃t = inf s≤t X̃s and the process (X̃, X̃) is also
independent of Fτ. The strong Markov property now follows immediately.

To check self-similarity, we have that, for all t ≥ 0 and c > 0,

cXc−αt = c inf
s≤c−αt

Xs = inf
u≤t

cXc−αu,

and hence, thanks to the self-similarity of X, it follows that (c(Xc−αt, Xc−αt), t ≥
0) under P(0,0) is equal in law to P(0,0). Next note that (c(Xc−αt, Xc−αt), t ≥ 0)
under P(x,s) is equal in law to((

cx + cXc−αt , cs ∧
(
cx + cXc−αt

))
, t ≥ 0

)
under P(0,0),

which, in turn, is equal in law to P(cx,cs). �

Returning now to the claim that the process (5.12) is self-similar, we note
that, for x, c > 0, under Px = P(x,x),

cZc−αt = cXc−αt1(Xc−α t≥0), t ≥ 0,

and, thanks to Lemma 5.8, this is equal in law to (Z,Pcx).

The process (5.12) is a particular example of a positive self-similar Markov
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process which falls into category (3) of Theorem 5.2. Its Lamperti transform
should therefore reveal a Lévy process which is killed at a strictly positive rate.
Let us now proceed to derive in explicit detail its Lamperti transform.

First, we turn our attention to computing the killing rate of the underlying
Lévy process, which we henceforth refer to as ξ∗ = (ξ∗t , 0 ≤ t < ζ∗), where
ζ∗ is its lifetime. At each moment in time t > 0 such that {t < ζ}, given the
Poisson point process of jumps with intensity given by (3.1) that govern the
movement of X, the process Z is killed and sent to the origin at a rate equal to
the rate of arrival of a negative jump of size Zt− or greater. The rate at which Z
is killed at time t on {t < ζ} is thus equal to

Π(−∞,−Zt−) dt =

(∫ −Zt−

−∞

c2

|x|1+α
dx

)
dt =

c2

α
Z−αt− dt.

Now suppose that q∗ is the rate at which the underlying process ξ∗ in the Lam-
perti transform is killed. On the probability space which supports the Lamperti
representation, we also have that the rate at which Z is killed and sent to the
origin is proportional to q∗ dϕ(t). Noting, however,∫ ϕ(t)

0
eαξ

∗
u du = t,

it follows that, on {t < ζ},

q∗ dϕ(t) = q∗e−αξ
∗
ϕ(t) dt = q∗Z−αt dt.

Comparing these two rates, we come to rest at

q∗ =
c2

α
= Γ(α)

sin(παρ̂)
π

, (5.13)

where we have used (3.12). It is worth noting that, when X has only positive
jumps, the above calculation rightfully tells us that the process ξ∗ does not
experience killing.

Next, we turn our attention to computing the Lévy measure and the char-
acteristic exponent, respectively denoted by ν∗ and Ψ∗, for the process ξ∗. We
do this using a simple computation based on a fluctuation identity. Before pro-
ceeding thus, let us momentarily restrict ourselves to the setting that X experi-
ences two-sided jumps. From the definition of Z as a stable process killed on
first entering (−∞, 0), we know that, on the one hand, Zζ− = Xτ−0−

, where

τ−0 = inf{t > 0 : Xt < 0}.

On the other hand, thanks to the Lamperti representation, we also know that
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Zζ− has Mellin transform which satisfies

E1

[
(Zζ−)iθ

]
=

q∗

(Ψ∗(θ) − q∗) + q∗
, θ ∈ R,

which is the Fourier transform of the law of ξ∗ at the moment before it is killed
and sent to its cemetery state. Said another way, the right-hand side above is
the Fourier transform of the Lévy process ξ∗ stripped of its exponential killing
rate and sampled at an independent and exponentially distributed random time
with parameter q∗. We thus have that

q∗

Ψ∗(θ)
= E1

[
(Xτ−0−

)iθ
]
. (5.14)

Setting

C =
sin(αρ̂π)

π

Γ(α + 1)
Γ(αρ)Γ(αρ̂)

, (5.15)

we note, with the help of Theorem 3.6, that, for all v ≥ 0,

P1(Xτ−0−
∈ dv) = P̂(1 − Xτ+

1−
∈ dv)

= C
(∫ ∞

0

∫ ∞

0
1(y≤1∧v)

(1 − y)αρ̂−1(v − y)αρ−1

(v + u)1+α
du dy

)
dv

=
C
α

(∫ 1

0
1(y≤v)v−α(1 − y)αρ̂−1(v − y)αρ−1dy

)
dv,

where P̂ is the law of −X and we recall that τ+
1 = inf{t > 0 : Xt > 1}. It is now

a straightforward argument to show that, appealing to (5.14), for all θ ∈ R,

q∗

Ψ∗(θ)
=

C
α

∫ 1

0
(1 − y)αρ̂−1

∫ ∞

0
1(y≤v)viθ−αρ̂−1

(
1 −

y
v

)αρ−1
dv dy

=
C
α

∫ 1

0
(1 − y)αρ̂−1yiθ−αρ̂ dy

Γ(αρ̂ − iθ)Γ(αρ)
Γ(α − iθ)

=
C
α

Γ(1 − αρ̂ + iθ)Γ(αρ̂)
Γ(1 + iθ)

·
Γ(αρ̂ − iθ)Γ(αρ)

Γ(α − iθ)
,

where in the first equality Fubini’s Theorem has been used, in the second equal-
ity a straightforward substitution w = y/v has been used for the inner integral
on the preceding line together with the classical Beta integral and, finally, in
the third equality, the Beta integral has been used for a second time. Insert-
ing the respective values for the constants q∗ and C, we come to rest at the
following result.

Theorem 5.9. Suppose that X has two-sided jumps. For the pssMp constructed
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by killing a stable process on first entry to (−∞, 0), the underlying Lévy pro-
cess, ξ∗, that appears through the Lamperti transform has characteristic expo-
nent given by

Ψ∗(z) =
Γ(α − iz)
Γ(αρ̂ − iz)

Γ(1 + iz)
Γ(1 − αρ̂ + iz)

, z ∈ R. (5.16)

In particular, the process ξ∗ belongs to the class of Lamperti-stable processes
with parameters (β, γ, γ̂) = (1 − αρ̂, αρ, αρ̂).

Since Ψ∗(0) = Γ(α)/(Γ(αρ̂)Γ(1 − αρ̂)) > 0, we conclude that ξ∗ is a killed
Lévy process. Note that, in this case, we have a non-conservative pssMp. From
(5.16), one easily verifies that Ψ(−iαρ̂) = 0, (which means that (5.11) holds
with αρ̂ < α) and hence, by Theorem 5.7 a recurrent extension at the origin is
possible. A little thought reveals that the recurrent extension is nothing more
than X − X.

Let us return to the setting of one-sided jumps, which we excluded in The-
orem 5.9. We will shortly see that, in fact, the exponent (5.16) correctly de-
scribes the underlying Lévy process ξ∗ even in the one-sided jump setting,
providing we take account of cancellations of the gamma functions when we
insert the special values of ρ corresponding to those cases.

Let us first consider the case that X has only negative jumps. This means
either α ∈ (0, 1) and ρ = 0, so that −X is a subordinator which may be started
from x > 0, or α ∈ (1, 2) and αρ = 1. The calculations preceding Theorem
5.9, are still meaningful. Note, in the case that −X is a subordinator, then we
should appeal to Theorem 3.4 in place of Theorem 3.6 in order to develop the
right-hand side of (5.14). We leave the calculations to the reader. Summarising
we have the following result.

Theorem 5.10. Suppose that X has no positive jumps.

(i) If α ∈ (0, 1) and ρ = 0, then ξ∗ is the negative of a β-subordinator, whose
Laplace exponent, in the sense of (2.10), satisfies

κ∗(λ) =
Γ(1 + λ)

Γ(1 − α + λ)
, λ ≥ 0.

(i) If α ∈ (1, 2) and αρ = 1, then ξ∗ is a Lamperti-stable spectrally negative
Lévy process with parameters (β, γ, γ̂) = (2 − α, 1, α − 1) and Laplace
exponent, in the sense of (2.42), given by

ψ∗(λ) = (λ − α + 1)
Γ(1 + λ)

Γ(2 − α + λ)
, λ ≥ 0.

As alluded to above, (5.16) is still valid, providing one takes account of
the fact that, for the negative subordinator setting, the first ratio of gamma
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functions is unity and in the other setting the first ratio of gamma functions
is linear thanks to the recursion formula. Moreover, as with the setting of two
sided jumps, we note in both cases, ξ∗ experiences killing, which we can see
by setting the variable λ = 0 in the two Laplace exponents.

When X has no negative jumps, then either α ∈ (0, 1) and ρ = 1, in which
case X is a subordinator, or α ∈ (1, 2) and αρ̂ = 1. In the first of these two
settings, it is clear that ξ∗ is a pure jump subordinator. We can appeal to the
overshoot distribution of X past a threshold a, which, up to an exponential
change of spatial scale, must coincide with the equivalent overshoot distribu-
tion of ξ∗ over log a. More precisely, for a > 1

Xτ+
a − a
a

= exp
(
ξ∗
τ∗,+log a
− log a

)
− 1, (5.17)

where τ∗,+log a = inf{t > 0 : ξ∗t > log a}. Thanks to scaling, the law of the
left hand side of (5.17) under Px as a → ∞ is the same as its law as x →
0. Moreover, from the discussion following Theorem 3.4, the left-hand side
of (5.17) is invariant under P. Hence by setting a = 1 in Corollary 3.5, and
recalling the asymptotic overshoot distribution given by Corollary 2.28 we see
that, for bounded measurable f on [0,∞),

E
[
f
(
Xτ+

1
− 1

)]
=

∫ ∞

0
f (u)

sin(πα)
π

u−α

1 + u
du

=

∫ ∞

0
f (ey − 1)

∫ ∞

0

1
m∗
π∗(y + z) dz dy, (5.18)

where π∗ is the (preemptively) assumed density of the jump measure associated
to ξ∗ and m∗ is its mean (which is necessarily finite given that a non-trivial limit
on the right-hand side of (5.17) exists). By changing variables, setting u =

ey − 1 in the second integral of (5.18), its easy to deduce, up to a multiplicative
constant, that

π∗(x) = α
sin πα
π

ex

(ex − 1)α+1 . (5.19)

It is thus clear that ξ∗ is a β-subordinator which is characterised by the density
given in (5.19).

Let us now turn to the case that X is a spectrally positive stable process with
α ∈ (1, 2) and αρ̂ = 1. In this case, we may appeal to the two-sided exit formula
in Lemma 3.8 to deduce that, for x ∈ (0, 1),

Px(τ−0 < τ
+
1 ) = (1 − x)α−1.

On the other hand, if we write P∗x, x ∈ R, for the law of ξ∗, which is obviously
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a spectrally positive Lévy process, then from the two sided exit problem in
Lemma 2.30, we also have that

Px(τ−0 < τ
+
1 ) = P∗log x(τ∗,+0 = ∞) =

W∗(− log x)
W∗(∞)

,

where τ∗,+0 = inf{t > 0 : ξ∗t > 0} and W∗ is the scale function of −ξ∗ (the neg-
ative sign makes it spectrally negative). In other words, up to a multiplicative
constant, we can identify

W∗(y) = (1 − e−y)α−1, y ≥ 0. (5.20)

Now recall that the Laplace transform of W∗ is equal to the reciprocal of the
Laplace exponent of −ξ∗, say ψ∗, in the sense of (2.42), and hence the latter
is easy to deduce from (5.20). Summarising the case of no negative jumps, we
have the following result.

Theorem 5.11. Suppose that X has no negative jumps.

(i) If α ∈ (0, 1) and ρ = 1, then ξ∗ is a β-subordinator, whose Laplace expo-
nent, in the sense of (2.10), satisfies

κ∗(λ) =
Γ(λ + α)

Γ(λ)
, λ ≥ 0.

(i) If α ∈ (1, 2) and αρ̂ = 1, then −ξ∗ is a Lamperti-stable spectrally negative
Lévy process with (β, γ, γ̂) = (0, α − 1, 1). and Laplace exponent, in the
sense of (2.42), given by

ψ∗(λ) = λ
Γ(λ + α)
Γ(λ + 1)

, λ ≥ 0.

Again, we see that, as predicted above, the identities we obtained for the
Laplace exponents in the conclusion of Theorem 5.11 are consistent with the
expression (5.16) when we plug in the relevant values of ρ, providing we allow
for cancellations of gamma functions in the latter. As one would expect, in both
cases, there is no killing. This is obvious in the setting that X is a subordinator.
For the case that α ∈ (1, 2) and has no negative jumps, the process X reaches
the origin continuously and hence ξ∗ is a spectrally positive Lévy process that
drifts to −∞.

5.4 Stable processes conditioned to stay positive

Suppose that X is a stable process which does not have monotone paths (this
is assumed throughout this section). Consider the process killed on first entry
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into (−∞, 0), that is to say (5.12). Writing ζ for the lifetime of the stochastic
processes we consider, we have from the Lamperti transform that

ζ = I∗∞ :=
∫ ζ∗

0
eαξ

∗
t dt,

where ξ∗ has characteristic exponent given by (5.16). Noting that ζ can other-
wise be understood as τ−0 , if we are careful to take account of the point of issue
of X, then, with the help of Proposition 4.27, we can establish the following
tail asymptotic.

Lemma 5.12. For t, x > 0,

Px(τ−0 > t) ∼
α

Γ(ρ)Γ(1 + αρ̂)
t−ρ̂x−αρ̂, t → ∞. (5.21)

Proof From Theorem 5.9 we note that (β, γ, β̂, γ̂) = (1−αρ̂, αρ, 1−αρ̂, αρ̂) and
hence ξ∗ belongs to the class H4 defined in (4.35) (more precisely, it belongs
to H1\{β = 1}). When X experiences one-sided jumps, the process ξ∗ is a
Lamperti-stable with parameters (β, γ, γ̂) = (2 − α, 1, α − 1) in the spectrally
negative case (see Theorem 5.10), or with parameters (β, γ, γ̂) = (0, α − 1, 1),
in the spectrally positive case (see Theorem 5.11). As alluded to above, we
can appeal to Proposition 4.27, with the observation that θ̂χ = ρ̂ and θ̂ = αρ̂,
where ρ̂ = 1− 1/α in the spectrally negative case and ρ̂ = 1/α in the spectrally
positive case. In other words, we write

Px(τ−0 > t) = Px(ζ > t) = P∗
(
I∗∞ > tx−α

)
∼
M∗(ρ̂)

(ψ∗)′(αρ̂)
t−ρ̂x−αρ̂, t → ∞,

(5.22)
where P∗ is the law of ξ∗ when issued from the origin, M∗ denotes the Mellin
transform of I∗∞ and ψ∗(z) := −Ψ∗(−iz) is the Laplace transform of ξ∗. More-
over, in this case M∗(ρ̂) and (ψ∗)′(αρ̂) can be computed explicitly. The key in-
gredients are: The identities in Theorems 4.13 (i) and 5.9, for the two-sided
jump case, Theorems 4.17 and 5.10 (ii), for the spectrally negative case, and
Theorems 4.19 and 5.11 (ii), for the spectrally positive case; some straightfor-
ward manipulation using quasi-periodic properties of double gamma functions
(see Appendix A.4); standard properties of gamma functions (see Appendix
A.3). We find that

M∗(ρ̂) =
αΓ(αρ)

Γ(ρ)
and (ψ∗)′(αρ̂) = Γ(αρ)Γ(1 + αρ̂),

thus concluding the proof. �

With this asymptotic, we can develop the notion of the stable process con-
ditioned to stay positive. For t ≥ 0, x > 0 and A ∈ Ft, if we are permitted
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to exchange limits and expectations (something we will deal with later), then
with the help of the Markov property, we have,

P↑x(A, t < ζ) := lim
s→∞
Px(A, t < ζ | t + s < ζ) (5.23)

= lim
s→∞
Ex

[
1(t<τ−0 )

Py(s < τ−0 )|y=Xt

Px(t + s < τ−0 )

]
(5.24)

= Ex

1(A, t<τ−0 )
Xαρ̂

t

xαρ̂

 . (5.25)

As such, we can define the new probabilities P↑ = (P↑x, x > 0) via the change
of measure

dP↑x
dPx

∣∣∣∣∣∣
Ft

:=
Xαρ̂

t

xαρ̂
1(t<ζ), t ≥ 0. (5.26)

Note, at this stage, it is unclear whether (X,P↑) is conservative or not.

Remark 5.13. An alternative way to define the stable process X conditioned
to stay positive is to consider the limiting procedure

P↑x(A, t < ζ) = lim
a→∞
Px(A, t < ζ ∧ τ+

a | τ
+
a < ζ). (5.27)

for t ≥ 0 and A ∈ Ft. Knowing an asymptotic for Px(τ+
a < τ−0 ) as a → ∞

is needed to compute the limit. This can be done, however, we first need to
develop an identity for Px(τ+

a < τ−0 ). Independently of the calculations in this
section, this is done in the forthcoming Section 6.1. We leave it as an exercise
for the reader to return to (5.27) later and verify that it results in the exact same
change of measure as in (5.26). Note, this approach does not suffer the need for
a relatively delicate result of the form (10.48), which is typically harder than
deriving the two-sided exit probability in the stable setting.

To know whether (X,P↑) is conservative is to know whether the right-hand
side of (5.26) is a martingale or not. To this end, we can take advantage of the
Lamperti transform in Section 5.3.

Note from (5.16) that Ψ∗(−iαρ̂) = 0, which implies that (exp(αρ̂ξ∗t ), t ≥
0) is a martingale, where it is understood that ξ∗ has cemetery state −∞ and
exp(−∞) := 0. In particular, if we write e for the lifetime of ξ∗, then as the
time change in the Lamperti transform, ϕ(t), is a stopping time (which may be
infinite with positive probability), it follows that

eαρ̂ξ
∗
ϕ(t) = 1(ϕ(t)<e)eαρ̂ξ

∗
ϕ(t) = eαρ̂ξ

∗
ϕ(t) 1(t<I∗∞) = 1(t<τ−0 )X

αρ̂
t , t ≥ 0.

It thus follows that, for x > 0, t ≥ 0,

Ex[1(t<τ−0 )X
αρ̂
t ] = E∗log x[eαρ̂ξ

∗
ϕ(t) ] = eαρ̂(log x) = xαρ̂,
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where (P∗x, x ∈ R) are the probabilities of the killed Lévy process ξ∗. The
martingale property now follows from the Markov Property as

Ex[1(t+s<τ−0 )X
αρ̂
t+s|Ft] = 1(t<τ−0 )Ey[1(s<τ−0 )X

αρ̂
s ]y=Xt = 1(t<τ−0 )X

αρ̂
t . (5.28)

Now that we know that xαρ̂ is an invariant function in the above sense, we
can return to (5.23) and justify the limit. It is easy to deduce that the right-
hand side in (5.25) is a lower bound when the liminf is taken in (5.24) and
then moved inside the expectation, thanks to Fatou’s Lemma. On the other
hand, since the last statement is true for all A ∈ Ft, we can use the martingale
property in (5.28) and deduce

lim sup
s→∞

Px(A, t < ζ | t + s < ζ)

= 1 − lim inf
s→∞

Px(Ac, t < ζ | t + s < ζ)

≤ 1 − Ex

1(Ac, t<τ−0 )
Xαρ̂

t

xαρ̂


= Ex

1(t<τ−0 )
Xαρ̂

t

xαρ̂

 − Ex

1(Ac, t<τ−0 )
Xαρ̂

t

xαρ̂


= Ex

1(A, t<τ−0 )
Xαρ̂

t

xαρ̂

 . (5.29)

The equality in (5.23) is thus justified.

Among those trajectories that remain positive, the change of measure (5.26)
rewards trajectories that move to large positive values and penalises trajectories
that visit close to the origin. Accordingly, we see heuristically that the resulting
process should be repelled from the origin. We can make this more precise by
examining our next claim that (P↑x, x > 0) describes a family of probability
measures that belong to a pssMp. Said another way, we claim that the stable
process conditioned to stay positive is a pssMp.

We observe, using Lemma 5.8, that for all positive, bounded and measurable
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functions f of (Xs, s ≤ t),

E↑x[ f (cXc−α s, s ≤ t)]

= E

[
f (c(x + Xc−α s), s ≤ t)

(x + Xc−αt)αρ̂

xαρ̂
1(x+Xc−α t≥0)

]
= E

[
f (c(x + Xc−α s), s ≤ t)

(cx + cXc−αt)αρ̂

(cx)αρ̂
1(cx+cXc−α t≥0)

]
= E

[
f (cx + Xs, s ≤ t)

(cx + Xt)αρ̂

(cx)αρ̂
1(cx+Xt≥0)

]
= E↑cx[ f (Xs, s ≤ t)], (5.30)

for c, t > 0. It is automatic that (X,P↑) is a Markov process from the change
of measure. The remaining limiting properties of the semigroup associated to
P↑ that identify (X,P↑) as a Feller process (see Definition A.14 in the Ap-
pendix) are easy to verify once using the change of measure and dominated
convergence. It follows that the stable process conditioned to stay positive is
yet another example of a pssMp.

Now suppose we denote by ξ↑ = (ξ↑t , t ≥ 0) the Lévy process associated
through the Lamperti transform to the conditioned stable process and write
(P↑x, x ∈ R) for its probabilities (reserving, as usual, the special notation P↑ in
place of P↑0). We are again interested in computing the characteristic exponent
of ξ↑, which we henceforth write Ψ↑.

Recalling the previously observed fact that, for each t ≥ 0 and x > 0, the
quantity ϕ(t) is a stopping time, we can use the change of measure (5.26) at
this stopping time and write, for all bounded measurable function g,

E↑1[g(X↑t )] = E↑[g(eξ
↑

ϕ(t) )] = E∗
[
g(eξ

∗
ϕ(t) )eαρ̂ξ

∗
ϕ(t) 1(t<I∗∞)

]
.

Recalling that Ψ∗(−iαρ̂) = 0, we can deduce that ξ↑ has the law of the process
ξ∗ under an Esscher transform and in particular that Ψ↑(z) = Ψ∗(z − iαρ̂), for
z ∈ R; see Section 2.8 and (2.24) in particular. Note that we are applying
the Esscher transform to a Lévy process which is killed at an independent
and exponentially distributed random time. Nonetheless, Theorem 2.10 still
accommodates for this context.

The Lévy process ξ↑ experiences no killing as Ψ↑(0) = Ψ∗(−iαρ̂) and, since

Ψ↑′(0) = Ψ∗′(−iαρ̂) = −iΓ(αρ)Γ(1 + αρ̂),

it follows that ξ↑ drifts to infinity at rate iΨ↑′(0) = Γ(αρ)Γ(1 + αρ̂) > 0. Re-
turning to (5.26), and recalling our earlier remarks that it rewards paths that
explore large values and penalises paths that remain close to the origin, we
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now see that the Lamperti representation and the fact that ξ↑ drifts to ∞ actu-
alises this heuristic. Summarising, we have the following result.

Theorem 5.14. Suppose that X is a stable process which does not have mono-
tone paths. The stable process conditioned to stay positive, defined by (5.23)
or equivalently (5.26), is a conservative positive self-similar Markov process
whose underlying Lévy process is given by

Ψ↑(z) =
Γ(αρ − iz)

Γ(−iz)
Γ(1 + αρ̂ + iz)

Γ(1 + iz)
, z ∈ R. (5.31)

In particular, in the spectrally one-sided cases that α ∈ (1, 2), αρ = 1 and
α ∈ (1, 2), αρ̂ = 1, we interpret one of the two ratios of gamma functions
as linear. Moreover, the process ξ↑ belongs to the class of Lamperti-stable
processes with parameters (1, αρ, αρ̂).

As the stable process conditioned to stay positive is a conservative process
we can verify whether we can include the probabilities P↑0 in its definition or
not by appealing to Theorem 5.3. For convenience, we restrict ourselves to the
setting of two-sided jumps, the story for one-sided jumps is easily dealt with in
a similar fashion. Thanks to the Wiener–Hopf factorisation (5.31), the ascend-
ing ladder height process of ξ↑ is a β-subordinator with parameters (0, 0, αρ);
cf. Proposition (4.1). Suppose its Lévy density is denoted by υ↑, then Corollary
4.3, gives us

υ↑(x) =
αρ

Γ(1 − αρ)
(
1 − e−x)−αρ−1 e−αρx, x > 0.

Hence, from e.g. Theorem 2.9, verifying directly that
∫ ∞

1 υ↑(x)dx < ∞, we see
that the mean of the ascending ladder height is finite. Thus the conditions of
Theorem 5.3 are met and we may include P↑0 in the definition of the process
conditioned to stay non-negative. Moreover, we have all the ingredients to ex-
plicitly characterise P↑0. More precisely, we can compute explicitly the Mellin
transform of X1 and therefore determine its density.

Recall P↑ is the law of ξ↑. Corollary 4.7 (ii), tells us that E↑[ξ↑1] ∈ (0,∞).
Hence from Theorem 5.3, the Melin transform of the entrance law of (X,P↑0) is
such that

E↑0

[
Xs−1

t

]
=

t
s−1
α

αE↑
[
ξ↑1

]E↑
[(

Î↑∞
) 1−s

α −1
]
,

where Î↑∞ =
∫ ∞

0 exp{−αξ↑s }ds. From the explicit form of the characteristic ex-
ponent of the process ξ↑, see (5.31), we deduce that

E↑
[
ξ↑1

]
= Γ(αρ)Γ(1 + αρ̂).
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Moreover, from Theorem 4.13 (i), the Mellin transform of the exponential
functional Î↑∞ can be computed explicitly in terms of the double gamma func-
tion since −ξ↑ is in the class H4. In other words, the entrance law of (X,P↑0)
satisfies

E↑0

[
Xs−1

t

]
= Cα,ρt

s−1
α Γ

(
1 − s
α

) G
(

1−s
α

; 1
α

)
G
(
ρ + 1−s

α
; 1
α

) G
(
αρ̂+α+s

α
; 1
α

)
G
(
α+s
α

; 1
α

) ,

where the function G is the double gamma function introduced in (4.42) and

Cα,ρ =
1

αΓ(αρ)Γ(1 + αρ̂)

G
(
ρ + 1; 1

α

)
G
(
1; 1

α

) G
(

1
α

; 1
α

)
G
(

1+αρ̂
α

; 1
α

) .

5.5 Stable processes conditioned to limit to 0 from above

Let us again assume that X is a stable process which does not have monotone
paths. There is another type of conditioning for Lévy processes, which also
boils down to a change of measure, in the spirit of (5.26), which can be used
to identify a family of positive self-similar Markov processes in the special
setting that we work with α-stable processes. The conditioning of interest is
that of the stable process conditioned to limit continuously to the origin before
entering (−∞, 0). With this, we can immediately further exclude from interest
the setting that α ∈ (1, 2) and αρ̂ = 1 (spectrally positive processes with non-
monotone paths) since they automatically exhibit this behaviour without the
need for conditioning.

As in the previous two sections, we work with ζ as the generic notation
for the lifetime of the processes we consider so, e.g. ζ = τ−0 for (X,Px), x >

0. Define the family of probabilities (P↓x, x > 0) such that, for each A ∈ Ft,
x, t, η > 0,

P↓x(A, t < ζ) = lim
η↓0
P↓x(A, t < τ−η ) := lim

η↓0
lim
ε↓0
Px(A, t < τ−η |Xτ−0−

≤ ε), (5.32)

where Xt = inf s≤t Xs.
The limit can be computed once we recall the identity in Theorem 3.4 ap-

plied to the descending ladder subordinator of X, say H, (which is a stable
subordinator with index αρ̂) at first passage time T +

x = inf{t > 0 : Ht > x}.
From this identity we can derive, for any 0 < ε < x,

Px(Xτ−0−
≤ ε) = P0(x − HT +

x − ≤ ε)

=
sin(παρ̂)

π

∫ ε

0
(x − u)αρ̂−1u−αρ̂du.
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From the above equality, L’Hôpital’s rule thus gives us that

lim
ε→0

εαρ̂−1Px(Xτ−0−
≤ ε) =

sin(παρ̂)
π(1 − αρ̂)

xαρ̂−1.

With this in hand, again assuming that limits can be exchanged with expecta-
tions, we have with the help of L’Hôpital’s rule that

P↓x(A, t < τ−η ) = lim
ε↓0
Ex

1(A, t<τ−η )

Py(Xτ−0−
≤ ε)|y=Xt

Px(Xτ−0−
≤ ε)

 (5.33)

= Ex

1(A, t<τ−η )
Xαρ̂−1

t

xαρ̂−1


The conditioning (5.32) thus corresponds to the change of measure

dP↓x
dPx

∣∣∣∣∣∣
Ft

=
Xαρ̂−1

t

xαρ̂−1 1(t<ζ), t ≥ 0. (5.34)

Define P↓ = (P↓x, x > 0). As in the previous section, we can verify, through
careful analysis of (5.34), that the resulting process (X,P↓) is both well defined
(in particular that the limit (5.33) is justified) and that is is a pssMp. The key
detail is that the right-hand side of (5.34) is a martingale. Once again, this
a consequence of an exponential change of measure for the underlying Lévy
process ξ∗. It is straightforward to observe that Ψ∗(−i(αρ̂− 1)) = 0 from (5.16)
and hence exp((αρ̂ − 1)ξ∗t )1(t<ζ), t ≥ 0, is a martingale. In a similar way to
the calculations in the previous section, this translates to the right-hand side of
(5.34) being a martingale as desired.

With our martingale in hand, we leave to the reader the details of the justifi-
cation of the limit in (5.33), as well as the fact that (X,P↓) is a Feller process.
They are essentially the same as in the pervious section.

The process (X,P↓) is referred to as the stable process conditioned to limit to
0 from above. Unlike the construction of the stable process conditioned to stay
positive, on account of the fact that αρ̂ < 1, amongst those paths that remain
positive, the change of measure in (5.34) rewards paths that pass close to the
origin and penalise those paths that explore large values.

Suppose now that we defined ξ↓ = (ξ↓t , t ≥ 0) as the Lévy process associated
through the Lamperti transform to the stable process conditioned to limit to 0
from above. Similarly to the case of ξ↑, it turns out relatively simple to compute
its characteristic exponent, which we shall henceforth denote by Ψ↓. Indeed,
as before, for all bounded measurable g, we have from (5.34) and the Lamperti
transform that

E↓1

[
g(X↓t )

]
= E↓

[
g(ξ↓ϕ(t))

]
= E∗

[
g(ξ∗ϕ(t))e

(αρ̂−1)ξ∗ϕ(t) 1(t<I∗∞)

]
,
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where P↓ is the law of ξ↓ issued from the origin, ϕ(t) is the time change in the
Lamperti transform. Note this also shows that the right-hand side of (5.34) is a
martingale similarly to the setting for P↑. In essence, ξ↓ has the same law as ξ∗

under an Esscher transform. More precisely, one easily sees that Ψ↓(z) = Ψ∗(z−
i(αρ̂ − 1)). The process ξ↓ belongs to the class of Lamperti-stable processes
with parameters (β, γ, γ̂) = (0, αρ, αρ̂). Moreover, this process has no killing,
i.e. Ψ↓(0) = 0. Since

Ψ↓′(0) = Ψ∗′(−i(αρ̂ − 1)) = iΓ(1 + αρ)Γ(αρ̂),

we have that ξ↓1 has mean rate of increment iΨ↓′(0) = −Γ(1 + αρ)Γ(αρ̂), which
in turn ensures that ξ↓ drifts to −∞. Indeed, by comparing their characteristic
exponents, one may note that ξ↓ has the law of −ξ↑ with the roles of ρ and ρ̂
interchanged. The long term drift of ξ↓ to −∞ also emphasises the heuristic
given earlier concerning the interpretation of the change of measure (5.34) in
terms of how it rewards paths.

Theorem 5.15. Suppose that X is a stable process without monotone paths,
which has the possibility of negative jumps. The stable process conditioned
to limit to 0 from above, defined by (5.32) or equivalently (5.34), is non-
conservative pssMp such that the underlying Lévy process, ξ↓, has charac-
teristic exponent given by

Ψ↓(z) =
Γ(1 + αρ − iz)

Γ(1 − iz)
Γ(iz + αρ̂)

Γ(iz)
, z ∈ R.

In other words, ξ↓ is a Lamperti-stable Lévy process with parameters (β, γ, γ̂) =

(0, αρ, αρ̂).

Clearly the stable process conditioned to conditioned to limit to 0 from
above is non-conservative. The only strictly positive Cramér number associ-
ated to ξ↓ is given by 1, i.e. Ψ(−i) = 0. It thus follows from Theorem 5.7 that
the condition (5.11) is satisfied with β = 1, and thus a recurrent extension is
possible, if and only if α ∈ (1, 2).

5.6 Censored stable process

Suppose that X is a stable process which has two-sided jumps. Define the oc-
cupation time of (0,∞) for X,

At =

∫ t

0
1(Xs>0) ds, t ≥ 0,



138 Positive self-similar Markov processes

and let

γ(t) = inf{s ≥ 0 : As > t}, t ≥ 0, (5.35)

be its right-continuous inverse. Define a process (Žt, t ≥ 0) by setting Žt =

Xγ(t), t ≥ 0. This is the process formed by erasing the negative components
of the space-time trajectory of X and shunting together the remaining positive
sections of path.

We now turn zero into a cemetery state. Define the stopping time

T0 = inf{t > 0 : Žt = 0}, (5.36)

and the process

Zt = Žt1(t<T0), t ≥ 0,

which is killed and absorbed at its cemetery state zero. We call the process Z
the censored stable process. Our claim is that, up to its killing time T0, this pro-
cess is a positive self-similar Markov process. It is perhaps worth noting that
we have a priori excluded the case that X has one-sided jumps as the result-
ing path description above produces the corresponding stable process killed on
entering the lower half-line.

We now consider the scaling property. For each c > 0, define the rescaled
process (Žc

t , t ≥ 0) by Žc
t = cŽc−αt, and, correspondingly, let γc be defined such

that ∫ γc(t)

0
1(Xc

s>0) ds = t, (5.37)

where Xc
t = cXc−αt, t ≥ 0. By changing variable with u = c−αs in (5.37) and

noting that Aγ(c−αt) = c−αt, a short calculation shows that

cαγ(c−αt) = γc(t).

For each x, c > 0, we have under Px,

cŽc−αt = cXγ(c−αt) = cXc−αγc(t) = Xc
γc(t), t ≥ 0.

The right hand side above is equal in law to the process (Ž,Pcx), which estab-
lishes self-similarity of Ž. Note, moreover, that, for all c > 0, if T c

0 is the time
to absorption in {0} of Ž, then

T c
0 = inf{t > 0 : Žc−αt = 0} = cα inf{s > 0 : Žs = 0} = cαT0. (5.38)

It follows that, for all x, c > 0, under Px, cZc−αt = cŽc−αt1(c−αt<T0), t ≥ 0, which
is equal in law to Z under Pcx.

It remains to show that Z has the Feller property. This is easily verified
through the Feller property of X and left as an exercise to the reader.
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We now consider the pssMp Z more closely for different values of α ∈ (0, 2).
Denote by

{

ξ= (
{

ξ t, t ≥ 0) the Lévy process associated to the censored stable
process through the Lamperti transform. From the exposition in Chapter 3 we
know that, for α ∈ (0, 1], the stable process X cannot hit points. This implies
that T0 = ∞ almost surely, and so, in this case, Z = Ž and

{

ξ experiences
no killing. Moreover, when α ∈ (0, 1), the process X is transient, meaning
limt→∞ |Xt | = ∞, which implies that Z has almost surely finite occupancy of
any bounded interval, and hence limt→∞

{

ξ t= ∞. When α = 1, the process
X is recurrent, meaning lim inft→∞ |Xt | = 0 and lim supt→∞ |Xt | = ∞, and so,
lim supt→∞

{

ξ t= − lim inft→∞
{

ξ t= ∞. Meanwhile, for α ∈ (1, 2), X can hit every
point. Hence, we have, in particular, that T0 < ∞. However, on account of
the fact that creeping is not possible, the process X must make infinitely many
jumps across zero during any arbitrarily small period of time immediately prior
to hitting zero. Therefore, for α ∈ (1, 2), Z approaches zero continuously.

Unlike the previous examples of pssMp, understanding the Lamperti trans-
form of the censored stable process is a much less straightforward procedure.
Nonetheless we shall proceed through a number of steps to achieve this goal.
We start with the following result.

Theorem 5.16. Suppose that X has two sided-jumps. The Lévy process
{

ξ can
be identified as follows.

(i) It is equal in law to the sum of two independent Lévy processes ξL and
ξC1 .

(ii) The Lévy process ξL has characteristic exponent

Ψ∗(z) − q∗, z ∈ R,

where we recall that Ψ∗ is the characteristic exponent of the process ξ∗

defined in Section 5.3 and q∗ = Ψ∗(0) is the killing rate of ξ∗, see (5.13).
Said another way, ξL is formed by removing the effect of independent
killing from ξ∗.

(iii) The process ξC1 is a compound Poisson process with jump rate q∗ and
jump distribution, FC1 on R, given by its characteristic function,∫
R

eiθxFC1 (dx) =
sin(παρ)
πΓ(α)

Γ(1−αρ+iθ)Γ(αρ−iθ)Γ(1+iθ)Γ(α−iθ), (5.39)

for θ ∈ R.

Before beginning the proof, let us make some preparatory remarks. Recall
that τ−0 = inf{t > 0 : Xt < 0} and let

σ = inf{t > τ−0 : Xt > 0}
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be the return time to (0,∞) for X. Note that, due to the continuous nature of
the time-change γ,

Zτ−0 = Xσ and Zτ−0− = Xτ−0−
.

In order to prove Theorem 5.16, we require the following lemma.

Lemma 5.17. Suppose that X has two sided-jumps. For each x > 0, the joint
law of (Xτ−0

, Xτ−0−
, Xσ) under Px is equal to the joint law of (xXτ−0

, xXτ−0−
, xXσ)

under P1.

Proof Recall that, for each c > 0, we defined the rescaled process (Xc
t , t ≥ 0)

by Xc
t = cXc−αt, t ≥ 0. Let τc,−

0 = inf{t > 0 : Xc
t < 0} and σc = inf{t > τc,−

0 :
Xc

t > 0}. Then

cατ−0 = inf{cαt > 0 : Xt < 0} = inf{s > 0 : cXc−α s < 0} = τc,−
0 ,

and, similarly,

cασ = inf{cαt > cατ−0 : Xt > 0} = inf{s > τc,−
0 : cXc−α s < 0} = σc.

With the classical scaling property of X, this implies that for every c, x > 0,
under Px,

(cXτ−0
, cXτ−0−

, cXσ) = (cXc−ατc,−
0
, cXc−ατc,−

0 −
, cXc−ασc ) d

= (Xτ−0
, Xτ−0−

, Xσ),

under Pcx. The claim follows by setting c = 1/x. �

Proof of Theorem 5.16 (i) and (ii) Applying the strong Markov property at
the stopping time τ−0 , it is sufficient to study the process (Zt, t ≤ τ−0 ). It is
clear that the path section (Zt, t < τ−0 ) (note the strict inequality) agrees with
(Xt, t < τ−0 ); however, rather than being killed at time τ−0 , the process Z jumps
to a positive state. Recalling that ξ∗ is the Lévy process that describes, through
the Lamperti transform, the process X killed on entering (−∞, 0), it follows
that the dynamics of

{

ξ agree with those of ξ∗ up to, but not including, the mo-
ment of killing of the latter. Instead of being killed at rate q∗, the process

{

ξ

experiences an additional jump at rate q∗. This yields the decomposition of
{

ξ

into the sum of ξL := (ξL
t , t ≥ 0) and ξC1 := (ξC1

t , t ≥ 0), where ξC1 is a process
which jumps at the times of a Poisson process with rate q∗, but whose jumps
may depend on the position of

{

ξ prior to this jump. What remains to be shown
is that the value of the first jump (and hence all subsequent jumps) of ξC1 is
also independent of the previous path of ξL.

Let T1 be the time of the first jump of the process ξC1 and note from above
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that it is an independent exponentially distributed random variable with param-
eter q∗. Using only the independence of the jump times of ξL and ξC1 , we can
compute

∆Zτ−0 := Zτ−0 − Zτ−0− = exp(ξL
T1

+ ξC1
T1

) − exp(ξL
T1−

+ ξC1
T1−

)

= exp(
{

ξT1−
)
[
exp(∆ξC1

T1
) − 1

]
= Xτ−0−

[
exp(∆ξC1

T1
) − 1

]
,

where ∆ξC1
s = ξC1

s − ξ
C1
s− . It follows that

exp(∆ξC1
T1

) = 1 +
∆Zτ−0
Xτ−0−

= 1 +
Xσ − Xτ−0−

Xτ−0−
=

Xσ

Xτ−0−
.

Hence, it is sufficient to show that Xσ/Xτ−0−
is independent of (Xt, t < τ−0 ). To

this end, observe that one consequence of Lemma 5.17 is that, for a bounded
measurable function g and x > 0,

Ex

[
g
( Xσ

Xτ−0−

)]
= E1

[
g
( Xσ

Xτ−0−

)]
.

Now, fix n ∈ N, take bounded, measurable functions f and g and 0 ≤ s1 < s2 <

· · · < sn ≤ t. Then, using the Markov property and the above equality,

E1

[
f (Xs1 , . . . , Xsn )g

( Xσ

Xτ−0−

)
1(t<τ−0 )

]
= E1

[
f (Xs1 , . . . , Xsn )1(t<τ−0 )EXt

[
g
( Xσ

Xτ−0−

)]]
= E1

[
f (Xs1 , . . . , Xsn )1(t<τ−0 )

]
E1

[
g
( Xσ

Xτ−0−

)]
.

We have now shown that ξL and ξC1 are independent. �

For the proof of Theorem 5.16 (iii), we need to have some understanding of
the jump distribution of compound Poisson process ξC1 . Let us introduce some
additional notation in order to meet this goal. Let X̂ be an independent copy of
the dual process −X and let

τ̂−0 = inf{t > 0 : X̂t < 0}.

Note that X̂ is also a stable process. Furthermore, we shall denote by ∆ξC1 a
random variable whose law is the same as the jump distribution of ξC1 . Before
proving part (ii) of Theorem 5.16, we first need an intermediate lemma.
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Lemma 5.18. Suppose that X has two sided-jumps. The distribution of exp(∆ξC1 )
is equal to that of (

−
Xτ−0

Xτ−0−

)(
−X̂τ̂−0

)
,

where X and X̂ are taken to be independent, such that X0 = X̂0 = 1.

Proof In the proof of Theorem 5.16, we saw that

exp(∆ξC1
T1

) =
Xσ

Xτ−0−
. (5.40)

Applying the Markov property at time τ−0 , and then using Lemma 5.17 but
applied to the stable process X̂, we obtain for bounded, measurable f ,

E1[ f (Xσ)|Fτ−0 ] = E−y[ f (−X̂τ̂−0
)]
∣∣∣
y=Xτ−0

= E1[ f (yX̂τ̂−0
)]
∣∣∣
y=Xτ−0

.

Then, by disintegration,

E1

[
f
( Xσ

Xτ−0−

)]
= E1

[∫
(0,∞)

f
( x

Xτ−0−

)
P1(Xσ ∈ dx|Fτ−0 )

]
= E1

[∫
(0,∞)

f
( x

Xτ−0−

)
P1

[
yX̂τ̂−0

∈ dx
]∣∣∣

y=Xτ−0

]
= E1

[
E1

[
f
(yX̂τ̂−0−

z

)]∣∣∣∣∣
y=Xτ−0

, z=Xτ−0 −

]
.

The claim now follows. �

Proof of Theorem 5.16 (iii) The jump rate being equal to q∗ has already been
established. The characteristic function of ∆ξC1 can be evaluated by using the
explicit distributional details of overshoots and undershoots of stable Lévy pro-
cesses in the context of Lemma 5.18. For this Theorem 3.6 will be essential.

Recall that, for a ∈ R,

τ+
a = inf{t > 0 : Xt > a},

and let τ̂+
a be defined similarly for X̂. We have with the help of the beta function



5.6 Censored stable process 143

and Theorem 3.6,

E1[(−X̂τ̂−0
)iθ] = E[(Xτ+

1
− 1)iθ]

=
sin(παρ)

π

∫ ∞

0
tiθ−αρ(1 + t)−1 dt

=
sin(παρ)

π
Γ(1 − αρ + iθ)Γ(αρ − iθ), θ ∈ R. (5.41)

Furthermore,

E1

(− Xτ−0

Xτ−0−

)iθ
 = E

( X̂τ̂+
1
− 1

1 − X̂τ̂+
1−

)iθ


=
sin(παρ̂)

π

Γ(α + 1)
Γ(αρ)Γ(αρ̂)

×

∫ 1

0

∫ ∞

y

∫ ∞

0

uiθ(1 − y)αρ̂−1(v − y)αρ−1

viθ(v + u)1+α
du dv dy. (5.42)

For the innermost integral above, substituting w = v/u and appealing to the
integral representation of the beta function in Appendix (A.18), we have∫ ∞

0

uiθ

(u + v)1+α
du = viθ−α

∫ ∞

0

wα−iθ−1

(1 + w)1+α
dw = viθ−α Γ(iθ + 1)Γ(α − iθ)

Γ(α + 1)
.

Substituting z = v/y − 1, the next iterated integral in (5.42) becomes∫ ∞

y
v−α(v − y)αρ−1 dv = y−αρ̂

∫ ∞

0

zαρ−1

(1 + z)α
dz = y−αρ̂

Γ(αρ)Γ(αρ̂)
Γ(α)

.

Finally, it remains to calculate the resulting outer integral of (5.42),∫ 1

0
y−αρ̂(1 − y)αρ̂−1 dy = Γ(1 − αρ̂)Γ(αρ̂).

Multiplying together these expressions and using the reflection identity for
the gamma function, see (A.12) in the Appendix, we obtain

E1

(− Xτ−0

Xτ−0−

)iθ
 =

Γ(iθ + 1)Γ(α − iθ)
Γ(α)

. (5.43)

The result now follows from Lemma 5.18 by multiplying (5.41) and (5.43)
together. �

Finally we are ready to fulfil our objective of computing the characteristic
exponent

{

Ψ of
{

ξ. First we compute ΨC1 and ΨL, the characteristic exponents of
ξC1 and ξL. As ξC1 is a compound Poisson process with jump rate q∗ given by
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(5.13) and jump distribution given by (5.39), we obtain, after re-writing with
the help of the reflection formula (c.f. (A.12) in the Appendix),

q∗ =
Γ(α)

Γ(αρ̂)Γ(1 − αρ̂)
,

that, for θ ∈ R,

ΨC1 (θ) =
Γ(α)

Γ(αρ̂)Γ(1 − αρ̂)

(
1 −

Γ(1 − αρ + iθ)Γ(αρ − iθ)Γ(1 + iθ)Γ(α − iθ)
Γ(αρ)Γ(1 − αρ)Γ(α)

)
.

On the other hand, Theorem 5.9 provides an expression for the characteris-
tic exponent Ψ∗ of the Lamperti-stable process ξ∗, and removing the killing
constant q∗, Theorem 5.16 (i) gives us

ΨL(θ) =
Γ(α − iθ)
Γ(αρ̂ − iθ)

Γ(1 + iθ)
Γ(1 − αρ̂ + iθ)

−
Γ(α)

Γ(αρ̂)Γ(1 − αρ̂)
.

Applying the reflection formula twice, we compute
{

Ψ (θ) = ΨL(θ) + ΨC1 (θ)

= Γ(α − iθ)Γ(1 + iθ)

×

(
1

Γ(αρ̂ − iθ)Γ(1 − αρ̂ + iθ)
−

Γ(1 − αρ + iθ)Γ(αρ − iθ)
Γ(αρ)Γ(1 − αρ)Γ(αρ̂)Γ(1 − αρ̂)

)
= Γ(α − iθ)Γ(1 + iθ)Γ(1 − αρ + iθ)Γ(αρ − iθ)

×

(
sin(π(αρ̂ − iθ)) sin(π(αρ − iθ))

π2 −
sin(παρ̂) sin(παρ)

π2

)
. (5.44)

Manipulations of the classical product and sum identities for trigonometric
functions give us

sin(π(αρ̂ − iθ)) sin(π(αρ − iθ)) + sin(πiθ) sin(π(α − iθ)) = sin(παρ̂) sin(παρ).

Hence we can push (5.44) a little further and write

{

Ψ (θ)Γ(α − iθ)Γ(1 + iθ)Γ(1 − αρ + iθ)Γ(αρ − iθ)
sin(πiθ) sin(π(α − iθ))

π2

Again, using the reflection formula for gamma functions twice (see (A.12) in
the Appendix), this leads to the following main result.

Theorem 5.19. Suppose that X has two sided-jumps. For the pssMp con-
structed by censoring the stable process in (−∞, 0), the underlying Lévy pro-
cess

{

ξ that appears through the Lamperti transform has characteristic expo-
nent given by

{

Ψ (z) =
Γ(αρ − iz)

Γ(−iz)
Γ(1 − αρ + iz)
Γ(1 − α + iz)

, z ∈ R. (5.45)
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In other words, the process
{

ξ belongs to the class of hypergeometric Lévy
processes with (β, γ, β̂, γ̂) = (1, αρ, 1 − α, αρ̂).

We may now directly from (5.45) that
{

ξ drifts to∞, oscillates, drifts to −∞,
respectively, as α ∈ (0, 1), α = 1 and α ∈ (1, 2), with two-sided jumps in all
cases. In other words, its associated pssMp Z is transient for α ∈ (0, 1) and
recurrent for α ∈ [1, 2). We also deduce that, in accordance with the behaviour
of X, the process Z drift to ∞, oscillates or hits 0 continuously, respectively
when α ∈ (0, 1), α = 1 and α ∈ (1, 2).

In the conservative setting, i.e. if α ∈ (0, 1], from Theorem 4.6 the ascending
ladder process is a β-subordinator with Laplace exponent λ 7→ Γ(αρ+λ)/Γ(λ).
As in the setting of the stable process conditioned to stay positive, it is easy
to verify that the conditions of Theorem 5.3 are thus met and hence the cen-
sored stable process is well defined when issued from the origin. Moreover, we
can compute explicitly the Mellin transform of Z1 and therefore determine its
density when α ∈ (0, 1).

Let us assume that α ∈ (0, 1) and write
{

P for the law of
{

ξ. Recall from
Corollary 4.7 part (ii), that

{

E [
{

ξ1] ∈ (0,∞). Hence from Theorem 5.3, the
Melin transform of the entrance law of (Z,P0) is such that

E0

[
Z s−1

t

]
=

t
s−1
α

α
{

E
[
{

ξ1

] {

E
[({

I∞
) 1−s

α −1
]
,

where
{

I∞=
∫ ∞

0 exp{−α
{

ξ s}ds. From the explicity form of the characteristic

exponent of the process
{

ξ, see (5.45), we deduce that

{

E
[
{

ξ1

]
= Γ(αρ)Γ(1 − αρ).

Moreover, from Theorem 4.13 (i), the Mellin transform of the exponential

functional
{

I
↑

∞ can be computed explicitly in terms of the double gamma func-
tion since −

{

ξ is in the class H4. In other words, the entrance law of (Z,P0)
satisfies

E0

[
Z s−1

t

]
= Cα,ρt

s−1
α Γ

(
1 − s
α

) G
(

1−s
α

; 1
α

)
G
(
ρ + 1−s

α
; 1
α

) G
(
αρ̂+s
α

; 1
α

)
G
(

s
α

; 1
α

) ,

where the function G is the double gamma function introduced in (4.42) and

Cα,ρ =
1

αΓ(αρ)Γ(1 − αρ)

G
(
ρ + 1; 1

α

)
G
(
1; 1

α

) G
(

1−α
α

; 1
α

)
G
(

1−αρ
α

; 1
α

) .
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In the non-conservative setting, i.e. when α ∈ (1, 2), we note that the non-
negative Cramér number is equal to 0 < α − 1 < 1 < α. The conditions of
Theorem 5.7 thus holds and a recurrent extension is possible. The recurrent
extension is, of course, the continued censoring of X.

5.7 Radial part of an isotropic stable process

In this section, we consider an isotropic d-dimensional stable process X with
index α ∈ (0, 2). In particular, we are interested in the process defined by its
radial part, i.e. (|Xt |, t ≥ 0), where | · | denotes the Euclidian norm.

Similarly to the case of the censored stable process, we turn zero into a
cemetery state since the process X may be recurrent and hit zero. Define the
stopping time

τ{0} = inf{t > 0 : |Xt | = 0}, (5.46)

and the process

Zt = |Xt |1(t<τ{0}), t ≥ 0, (5.47)

which is killed and absorbed at its cemetery state whenever X hits 0 for the
first time.

Recall that X is isotropic. That is to say, for any orthogonal matrix U on Rd,
the processes X and UX have the same law under P0. It follows that the process
Z = (Zt, t ≥ 0) is Markovian. Indeed, suppose we identify (X(x)

t , t ≥ 0) as equal
in law to (X,Px). Distributional rotational invariance implies that

(|X(x)
t |, t ≥ 0)

(d)
= (|X(|x|1)

t |, t ≥ 0) (5.48)

where
(d)
= means equality in law and 1 = (1, 0, · · · , 0) ∈ Rd is the ‘North Pole’

on Sd−1. Moreover, for any bounded and measurable function g, appealing to
the Markov property of X(x) and (5.48), we have

E
[
g
(
|X(x)

t+s|
) ∣∣∣∣ σ(|X(x)

u |, u ≤ s)
]

= E
[
g
(
|X̃(X(x)

s )
t |

) ∣∣∣∣∣ σ(|X(x)
u |, u ≤ s)

]
= E

[
g
(
|X̃(|X(x)

s |1)
t |

) ∣∣∣∣∣ σ(|X(x)
u |, u ≤ s)

]
= E

[
g
(
|X̃(y1)

t |
)]

y=|X(x)
s |

where X̃(y)
t , t ≥ 0 is an independent copy of (X,Py), y ∈ Rd. It follows that

|X| and hence Z is a Markov process. This argument can easily be developed
to deduce that Z is a Feller process (see Definition A.14 in the Appendix) by
using the Feller property of X and dominated convergence.
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The process Z also inherits the scaling property from X and the scaling of
τ{0}, similar in spirit to (5.38). This implies that the radial part of an isotropic
stable process killed when it hits zero is a pssMp with index α.

We now consider the process Z more closely for different values of α and d,
and denote by ξ = (ξt, t ≥ 0) its associated Lévy process through the Lamperti
transform. From the exposition in Chapter 3 we know that, for d ≥ α, the
stable process X cannot hit points. This implies that τ{0} = ∞ almost surely,
and so, in this case, Z and ξ experience no killing. Moreover, when α < d, the
process X is transient implying that Z and ξ drift to ∞. When d = α = 1, the
process X is recurrent which implies that the Lévy process ξ oscillates. In the
remaining case, i.e. d = 1 and α ∈ (1, 2), the process X is recurrent and can
hit every point, in other words, τ{0} < ∞ almost surely. Since X must make
infinitely many jumps across zero during any arbitrarily small period of time
immediately prior to hitting zero, the process Z approaches zero continuously
implying that ξ drifts to −∞.

Towards the goal of computing the characterisitic exponent of ξ, we first
show that in the one-dimensional setting there is a similar decomposition of
the Lévy process which is associated to the censored stable process. More
precisely, we have the following result.

Proposition 5.20. Assume that d = 1. The Lévy process ξ can be decomposed
as follows

(i) It is equal in law to the sum of two independent Lévy processes ξL and
ξC2 .

(ii) The Lévy process ξL has characteristic exponent

Ψ∗(z) − q∗, z ∈ R,

where we recall that Ψ∗ is the characteristic exponent of the process ξ∗

defined in Section 5.3 and q∗ = Ψ∗(0) is the killing rate of ξ∗, see (5.13).
Said another way, ξL is formed by removing the effect of independent
killing from ξ∗.

(iii) The process ξC2 is a compound Poisson process with jump rate q∗ and
jump distribution, FC2 on R, given by its characteristic function,∫

R

eiθxFC2 (dx) =
Γ(1 + iθ)Γ(α − iθ)

Γ(α)
. (5.49)

Proof In order to prove this result, we use similar arguments as those used in
the censored stable process case that we repeat for the sake of completeness.
Recall that τ−0 = inf{t > 0 : Xt < 0} and observe that it is almost surely
finite since the process X is symmetric. Again from symmetry and the strong
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Markov property at τ−0 , one can deduce that it is sufficient to study the process
(Zt, t ≤ τ−0 ). It is clear that the path section (Zt, t < τ−0 ) agrees with (Xt, t <
τ−0 ); however, rather than being killed at time τ−0 , the process Z jumps to a
positive state. Recalling that ξ∗ is the Lévy process that describes, through the
Lamperti transform, the process X killed on entering (−∞, 0), it follows that the
dynamics of ξ agree with those of ξ∗ up to, but not including, the moment of
killing of the latter. Instead of being killed at rate q∗, the process ξ experiences
an additional jump at rate q∗. This yields the decomposition of ξ into the sum
of ξL := (ξL

t , t ≥ 0) and ξC2 := (ξC2
t , t ≥ 0) a process which jumps at the times

of a Poisson process with rate q∗, but whose jumps may depend on the position
of ξ prior to this jump.

Let T1 be the time of the first jump of the process ξC2 and note that it is
an independent exponentially distributed random variable with parameter q∗.
Using only the independence of the jump times of ξL and ξC2 , we can compute

∆Zτ−0 := Zτ−0 − Zτ−0− = exp(ξL
T1

+ ξC2
T1

) − exp(ξL
T1−

+ ξC2
T1−

)

= exp(ξT1−)
[
exp(∆ξC2

T1
) − 1

]
= Xτ−0−

[
exp(∆ξC2

T1
) − 1

]
,

where ∆ξC2
s = ξC2

s − ξ
C2
s− . It follows that

exp(∆ξC2
T1

) = 1 +
∆Zτ−0
Xτ−0−

= 1 +
−Xτ−0

− Xτ−0−

Xτ−0−
= −

Xτ−0

Xτ−0−
,

which is independent of (Xt, t < τ−0 ) according to the proof of Theorem 5.16,
thus implying that ξL and ξC2 are independent. Moreover, from the proof of
Proposition 5.20 and (5.43), the characteristic function of the jump distribution
FC2 satisfies (5.49). �

We now proceed with the main result in this section which determines the
characteristics of ξ.

Theorem 5.21. For the pssMp constructed using the radial part of an isotropic
d-dimensional stable process, the underlying Lévy process, ξ that appears
through the Lamperti transform has characteristic exponent given by

Ψ(z) = 2α
Γ( 1

2 (−iz + α))

Γ(− 1
2 iz)

Γ( 1
2 (iz + d))

Γ( 1
2 (iz + d − α))

, z ∈ R. (5.50)

In other words, the process 2ξ belongs to the class of hypergeometric Lévy
processes with (β, γ, β̂, γ̂) = (1, α/2, (d − α)/2, α/2).

Proof We need to appeal to two different tactics according to whether α < d
or d ≤ α. Note that the first case covers dimensions d ≥ 2 and dimension
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d = 1 with α ∈ (0, 1), whereas the second case covers the setting that α ∈ [1, 2)
and d = 1. Essentially these cases distinguish the setting that X is transient
and recurrent, respectively. The methods for each of these settings are quite
different.

Assume that d > α, i.e. that the process X is transient. In this case, the
process ξ drifts towards ∞ since the process Z is also transient. Write (Px, x ∈
R) for the probabilities of ξ, reserving, as usual, the notation P to mean P0. Our
strategy is to compute the integral∫ ∞

0
E1[Zu

t ] dt =

∫ ∞

0
E[euξϕ(t) ] dt =

∫ ∞

0
E[e(u+α)ξs ] ds, (5.51)

where we have used the fact that∫ ϕ(t)

0
eαξs ds = t and hence

dϕ(t)
dt

eαξϕ(t) = 1.

Once we have an identity for (5.51), then it must be the case that this equals
1/ψ(α + u), where ψ is the Laplace exponent of ξ, given by

E[ezξt ] = eψ(z)t, t ≥ 0,

for any z ∈ R such that the right-hand side of (5.51) is well defined. It will turn
out that this will restrict us to Re(z) ∈ (−d,−α).

Recall from Lemma 3.10, that the process X can be seen as a subordinated
d-dimensional Brownian motion. This implies that the process Z starting from
1, has the same law as (

√
2R(ν)

Λt
, t ≥ 0), where ν = (d/2) − 1, R(ν) denotes a

Bessel process of dimension ν with R(ν)
0 = 1/

√
2, and Λ = (Λt, t ≥ 0) is an

independent stable subordinator with index α/2. Thus,∫ ∞

0
E1[Zu

t ] dt = 2u/2
∫ ∞

0

∫ ∞

0
E

[(
R(ν)

s

)u ∣∣∣∣ R(ν)
0 =

1
√

2

]
P(Λt ∈ ds) dt

=
2u/2

Γ(α/2)

∫ ∞

0
E

[(
R(ν)

s

)u ∣∣∣∣ R(ν)
0 =

1
√

2

]
s
α
2 −1 ds,

where in the last identity, in the spirit of (3.20), we have used that the renewal
measure for Λ satisfies

U(ds) =
1

Γ(α/2)
sα/2−1 ds, s ≥ 0.

On the other hand, recall that R(ν)
t starting from x, has transition probability

density given by

P
(
R(ν)

t ∈ dy
∣∣∣ R(ν)

0 = x
)

=
1
t

x−νyν+1e−(x2+y2)/2tIν
( xy

t

)
dy,
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where Iν denotes the modified Bessel function of the first kind, which is given
by

Iν(z) =
∑
k≥0

( z
2

)2k+ν Γ(ν + k + 1)
k!

, z > 0.

Hence,

E

[(
R(ν)

s

)u ∣∣∣∣ R(ν)
0 =

1
√

2

]
=

2ν/2

s

∫ ∞

0
yu+ν+1e−( 1

2 +y2)/2sIν

(
y
√

2s

)
dy

= e−1/4s(2s)u/2
Γ
(

u
2 + ν + 1

)
Γ(ν + 1) 1F1

(
u
2

+ ν + 1, ν + 1,
1
4s

)
,

where we have used the identity∫ ∞

0
y ρ−1e−py2

Iν(cy) dy = 2−ν−1cνp−(ρ+ν)/2
Γ
(
ρ+ν

2

)
Γ(ν + 1) 1F1

(
ρ + ν

2
, ν + 1,

c2

4p

)
,

for c > 0. The formula from above is valid for u/2 + ν + 1 > 0, which is
equivalent to the condition u > −d. Now, applying the identity

e−x
1F1(a, b, x) = 1F1(b − a, b,−x),

we observe, for u > −d

E

[(
R(ν)

s

)u ∣∣∣∣ R(ν)
0 =

1
√

2

]
= (2s)u/2

Γ
(

u
2 + ν + 1

)
Γ(ν + 1) 1F1

(
−

u
2
, ν + 1,−

1
4s

)
.

Therefore, for u ∈ (−d,−α), we deduce∫ ∞

0
E1[Zu

t ] dt =
2uΓ

(
u
2 + ν + 1

)
Γ(α/2)Γ(ν + 1)

∫ ∞

0
1F1

(
−

u
2
, ν + 1,−

1
4s

)
s
α+u

2 −1 ds

=
2−αΓ

(
u
2 + ν + 1

)
Γ(α/2)Γ(ν + 1)

∫ ∞

0
1F1

(
−

u
2
, ν + 1,−x

)
x−

α+u
2 −1 dx

=
2−αΓ

(
u
2 + ν + 1

)
Γ(α/2)Γ(ν + 1)

×
Γ (−(α + u)/2) Γ(ν + 1)Γ (α/2)
Γ (−u/2) Γ (ν + 1 + (α + u)/2)

= 2−α
Γ ((d + u)/2)

Γ((d + α + u)/2)
Γ (−(α + u)/2)

Γ (−u/2)
,

where we have used the following identity∫ ∞

0
xb−1

1F1(a, c,−x) dx =
Γ(b)Γ(c)Γ(a − b)

Γ(a)Γ(c − b)
, for 0 < b < a. (5.52)

We may now restate (5.51) more carefully and, with the addition of Fubini’s
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Theorem, we can conclude that, for u ∈ (−d,−α),∫ ∞

0
E1[Zu

t ] dt = E
[∫ ∞

0
e(u+α)ξs ds

]
= −

1
ψ(α + u)

. (5.53)

Putting all the pieces together, we obtain that the Laplace exponent of ξ satis-
fies

ψ(z) = −2α
Γ ((α − z)/2)

Γ (−z/2)
Γ ((z + d)/2)

Γ ((z + d − α)/2)
, z ∈ (−d, α).

A simple argument of analytic extension provides the characteristic exponent
of ξ as stated in (5.50).

Next, assume that d = 1 and α ∈ [1, 2), i.e. that the process X is recurrent.
In order to compute the characteristic exponent of ξ, we use the decomposi-
tion stated in Proposition 5.20. Recall that the characteristic exponent ξL was
computed in the previous section and satisfies, for θ ∈ R,

ΨL(θ) =
Γ(α − iθ)
Γ(α2 − iθ)

Γ(1 + iθ)
Γ(1 − α

2 + iθ)
−

Γ(α)
Γ(α/2)Γ(1 − α

2 )
.

In order to finish the proof, the computation of the characteristic exponent of
ξC2 is needed. Since ξC2 is a compound Poisson process with jump rate q∗ and
jump with characteristic function given by (5.49), we obtain

ΨC2 (θ) =
Γ(α)

Γ(α/2)Γ(1 − α
2 )

(
1 −

Γ(1 + iθ)Γ(α − iθ)
Γ(α)

)
, θ ∈ R.

Hence summing up the characteristic exponents of ξL and ξC2 , and applying
the reflection formula (A.12), we deduce

Ψ(θ) = Γ(1 + iθ)Γ(α − iθ)
(

1
Γ(α2 − iθ)Γ(1 − α

2 + iθ)
−

1
Γ(α/2)Γ(1 − α

2 )

)
=

Γ(1 + iθ)Γ(α − iθ)
π

(
sin

(
π
(
α

2
− iθ

))
− sin

(
πα

2

))
, (5.54)

for θ ∈ R.
Manipulations of the classical product and sum identities for trigonometric

functions and the reflection formula for the gamma function (A.12), give us

sin
(
π
(
α

2
− iθ

))
− sin

(
πα

2

)
= 2 sin

(
−

iθπ
2

)
sin

(
(1 − α + iθ)

π

2

)
= 2π2 1

Γ (−iθ/2) Γ
(
1 + iθ

2

) 1
Γ ((1 − α + iθ)/2) Γ ((1 + α − iθ)/2)

.

On the other hand from the duplication formula (A.14), we see

Γ(1 + iθ) = Γ

(
1 + iθ

2

)
Γ

(
1 +

iθ
2

)
2iθ

√
π
,
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and

Γ(α − iθ) = Γ

(
α − iθ

2

)
Γ

(
1 + α − iθ

2

)
2α−1−iθ

√
π

.

Finally putting all the pieces together in (5.54), we deduce

Ψ(θ) = 2α
Γ( 1

2 (−iθ + α))

Γ(− 1
2 iθ)

Γ( 1
2 (iθ + 1))

Γ( 1
2 (iθ + 1 − α))

, θ ∈ R,

which completes the proof. �

As one might expect, there is no issue with defining |X|when issued from the
origin. We need only distinguish between the two cases of the representation
of |X| as a conservative pssMp or a recurrent extension of the pssMp (5.47).
Given the known behaviour of the stable process in one and higher dimensions
(cf. Chapter 3), it is straightforward to declare that recurrent extension occurs
when α ∈ (1, 2) and d = 1, whereas, in all other cases of (α, d), the point 0 is an
entrance boundary and (5.47) is otherwise a conservative process on (0,∞). In-
specting (5.50), the previous remarks correlate precisely with the conclusions
of Theorem 5.3 and 5.7. Indeed, we note that, when α ∈ (1, 2) and d = 1,
Ψ(−i(α − 1)) = 0, i.e. there is a Cramér number 0 < α − 1 < 1 < α, hence
Theorem 5.7 correctly predicts a recurrent extension of (5.47). Moreover, in
the other cases, when 0 < α < d, we note that the ascending ladder process
is again a β-subordinator and hence has finite mean. Accordingly Theorem 5.3
correctly predicts entrance at 0.

Similarly to the case of the stable process conditioned to stay positive and
the censored stable process for α ∈ (0, 1), we have all the ingredients to com-
pute explicitly the Mellin transform of Z1, and therefore determine its density,
for the radial part of an isotropic stable process when d > α.

Let us assume that d > α and recall from Corollary 4.7 part (ii), that E[ξ1] ∈
(0,∞). Hence from Theorem 5.3, the Melin transform of the entrance law of
(Z,P0) is such that

E0

[
Z s−1

t

]
=

t
s−1
α

αE
[
ξ1

]E
[
Î

1−s
α −1
∞

]
,

where Î∞ =
∫ ∞

0 exp{−αξs}ds. From the explicit form of the characteristic ex-
ponent of the process ξ, see (5.50), we deduce that

E
[
ξ1

]
= 2α−1

Γ
(
α
2

)
Γ
(

d
2

)
Γ
(

d−α
2

) .

Moreover, from part (i) of Corollary 4.16, the Mellin transform of the exponen-
tial functional Î∞ can be computed explicitly in terms of the gamma function.
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In other words, the entrance law of (Z,P0) satisfies

E0

[
Z s−1

t

]
=

t
s−1
α

α2α−1Γ
(

d
2

)Γ

(
1 − s
α

)
Γ
(

d−1+s
2

)
Γ (1 − s)

.

5.8 Comments

The notion that a pssMp can be expressed as the exponential of a time changed
Lévy process was first described in the foundational work of Lamperti [139].
Section 5.1 summarises Lamperti’s main findings. The proof of Theorem 5.2 is
due to Lamperti [139], however a more complete version of the proof is found
in Chapter 13 of [123]. Also in [139], Lamperti computed the characteristics of
the underlying Lévy process embedded in the Lamperti transform of a stable
subordinator, which turned out to be an example of what we now refer to as a β-
subordinator. Interest in positive self-similar Markov processes was rekindled
around the turn of the Millennium with various works concerning the problem
of the existence of an entrance law at the origin (cf. Bertoin and Caballero
[22], Bertoin and Yor [27], Caballero and Chaumont [44], Chaumont et al.
[47] and Bertoin and Savov [23]). The conclusion of Theorem 5.3 gives the
union of the aforesaid literature. Bertoin and Savov [23] go further and give a
pathwise construction of the process (Z, P0). The duality property that appears
in Proposition 5.5, was studied by Bertoin and Yor [27]. The time-reversal
of (Z, P0) at last passage times of Proposition 5.6 is taken from Chaumont
and Pardo [49]. The existence of a recurrent extension from the origin was
dealt with by Rivero [180, 181] and Fitzsimmons [71] and Theorem 5.7 is a
summary of their work.

In this text, for any stable process, we always work with the natural enlarge-
ment of the filtration generated by the process itself; see Warning 1.3.39 of
Bichteler [29] for further elaboration on this issue. It was a landmark obser-
vation of in Caballero and Chaumont [43], which noted that further concrete
examples of pssMp could be studied for which their Lamperti transform could
be characterised explicitly. Identification of the underlying Lévy processes that
Lamperti transform to the positive self-similar Markov processes described in
Sections 5.3, 5.4, 5.5 was undertaken in Caballero and Chaumont [43] using a
method that examined their infinitesimal generators. A different approach that
uses fluctuation identities associated to the aforesaid pssMp was used in Chap-
ter 13 of Kyprianou [123] to identify the underlying Lévy processes using the
Wiener–Hopf factorisation. As alluded to in the latter, we take a more eco-
nomical approach, taking advantage of the fact that all three underlying Lévy
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processes are related by an Esscher transform. Lemma 5.12 that was used in
constructing the stable process to stay positive in Section 5.4 was previously
known up to a constant, see for example Chapter XIII of Bertoin [18]. The
representation of the entrance law of P↑0, discussed following Theorem 5.14, is
implicit in existing results of [121].

Section 5.6 is taken from the recent work of Kyprianou et al. [129]. The
entrance law discussed after Theorem 5.19 is presented here for the first time.
Some of the results in Section 5.7 are to be found in Caballero et al. [45],
albeit, there, they used a different method, appealing infinitesimal generators.
More precisely, Theorem 5.21 can be found in [45] in the case that α < d and
α = 1 = d. The approach we take to Theorem 5.7 is new and was suggested
to us by Alexey Kuznetsov. The characterisation of entrance law of the radial
part of a d-dimensional stable process given at the end of Section 5.7 is a new.
On a final note, the identity (5.52) for the hypergeometric function 1F1 is one
of the many identities that can be found for hypergeometric functions, see for
example, in formula 10, page 273 of the book of Bateman and Erdélyi [11].



6

Spatial fluctuations in one dimension

Having developed the relationship between several path functionals of stable
processes and pssMp, we shall go to work and show how an explicit under-
standing of each of their Lamperti transforms leads, in a relatively straightfor-
ward way, to a suite of fluctuation identities. In essence, we will see that all of
the identities we are interested in can be rephrased in terms of an underlying
hypergeometric Lévy process. The specific nature of the Wiener-Hopf factori-
sation for this class, together with the identities in Section 2.17 is what gives us
access to explicit results. Throughout this chapter, we keep to our usual nota-
tion that X = (Xt, t ≥ 0) is a one-dimensional stable process with probabilities
Px, x ∈ R (reserving the special notation P in place of P0).

6.1 First exit from an interval

Theorem 3.6 deals with the event of first exit of a stable process from the
interval (−∞, x), for some x > 0. A natural problem to consider thereafter is
the event of first exit of a stable process from an interval, say [0, a], for some
a > 0. To this end, let us write as usual

τ+
a = inf{t > 0 : Xt > a} and τ−0 = inf{t > 0 : Xt < 0},

where X is a stable process. As with many of the results in this chapter, we
must be careful on occasion to distinguish whether or not the process X is
spectrally negative. Recall that 0 < αρ̂, αρ < 1 if and only if X has jumps in
both directions. Moreover, when α ∈ (1, 2), αρ = 1, corresponds to the case
that X is spectrally negative without monotone paths and αρ̂ = 1 corresponds
to the case that X is spectrally positive without monotone paths. The reader
may also assume throughout that the setting of monotone paths, i.e. α ∈ (0, 1)
and ρ ∈ {0, 1}, are always excluded.

155
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As a warm-up to the main result in this section, let us start by computing the
two-sided exit probabilities. The reader will note that the result is consistent
with Lemma 3.8, which deals with the case that αρ = 1 (spectrally negativity).

Lemma 6.1. Suppose that α ∈ (0, 2) and 0 < αρ < 1. For a > 0 and x ∈ [0, a],

Px(τ+
a < τ

−
0 ) =

Γ(α)
Γ(αρ)Γ(αρ̂)

∫ x/a

0
tαρ̂−1(1 − t)αρ−1 dt.

Proof Recall that ξ∗ was defined in Section 5.3. Denote by P∗ the law of ξ∗

and, for b > 0, let

τ∗,+b = inf{t > 0 : ξ∗t > b}.

Recalling that the range of the the stable process killed on exiting [0,∞) agrees
with the range of the exponential of the process ξ∗, we have, with the help of
Lemma 2.26, Theorems 5.9 and 5.11 as well as Proposition 4.3,

Px(τ+
a < τ

−
0 ) = P∗(τ∗,+log(a/x) < ∞)

=
Γ(α)

Γ(αρ)Γ(αρ̂)

∫ ∞

log(a/x)
e−αρ̂y(1 − e−y)αρ−1 dy

=
Γ(α)

Γ(αρ)Γ(αρ̂)

∫ x/a

0
tαρ̂−1(1 − t)αρ−1 dt,

where in the final equality we have applied the change of variable t = e−y. �

Now we turn to a more general identity around the event of two-sided exit.
The reader will note that the above Lemma is, in principle, a corollary to the
following Theorem. However, as it will shortly become apparent, the marginal-
isation of the more general fluctuation identity in Theorem 6.2 to derive Lemma
6.1 is not necessarily the most convenient way of doing things. We also note
that we exclude the case of spectral negativity in the next theorem as the right
hand side of the identity would otherwise be zero.

Theorem 6.2. Suppose that α ∈ (0, 2) and 0 < αρ < 1. For a, u > 0, x ∈ [0, a],
y ∈ [0, a − x] and v ∈ [y, a],

Px(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dv, a − Xτ+
a− ∈ dy ; τ+

a < τ
−
0 )

=
sin(παρ)

π

Γ(α + 1)
Γ(αρ)Γ(αρ̂)

xαρ̂(a − x − y)αρ−1(v − y)αρ̂−1(a − v)αρ

(a − y)α(u + v)α+1 du dv dy.

Proof The overshoot and undershoots at first passage over the level a for X
on the event {τ+

a < τ−0 } are, up to a logarithmic change of spatial variable,
equal to the overshoot and undershoots at first passage over the level log a
for ξ∗ on the event this first passage occurs before ξ∗ is killed. Note that, for
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u ≥ 0, y ∈ [0, a − x] and v ∈ [y, a], with the help of Theorem 2.23, up to a
multiplicative constant,

Px

Xτ+
a

a
− 1 > u/a, 1 −

Xτ+
a−

a
> v/a , 1 −

Xτ+
a−

a
> y/a, τ+

a < τ
−
0


= P∗

(
ξ∗
τ∗,+log(a/x)

− log(a/x) > log
(a + u

a

)
,

log(a/x) − ξ∗
τ∗,+log(a/x)−

> − log
(a − v

a

)
,

log(a/x) − ξ∗τ∗,+log(a/x)−
> − log

(a − y
a

)
, τ∗,+log(a/x) < ∞

)
=

∫ log(a/x)

− log( a−y
a )

∫ ∞

− log( a−v
a )

∫ ∞

log( a+u
a )

u∗(log (a/x) − r)

× û∗(z − r)π∗(w + z)1(z≥r)dwdzdr,

where π∗ is the Lévy density of ξ∗ and, moreover, u∗ and û∗ are the densities of
the renewal measures of the ascending and descending ladder height processes,
respectively. Taking derivatives, we get

Px(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dv, a − Xτ+
a− ∈ dy, τ+

a < τ
−
0 )

= u∗
(
log

(a − y
x

))
û∗

(
log

(a − y
a − v

))
π∗

(
log

(a + u
a − v

)) du dv dy
(a − y)(a − v)(a + u)

.

Given that the Wiener-Hopf factorisation of ξ∗ has been described in explicit
detail in Theorem 5.9, we can now develop the right-hand side above further.
To this end, recall that the process ξ∗ belongs to the class of Lamperti-stable
processes with characteristic exponent (and hence Wiener–Hopf factorisation)
given by

Ψ∗(z) =
Γ(α − iz)
Γ(αρ̂ − iz)

×
Γ(1 + iz)

Γ(1 − αρ̂ + iz)
, z ∈ R.

From Lemma 4.9 we have

π∗(x) =
Γ(1 + α)

Γ(αρ)Γ(1 − αρ)
ex

(ex − 1)1+α
, x > 0,

and from Corollary 4.3 the renewal measures of the ascending and descending
ladder height processes (which are clearly β-subordinators given the expres-
sion for Ψ∗) have densities given by

u∗(x) =
1

Γ(αρ)
e−αρ̂x(1 − e−x)αρ−1, x ≥ 0

and

û∗(x) =
1

Γ(αρ̂)
e−(1−αρ̂)x(1 − e−x)αρ̂−1, x ≥ 0
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for x ≥ 0, respectively. In the special case that X (and hence ξ∗) is spectrally
positive, the descending ladder height process of ξ∗ is a pure drift and hence
its potential measure is equal to Lebesgue measure restricted to [0,∞). In this
sense we understand u∗(x) ≡ 1 when αρ̂ = 1. Putting everything together,
straightforward algebra yields the desired result. �

In principle, one can marginalise the identity in Theorem 6.2 to give both
the joint law of (Xτ+

a − a, a − Xτ+
a−) and the law of Xτ+

a − a on the event {τ+
a <

τ−0 }. Whilst possible, albeit clumsy, we approach the matter in a different way.
Below, we deal with the law of Xτ+

a −a on {τ+
a < τ

−
0 } by noting that it is also the

law of the exponential of the overshoot of the ascending ladder height process
of ξ∗. To establish the law of the pair (Xτ+

a − a, a − Xτ+
a−) on {τ+

a < τ
−
0 }, we will

appeal to a method based around the compensation formula which involves
first computing the resolvent of X up to exiting [0, a]. Once again, spectral
negativity is excluded.

Corollary 6.3. Suppose that α ∈ (0, 2) and 0 < αρ < 1. For x ∈ [0, a] and
u > 0,

Px(Xτ+
a − a ∈ du ; τ+

a < τ
−
0 )

=
sin παρ
π

(a − x)αρxαρ̂u−αρ(u + a)−αρ̂(u + a − x)−1 du.

Proof Inspired by the proof of Theorem 6.2, we note that

Px

(
Xτ+

a

a
− 1 > u/a ; τ+

a < τ
−
0

)
= P∗

(
ξ∗
τ∗,+log(a/x)

− log(a/x) > log
(a + u

a

)
; τ∗,+log(a/x) < ζ

∗

)
,

where u > 0 and x ∈ [0, a] and ζ∗ is the lifetime of ξ∗. Note however, that
the law of the overshoot of ξ∗ above log(a/x) is also equal to the law of the
overshoot of its ascending ladder process over the same level. Accordingly, re-
ferring to Theorem 2.24 we have that, if υ∗ is the Lévy density of the ascending
ladder height process of ξ∗, then

P∗
(
ξ∗
τ∗,+log(a/x)

− log(a/x) > log
(a + u

a

)
; τ∗,+log(a/x) < ζ

∗

)
=

∫ log(a/x)

0
u∗(y) dy

∫ ∞

log(a/x)−y+log( a+u
a )
υ∗(z) dy.
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Taking derivatives give us

Px

(
Xτ+

a − a ∈ du ; τ+
a < τ

−
0

)
=

(∫ log(a/x)

0
u∗(y)υ∗

(
log

(a + u
x

)
− y

)
dy

)
1

(a + u)
du.

Now recall the expression for u∗ given in the proof of Theorem 6.2 as well as
the identity for υ∗ (taken from Corollary 4.3), noting in particular that αρ̂ = 1
and αρ = α − 1 in the spectrally positive setting. We have

Px

(
Xτ+

a − a ∈ du ; τ+
a < τ

−
0

)
=
αρxα(a + u)−αρ̂

Γ(αρ)Γ(1 − αρ)

(∫ log(a/x)

0
(ey − 1)αρ−1 (a + u − xey)−αρ−1 ey dy

)
du

=
αρxα(a + u)−αρ̂

Γ(αρ)Γ(1 − αρ)

(
x−αρ(a + u − x)−1

∫ (a−x)/u

0
θαρ−1 dθ

)
du,

where in the final equality, we have applied the change of variable

ey − 1 =
(a + u − x)

x
θ

θ + 1
.

It is now a minor amount of algebra to establish the identity given in the state-
ment of the corollary. �

As promised, let us consider the resolvent of the stable process up to exiting
the interval [0, a],

U[0,a](x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ+

a ∧ τ
−
0 ) dt,

for y ∈ [0, a].

Theorem 6.4. For 0 ≤ x, y ≤ a, the measure U[0,a](x, dy) has a density with
respect to Lebesgue measure which is almost everywhere equal to

u[0,a](x, y) :=



(y − x)α−1

Γ(αρ)Γ(αρ̂)

∫ x(a−y)
a(y−x)

0
(s + 1)αρ−1sαρ̂−1 ds, x ≤ y,

(x − y)α−1

Γ(αρ)Γ(αρ̂)

∫ y(a−x)
a(x−y)

0
sαρ−1(s + 1)αρ̂−1 ds, x > y.

Proof We exclude from the proof the case of spectral negativity, that is αρ =

1. This is not really a restriction as the spectrally negative case can be estab-
lished by applying it to the dual in the spectrally positive case.



160 Spatial fluctuations in one dimension

On account of the fact that X cannot creep upwards, it follows that, for u > 0,
v ∈ [0, a] and y ∈ [v ∨ x, a],

Px(Xτ+
a − a ∈ du, Xτ+

a− ∈ dv, Xτ+
a− ≤ y ; τ+

a < τ
−
0 )

= Ex

∑
t<∞

1(Xt−∈dv, Xt−≤y, t<τ+
a∧τ

−
0 )1(Xt−+∆Xt−a∈ du)

 , (6.1)

where ∆Xt = Xt−Xt− and the sum is over the Poisson point process ((t,∆Xt), t ≥
0 and ∆Xt , 0) which has intensity dt ×Π(dx) (cf. Appendix A.13), represent-
ing the arrival of jumps in the stable process, and Π is the Lévy measure given
by (3.1). It follows from the classical compensation formula for Poisson inte-
grals of this type that

Px(Xτ+
a − a ∈ du, Xτ+

a− ∈ dv, Xτ+
a ≤ y, ; τ+

a < τ
−
0 )

= Ex

[∫ ∞

0
1(Xt−∈ dv, Xt−≤y, t<τ+

a∧τ
−
0 ) dt

]
Π(a − v + du)

= Γ(1 + α)
sin(παρ)

π
Ex

[∫ ∞

0
1(Xt∈ dv, Xt≤y, t<τ+

a∧τ
−
0 ) dt

]
1

(a − v + u)1+α
du

= Γ(1 + α)
sin(παρ)

π
U[0,y](x, dv)

1
(a − v + u)1+α

du. (6.2)

From Theorem 6.2, we also have that, for u > 0, v ∈ [0, a] and y ∈ [v∨ x, a],

Px(Xτ+
a − a ∈ du, Xτ+

a− ∈ dv, Xτ+
a− ≤ y, ; τ+

a < τ
−
0 )

=
sin(παρ)

π

Γ(α + 1)
Γ(αρ)Γ(αρ̂)

{∫ y

v∨x

xαρ̂(z − x)αρ−1(z − v)αρ̂−1vαρ

zα(a − v + u)1+α
dz

}
du dv.

(The reader will note that in the spectrally positive case, we simply interpret
the above expression with αρ̂ = 1.) The consequence of this last observation
is that, for 0 ≤ v ∨ x ≤ y, U[0,y](x, dv) is absolutely continuous with respect to
Lebesgue measure and its density is given by

u[0,y](x, v) =
xαρ̂vαρ

Γ(αρ)Γ(αρ̂)

{∫ y

v∨x

(z − x)αρ−1(z − v)αρ̂−1

zα
dz

}
. (6.3)

To evaluate the integral in (6.3) we must consider two cases according to the
value of x in relation to v. To this end, we first suppose that x ≤ v. We have

xαρ̂vαρ
∫ y

v

(z − x)αρ−1(z − v)αρ̂−1

zα
dz

= (v − x)α−2
∫ y

v

[
v(z − x)
z(v − x)

]αρ−1 [
x(z − v)
z(v − x)

]αρ̂−1 xv
z2 dz

= (v − x)α−1
∫ x(y−v)

y(v−x)

0
(s + 1)αρ−1sαρ̂−1 ds,
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where in the final equality we have changed variables using s = x(z − v)/z(v − x).
To deal with the case x > v, one proceeds as above except that the lower de-
limiter on the integral in (6.3) is equal to x, we multiply and divide through
by (x − v)α−2 and one makes the change of variable s = v(z − x)/z(x − v). This
completes the proof. �

By taking limits as a → ∞ in the expression for the resolvent U[0,a], one
can appeal to monotone convergence to obtain an expression for the resolvent
killed on exiting [0,∞]. Note that this resolvent has a density with respect to
Lebesgue measure which we denote by u[0,∞]. The corollary below gives an ex-
pression for u[0,∞]. Note, however, that the same result can also be derived from
Theorem 2.27 by taking account of the fact that the ascending and descending
ladder height processes of a stable processes are both stable subordinators of
index αρ and αρ̂; see the discussion on the Wiener-Hopf factorisation in Sec-
tion 3.4.

Corollary 6.5. For x, z ≥ 0,

u[0,∞](x, z) =



(y − x)α−1

Γ(αρ)Γ(αρ̂)

∫ x
(y−x)

0
(s + 1)αρ−1sαρ̂−1 ds, x ≤ y,

(x − y)α−1

Γ(αρ)Γ(αρ̂)

∫ y
(x−y)

0
sαρ−1(s + 1)αρ̂−1 ds, x > y.

The computation of the resolvent in Theorem 6.4 allows us to write down
the joint law of (Xτ+

a − a, a − Xτ+
a−) on {τ+

a < τ−0 } without having to perform a
marginalisation of the identity in Theorem 6.2. Indeed, the aforesaid marginal-
isation has already implicitly taken place when computing the identity for the
resolvent in Theorem 6.4. Once again, spectral negativity is excluded to avoid
a trivial result.

Corollary 6.6. Suppose that α ∈ (0, 2) and 0 < αρ < 1. For a, u > 0, x ∈ [0, a]
and v ∈ [0, a],

Px(Xτ+
a − a ∈ du, Xτ+

a− ∈ dv ; τ+
a < τ

−
0 )

=
sin(παρ)

π

Γ(1 + α)
Γ(αρ)Γ(αρ̂)

×

(v − x)α−1

∫ x(a−v)
a(v−x)

0
(s + 1)αρ−1sαρ̂−1 ds

 du dv, x ≤ v,

(x − v)α−1

∫ v(a−x)
a(x−v)

0
sαρ−1(s + 1)αρ̂−1 ds

 du dv, x > v.
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Proof Following the reasoning in Theorem 6.4, we can write the desired
probability in terms of the Poisson point process of jumps. In that case, the
compensation formula gives us that

Px(Xτ+
a − a ∈ du, Xτ+

a− ∈ dv ; τ+
a < τ

−
0 )

= Ex

∑
t>0

1(Xt−+∆Xt−a ∈ du)1(Xt−∈dv, t<τ+
a∧τ

−
0 )


= Ex

[∫ ∞

0
1(Xt−∈dv, t<τ+

a∧τ
−
0 )dt

]
Π(a − v + du)

= U[0,a](x, dv)Π(a − v + du)

= Γ(1 + α)
sin(παρ)

π
u[0,a](x, v)

1
(a − v + u)1+α

dv du.

The result now follows. �

6.2 Hitting points in an interval

In the spirit of Lemma 2.19 we can develop an identity concerning the proba-
bility of hitting individual points in (0, a), for a > 0, before exiting the interval,
when α ∈ (1, 2). The restriction on α ensures that points can be hit. To this end,
let us introduce the notation

τ{y} = inf{t > 0 : Xt = y},

for y ∈ R.

Theorem 6.7. For α ∈ (1, 2) and x, y ∈ (0, a),

Px(τ{y} < τ+
a ∧ τ

−
0 )

= (α − 1)



aα−1(y − x)α−1

yα−1(a − y)α−1

∫ x(a−y)
a(y−x)

0
(s + 1)αρ−1sαρ̂−1 ds, x ≤ y,

aα−1(x − y)α−1

yα−1(a − y)α−1

∫ y(a−x)
a(x−y)

0
sαρ−1(s + 1)αρ̂−1 ds, x > y.

Proof We appeal to a standard technique and note that, for x, y ∈ (0, a),

u[0,a](x, y) = Px(τ{y} < τ+
a ∧ τ

−
0 )u[0,a](y, y),

where we may use L’Hôpital’s rule to compute u[0,a](y, y) = limx↑y u[0,a](x, y).
The details are straightforward and left to the reader. �
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Corollary 6.8. For α ∈ (1, 2) and 0 < αρ < 1, u > 0 and 0 < y < x < a,

Px(Xτ+
a − a ∈ du, τ+

a < τ
−
0 ∧ τ

{y})

=
{ sin παρ

π
(a − x)αρxαρ̂u−αρ(u + a)−αρ̂(u + a − x)−1

−(α − 1)
sin παρ
π

(a − y)1−αρ̂y1−αρu−αρ(u + a)−αρ̂(u + a − y)−1 du

×aα−1(x − y)α−1
∫ y(a−x)

a(x−y)

0
sαρ−1(s + 1)αρ̂−1

}
du.

Proof The proof follows from the following observation which is the result
of counting paths. For u > 0,

Px(Xτ+
a − a ∈ du, τ+

a < τ
−
0 ∧ τ

{y})

= Px(Xτ+
a − a ∈ du, τ+

a < τ
−
0 )

− Px(τ{y} < τ+
a ∧ τ

−
0 )Py(Xτ+

a − a ∈ du, τ+
a < τ

−
0 ).

The result now follows using the conclusions in Corollary 6.3 and Theorem
6.7. �

A similar identity to the one in Corollary 6.8 can be written in the case that
0 < x < y < a, we leave the details to the reader. Another exercise for the
reader is to consider the resolvent

U[0,a]
{z} (x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ{z} ∧ τ+

a ∧ τ
−
0 ), x, y ∈ (0, a)\{z}, z ∈ (0, a).

By the strong Markov property, it is not difficult to see that this resolvent has
a density with respect to Lebesgue measure, say u[0,a]

{z} (x, y), x, y ∈ (0, a)\{z},
z ∈ (0, a), where

u[0,a]
{z} (x, y) = u[0,a](x, y) − Px(τ{z} < τ+

a ∧ τ
−
0 )u[0,a](z, y).

6.3 First entrance into a bounded interval

In Section 6.1 we looked at the law of the stable process as it first exits an
interval. In this section, we shall look at the law of the stable process as it first
enters a interval. Accordingly, we introduce the first hitting time of the interval
(0, a),

τ(0,a) = inf{t > 0 : Xt ∈ (0, a)}.

The next result provides the law of Xτ(0,a) . Because of the issue of creeping
when X is spectrally one-sided, it is necessary to consider the cases of one-
sided and two-sided jumps separately when α ∈ (1, 2). Recall that we exclude
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the setting of monotone paths. Our first result deals exclusively processes with
two-sided jumps.

Theorem 6.9. Let x > a > 0. Then, when α, ρ ∈ (0, 1) or α = 1, ρ = 1/2, then

Px
(
Xτ(0,a) ∈ dy, τ(0,a) < ∞

)
=

sin(παρ̂)
π

xαρy−αρ(x − a)αρ̂(a − y)−αρ̂(x − y)−1dy, (6.4)

for y ∈ (0, a). When α ∈ (1, 2) and 0 < αρ̂, αρ < 1,

Px(Xτ(0,a) ∈ dy)

=
sin(παρ̂)

π
y−αρ(a − y)−αρ̂

(
(x − a)αρ̂xαρ(x − y)−1

−(α − 1)
(a
2

)α−1 ∫ 2x
a −1

1
(t − 1)αρ̂−1(t + 1)αρ−1 dt

)
dy, (6.5)

for y ∈ (0, a).

Proof Just as with the proof of Theorem 6.2, the proof here relies on refor-
mulating the problem at hand in terms of an underlying positive self-similar
Markov process. In this case, we will appeal to the censored stable process
defined in Section 5.6. The key observation that drives the proof is that, when
X0 = x > a > 0, on {τ(0,a) < ∞},

Xτ(0,a) ≡ x exp{
{

ξ{
τ
−

log(a/x)
},

where
{

ξ is the Lévy process described in Theorem 5.19 and
{
τ
−

log(a/x)= inf{t > 0 :
{

ξ t< log(a/x)}.

Note, moreover, that {τ(0,a) < ∞} and {{τ
−

log(a/x)< ∞} are corresponding events.

If we denote the law of
{

ξ when issued from the origin by
{

P, then, for α ∈ (0, 2)
and y ∈ (0, a),

Px
(
Xτ(0,a) ≤ y, τ(0,a) < ∞

)
=
{

P
(
log(a/x)−

{

ξ{
τ
−

log(a/x)
≥ log(a/y), {τ

−

log(a/x)< ∞
)
,

and hence

Px
(
Xτ(0,a) ∈ dy, τ(0,a) < ∞

)
=

1
y

d
dz

{

P
(
log(a/x)−

{

ξ{
τ
−

log(a/x)
≤ z, {τlog(a/x)< ∞

)
dy

∣∣∣∣∣
z=log(a/y)

, (6.6)

where we have pre-emptively assumed that the overshoot distribution of
{

ξ has



6.3 First entrance into a bounded interval 165

a density. Note that the dual of the process
{

ξ has characteristic exponent given
by

z 7→
Γ(1 − αρ − iz)
Γ(1 − α − iz)

Γ(αρ + iz)
Γ(iz)

, z ∈ R,

which is an (α, αρ̂, 0, αρ)-hypergeometric Lévy process.
We may now appeal to the two parts of Theorem 4.10, accordingly as α ∈

(0, 1] and α ∈ (1, 2), to develop the right hand side of (6.6) by considering
the first passage problem of the dual of

{

ξ over the threshold log(x/a). After
a straightforward computation, the identity (6.4) for α ∈ (0, 1] emerges from
the first part of Theorem 4.10 (in particular it becomes clear that the overshoot
distribution of

{

ξ has a density as was assumed in the previous paragraph). The
case α ∈ (1, 2) requires the evaluation of an extra term. More precisely, from
the second part of Theorem 4.10, we get

Px(Xτ(0,a) ∈ dy)

=
sin(παρ̂)

π
y−αρ(a − y)−αρ̂

(
(x − a)αρ̂xαρ−1y(x − y)−1

− aα−1(αρ − 1)
∫ 1− a

x

0
tαρ̂−1(1 − t)1−α dt

)
dy. (6.7)

By the substitution t = (s − 1)/(s + 1), we deduce∫ 1− a
x

0
tαρ̂−1(1 − t)1−α dt

= 21−α

∫ 2x
a −1

1
(s − 1)αρ̂−1(s + 1)αρ−1 ds

−

∫ 2x
a −1

1
(s − 1)αρ̂(s + 1)αρ−2 ds

 . (6.8)

Now evaluating the second term on the right hand side above via integration
by parts and substituting back into (6.7) yields the required law. �

Recall that the ascending ladder height of a stable process is a stable subor-
dinator with index αρ. As one might expect, the analogue of the statement in
Theorem 6.9 for the spectrally negative case agrees with (6.5) in the limit as
αρ → 1, albeit that this does not constitute a proof. We take a more rigorous
approach below.

Proposition 6.10. Let α ∈ (1, 2), and suppose that X is spectrally negative,
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that is, αρ = 1. Then, the hitting distribution of (0, a) is given by

Px(Xτ(0,a) ∈ dy) =
sin(π(α − 1))

π
(x − a)α−1(a − y)1−α(x − y)−1dy

+
sin(π(α − 1))

π

∫ x−a
x

0
tα−2(1 − t)1−α dt δ0(dy), (6.9)

for x > a, y ∈ [0, a], where δ0 is the unit point mass at 0.

Proof Since the process has only negative jumps, we have two possibilities:
either the process jumps below the level a and hits the interval (0, a) or the
process jumps below the level 0 and then hits 0 continuously. In other words,

Px(Xτ(0,a) ∈ dy) = Px(Xτ−a ∈ dy) + Px(Xτ−a < 0)δ0(dy).

Now, we observe

Px(Xτ−a ∈ dy) = P̂
(
Xτ+

x−a
− (x − a) ∈ a − dy

)
=

sin(π(α − 1))
π

(x − a)α−1(a − y)1−α(x − y)−1dy, (6.10)

where P̂ is the law of −X when issued from the origin and the second equality
above follows from Corollary 3.7. Writing Px(Xτ−a < 0) as an integral with
respect to the density in (6.10), after a change of variable similar to the one in
(6.8), the identity in (6.9) follows. �

We also have the following straightforward corollary that gives the probabil-
ity that the process never hits the interval (0, a), in the case when α ∈ (0, 1) (but
X is not a subordinator). The result can be deduced from Theorem 6.9 by inte-
grating out y in expression (6.4), however, we present a more straightforward
proof.

Corollary 6.11. When α, ρ ∈ (0, 1), for x > a,

Px(τ(0,a) = ∞) =
Γ(1 − αρ)

Γ(αρ̂)Γ(1 − α)

∫ x−a
x

0
tαρ̂−1(1 − t)−α dt.

Proof From Theorem 5.19 we know that the descending ladder height pro-
cess has Laplace exponent given by Γ(1 − αρ + λ)/Γ(1 − α + λ), λ ≥ 0. By
Corollary 4.3 there is an associated potential density given by

1
Γ(αρ̂)

e−(1−α)x(1 − e−x)αρ̂−1, x ≥ 0.
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Now appealing to Corollary 2.26, we have that

Px(τ(0,a) = ∞) =
{

Plog(x/a) ({τ
−

0 = ∞)

= 1 −
Γ(1 − αρ)
Γ(1 − α)

∫ ∞

log(x/a)

1
Γ(αρ̂)

e−(1−α)y(1 − e−y)αρ̂−1dy

= 1 −
Γ(1 − αρ)

Γ(αρ̂)Γ(1 − α)

∫ 1

(x−a)/a
tαρ̂−1(1 − t)−αdt,

where in the last equality we have performed the change of variable t = 1−e−y.
The desired probability now follows as a straightforward consequence of the
beta integral. �

To remain consistent with the previous sections in this chapter, our next
point of interest is the resolvent

U(0,a)c
(x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ(0,a)) dt, y ∈ (0, a)c,

where a > 0. The theorem below gives us an identity for the above resolvent
in the case of two-sided jumps, i.e. for 0 < αρ, αρ̂ < 1. We will have to defer
its proof however until we have built up more machinery. In particular, we will
have to wait until Chapter 12 where we will introduce the Riesz–Bogdan–Żak
transform. This space-time transformation will play a crucial role as well as ex-
emplifying a methodology which is robust enough to develop related identities
in higher dimensions.

Theorem 6.12. Suppose that X has two sided jumps. For y > x > a, the
measure U(0,a)c

(x, dy) has a density given by

u(0,a)c
(x, y)

=
21−α

Γ(αρ)Γ(αρ̂)

(
|y − x|α−1

∫ ∣∣∣∣ x+y−2xy/a
y−x

∣∣∣∣
1

(s + 1)αρ−1(s − 1)αρ̂−1 ds

− (α − 1)+
(a
2

)α−1 ∫ (2x/a)−1

1
(s + 1)αρ−1(s − 1)αρ̂−1 ds

×

∫ (2y/a)−1

1
(s + 1)αρ̂−1(s − 1)αρ−1 ds

)
.

where (α − 1)+ = max{0, α − 1}. Moreover, if x > y > a then appealing to
duality (cf. Lemma 2.16),

u(0,a)c
(x, y) = u(0,a)c

(y, x)|ρ↔ρ̂.
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where ρ↔ ρ̂ is understood to mean that the roles of ρ and ρ̂ are interchanged.
If x > a, y < 0, then

u(0,a)c
(x, y)

=
sin(αρ̂)
sin(αρ)

21−α

Γ(αρ)Γ(αρ̂)

(
|y − x|α−1

∫ ∣∣∣∣ x+y−2xy/a
y−x

∣∣∣∣
1

(s + 1)αρ−1(s − 1)αρ̂−1 ds

− (α − 1)+

∫ (2x/a)−1

1
(s + 1)αρ−1(s − 1)αρ̂−1 ds

×

∫ |(2y/a)−1|

1
(s + 1)αρ−1(s − 1)αρ̂−1 ds

)
.

Finally, if x < 0, y < 0 or x < 0, y > a, then u(0,a)c
(x, y) = u(0,a)c

(a−x, a−y)|ρ↔ρ̂.

6.4 Point of closest and furthest reach

We are interested in the ‘point of closest reach’ to the origin for stable pro-
cesses with index α ∈ (0, 1). Recall that for this index range, the stable process
does not hit points and, moreover, lim inft→∞ |Xt | = ∞. Hence, either on the
positive or negative side of the origin, the path of the stable process has a
minimal radial distance. Moreover, thanks to path regularity (as discussed in
Section 3.4), this distance is achieved at the unique time m such that |Xt | ≥ |Xm|

for all t ≥ 0. Note, uniqueness follows thanks to regularity of X for both (0,∞)
and (−∞, 0).

Theorem 6.13. Suppose that α, ρ ∈ (0, 1), then for x > 0 and |z| ≤ x,

Px(Xm ∈ dz) =
Γ(1 − αρ)

Γ(1 − α)Γ(αρ̂)
x + z
|2z|α

(x − |z|)αρ̂−1 (x + |z|)αρ−1 dz.

Proof Following our standard notation, let τ(−1,1) := inf{t ≥ 0 : |Xt | < 1}.
From Corollary 6.11, after shifting and scaling, we have that, for x > 1,

Px(τ(−1,1) = ∞) =
Γ(1 − αρ)

Γ(αρ̂)Γ(1 − α)

∫ (x−1)/(x+1)

0
tαρ̂−1(1 − t)−α dt.

Now fix x > 0. Let m+ be the unique time such that Xm+ > 0 and Xt ≥ Xm+

for all t ≥ 0 such that Xt > 0. Similarly let m− be the unique time such that
Xm− < 0 and Xt ≤ Xm− for all t ≥ 0 such that Xt < 0. In words, m+ and m−

are the times when X is at the closest point to the origin on the positive and
negative side of the origin, respectively. Consequently, we have that Xm > 0 if
and only if Xm+ < |Xm− |.
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Define

G(x) =
Γ(1 − αρ)

Γ(αρ̂)Γ(1 − α)

∫ (x−1)/(x+1)

0
tαρ̂−1(1 − t)−α dt, x > 1.

In fact G(x) = Px(τ(−1,1) = ∞). We now have that

Px(|Xm− | > u, Xm+ > v) = Px(τ(−u,v) = ∞) = G
(

2x + u − v
u + v

)
, u, v > 0,

where, in the second equality, we have scaled space and used the self-similarity
of X.

Next we have that for z ≥ 0,

d
dz
Px(Xm ≤ z) = −

∂

∂v
Px(|Xm− | > z; Xm+ > v)

∣∣∣∣∣
v=z

= −
∂

∂v
G

(
2x + z − v

z + v

)∣∣∣∣∣∣
v=z

=
x + z
2z2 G′

( x
z

)
. (6.11)

The proposition for z > 0 now follows from an easy computation. The result
for z < 0 follows similarly. �

In the case that α = 1, the stable process does not hit points and we have
that lim supt→∞ |Xt | = ∞ and lim inft→∞ |Xt | = 0 and hence it is not possible to
produce a result in the spirit of Theorem 6.13. However, when α ∈ (1, 2) and
there are two-sided jumps, the stable process will hit all points almost surely,
in particular τ{0} := inf{t > 0 : Xt = 0} is Px-almost surely finite for all x ∈ R.
This allows us to talk about the ‘point of furthest’ reach until first hitting the
origin. To this end, we define m to be the unique time such that |Xt | ≤ |Xm| for
all t ≤ τ{0}. Once again, uniqueness follows by path regularity of X for both the
upper and lower half lines.

Theorem 6.14. Suppose that α ∈ (1, 2) and 0 < αρ̂, αρ < 1, then for each
x > 0 and |z| > x,

Px(Xm ∈ dz) =
α − 1
2|z|α

(
|x + z|(|z| − x)αρ−1(|z| + x)αρ̂−1

−(α − 1)x
∫ |z|/x

1
(t − 1)αρ−1(t + 1)αρ̂−1 dt

)
dz.

Proof The proof here is very similar to that of the case when α < 1, thus we
skip some of the details.

From the discussion following Theorem 5.19, we know that the positively
censored (and similarly negatively) censored stable process must hit the origin
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continuously when α ∈ (1, 2). Hence, without censoring, we also have that
τ{0} := inf{t ≥ 0 : Xt = 0} < ∞ and Xτ{0}− = 0 almost surely.

From Theorem 6.7, after shifting and scaling, we have that, for every x ∈
(0, 1) and y ∈ (x, 1),

Px(τ{y} < τ+
1 ∧ τ

−
−1) = (α − 1)

(
x − y

1 − y2

)α−1

Ḡ
(∣∣∣∣∣1 − xy

x − y

∣∣∣∣∣) , (6.12)

where

Ḡ(z) =

∫ z

1
(t − 1)αρ−1(t + 1)αρ̂−1 dt.

In the spirit of the proof of Proposition 6.13, we apply a linear spatial transfor-
mation to the probability Px(τ+

v ∧ τ
−
−u < τ

{0}) and, using (6.12), write it in terms
of Ḡ. Similarly to the derivation of (6.11) in the proof of Proposition 6.13, for
each x > 0 and |z| > x,

Px(Xm ∈ dz) =
α − 1

2x2−α|z|α

(
|x + z|Ḡ′

(
|z|
x

)
− (α − 1)xḠ

(
|z|
x

))
dz.

The result now follows from straight forward computations. �

6.5 First hitting of a two-point set

Let us define the hitting times

τ{b} = inf{t > 0 : Xt = b},

for b ∈ R, and consider the two point hitting problem of evaluating Px(τ{b} <
τ{a}) for a, b, x ∈ R with a < b. Naturally for this problem to be distinct from
other problems we have considered, we need to assume, as in the previous sec-
tion, that α ∈ (1, 2) and 0 < αρ̂, αρ < 1. The requirement that α ∈ (1, 2) ensures
that points can be hit and the second requirement, i.e. that there are two-sided
jumps removes the reduction of the problem to existing exit problems in the
spectrally one-sided case. The two point hitting problem is a classical problem
for Brownian motion. However, for the case of a stable process, on account of
the fact that it may wander either side of the points a and b before hitting one
of them, the situation is significantly different.

It turns out that censoring the stable process is a useful way to analyse this
problem. Indeed if we write

{

ξ for the Lévy process which drives the Lamperti
transformation of the censored stable process (cf. Section 5.6) and denote its
probabilities by

{

Px, x ∈ R, then by choosing a = 0 < b and x > 0,

Px(τ{b} < τ{0}) =
{

Plog x ({τ
{log b}

< ∞),
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where
{
τ
{log b}

= inf{t > 0 :
{

ξ t= log b}.

According to Lemma 2.19, the previous probability can be written

Px(τ{b} < τ{0}) =

{u (− log(x/b))
{u (0)

, (6.13)

where ∫
R

ezx {u (x)dx =

∫ ∞

0

{

E [ez
{
ξ t ] dt

=
1

{

Ψ (−iz)

=
Γ(−z)

Γ(αρ − z)
Γ(1 − α + z)
Γ(1 − αρ + z)

, (6.14)

for Re(z) ∈ (0, α − 1). More generally,
{

ψ (z) := −
{

Ψ (−iz) is well defined as a
Laplace exponent for Re(z) ∈ (αρ−1, αρ), having roots at 0 and α−1. As

{

ψ (z)
is convex for real z, recalling from the discussion following Theorem 5.19 that
{

E [
{

ξ1] < 0, we can deduce that Re(Ψ(−iz)) > 0 for Re(z) ∈ (0, α − 1).
It turns out that the potential density {u can be explicitly identified by invert-

ing (6.14).

Theorem 6.15. Suppose that α ∈ (1, 2) and 0 < αρ̂, αρ < 1. For x > 0 we
have

{u (x) = −
1
π

Γ(1 − α)
(

sin(παρ)
π

[
1 − (1 − e−x)α−1

]
+

sin(παρ̂)
π

e−(α−1)x
)
,

and for x < 0

{u (x) = −
1
π

Γ(1 − α)
(

sin(παρ)
π

+
sin(παρ̂)

π

[
1 − (1 − ex)α−1

]
e−(α−1)x

)
.

Moreover,

{u (0) = −
1
π

Γ(1 − α)
(

sin(παρ)
π

+
sin(παρ̂)

π

)
.

Proof Appealing to (A.17), we have that

1
{

Ψ (−iz)
= z−α(1 + o(1)), Im(z)→ ∞, (6.15)

which is valid uniformly in any sector |Arg(z)| < π − ε. This and the fact that
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there are no poles along the vertical line c + iR, for c ∈ (0, α − 1), allows us to
invert (6.14) via the integral

{u (x) =
1

2πi

∫
c+iR

1
{

Ψ (−iz)
e−zx dz. (6.16)

We can give a concrete value to the above integral by appealing to a standard
contour integration argument in connection with Cauchy’s residue theory.

The function 1/
{

Ψ (−iz) has simple poles at the points

{0, 1, 2, . . . } ∪ {α − 1, α − 2, α − 3, . . . }.

Suppose that γR is the contour described in Figure 6.1. That is γR = {c + ix :
|x| ≤ R} ∪ {c + Reiθ : θ ∈ (−π/2, π/2)}, where we recall c ∈ (0, α − 1).

R

−R

1 2 3

α− 1

0

γR

α− 2

c

Figure 6.1 The contour γR.

Residue calculus gives us

1
2πi

∫
c+ix:|x|≤R

1
{

Ψ (−iz)
e−zx dz

= −
1

2πi

∫
c+Reiθ:θ∈(−π/2,π/2)

1
{

Ψ (−iz)
e−zx dz

− Res(1/
{

Ψ (−iz) : z = α − 1)e−(α−1)x

−
∑

1≤k≤bRc

Res(1/
{

Ψ (−iz) : z = k)e−kx. (6.17)

Now fix x ≥ 0. The uniform estimate (6.15), the positivity of x and the arc
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{c + Reiθ : θ ∈ (−π/2, π/2)} having length πR allows us to estimate∣∣∣∣∣∣∣
∫

c+Reiθ:θ∈(−π/2,π/2)

1
{

Ψ (−iz)
e−zx dz

∣∣∣∣∣∣∣ ≤ CR−(α−1)

for some constant C > 0, and hence

lim
R→∞

∫
c+Reiθ:θ∈(−π/2,π/2)

1
{

Ψ (−iz)
e−zx dz = 0.

Together with (6.16), we can use this convergence and take limits as R → ∞
in (6.17) to conclude that

{u (x) = − Res(1/
{

Ψ (−iz) : z = α − 1)e−(α−1)x

−

∞∑
k=1

Res(1/
{

Ψ (−iz) : z = k)e−kx.

To compute the residues, we make straightforward use of the fact that Res(Γ(z) :
z = −n) = (−1)n/n!, for n ≥ 0; see (A.11). Hence, with the help of the binomial
series identity, we finally obtain

{u (x) = −
1
π

sin(παρ̂)Γ(1 − α)e−(α−1)x +
1
π

sin(παρ)
∞∑

k=1

Γ(1 − α + k)
k!

e−kx

= −
1
π

sin(παρ̂)Γ(1 − α)e−(α−1)x

+
1
π

sin(παρ)Γ(1 − α)
[
(1 − e−x)α−1 − 1

]
,

which is valid for x > 0.
The proof in the case x < 0 is identical, except that we need to shift the

arc of the contour γR to extend into the negative part of the complex plane,
catching the poles {0, α − 2, α − 3, · · · }. The details are left to the reader. �

Theorem 6.16. Suppose that α ∈ (1, 2) and 0 < αρ̂, αρ < 1. For any two
distinct points x, b in R that are also distict from the origin,

Px(τ{b} < τ{0}) =
|b|α−1s(b) − |b − x|α−1s(b − x) + |x|α−1s(−x)

|b|α−1(sin(παρ) + sin(παρ̂))
, (6.18)

where s(y) = 1(y>0) sin(παρ) + 1(y<0) sin(παρ̂).

Proof There are only two cases to consider: x < b and x > b. In the first case,
note that − log(x/b) > 0. We therefore use the first of the two expressions for
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{u (x) in Theorem 6.15 for the identity (6.13). We have

Px(τ{b} < τ{0})

=
sin(παρ)

[
1 − (1 − x/b)α−1

]
+ sin(παρ̂)(x/b)α−1

(sin(παρ) + sin(παρ̂))

=
bα−1 sin(παρ) − (b − x)α−1 sin(παρ) + xα−1 sin(παρ̂)

bα−1(sin(παρ) + sin(παρ̂))
,

as required. When x > b, we have − log(x/b) < 0 and we use the second of the
two expressions in Theorem 6.15 for the identity (6.13). In that case, we have

Px(τ{b} < τ{0})

=
sin(παρ̂)

[
1 − (1 − b/x)α−1

]
(x/b)α−1 + sin(παρ)

(sin(παρ) + sin(παρ̂))

=
bα−1 sin(παρ) − (x − b)α−1 sin(παρ̂) + xα−1 sin(παρ̂)

bα−1(sin(παρ) + sin(παρ̂))
,

Now note that for x, b > 0 we have

Px(τ{0} < τ{b}) = 1 − Px(τ{b} < τ{0})

and hence, for b < 0 < x, by spatial homogeneity,

Px(τ{b} < τ{0}) = Px−b(τ{0} < τ{|b|})

=
|b|α−1 sin(παρ̂) + xα−1 sin(παρ̂) − (x − b)α−1 sin(παρ̂)

|b|α−1(sin(παρ) + sin(παρ̂))

=
|b|α−1s(b) − |b − x|α−1s(b − x) + xα−1s(−x)

|b|α−1(sin(παρ) + sin(παρ̂))

When b > 0 > x or x, b < 0, we have

Px(τ{b} < τ{0}) = P−x(τ{−b} < τ{0})
∣∣∣
ρ↔ρ̂

=
| − b|α−1s(−b) − |b − x|α−1s(−b + x) + (−x)α−1s(x)

|b|α−1(sin(παρ) + sin(παρ̂))

∣∣∣∣∣
ρ↔ρ̂

=
|b|α−1s(b) − |b − x|α−1s(b − x) + |x|α−1s(−x)

|b|α−1(sin(παρ) + sin(παρ̂))

where ρ↔ ρ̂ means that the roles of ρ and ρ̂ are interchanged. �

6.6 First hitting of a point

Recall that, for x ∈ R, τ{x} = inf{t > 0 : Xt = x}. We are interested in character-
ising the distribution of τ{x}. As mentioned earlier, we know that P(τ{x} < ∞) =



6.6 First hitting of a point 175

1 (see e.g. Table 3.4) and e.g. in the case that X has two-sided jumps, we can
confirm this from the conclusion of Theorem 6.16. We have,

lim
x→∞
P(τ{b} < τ{−x}) = lim

x→∞

(b + x)α−1 sin(παρ) − |b|α−1s(b) + xα−1 sin(παρ̂)
(b + x)α−1(sin(παρ) + sin(παρ̂))

= 1,

where s(b) = 1(b>0) sin(παρ) + 1(b<0) sin(παρ̂).
For α ∈ (1, 2), Lemma 2.19 tells us that, for q > 0,

E
[
e−qτ{x}

]
=

u(q)(x)
u(q)(0)

, x ∈ R,

where u(q) is the density of the occupation measure

U(q)(dx) =

∫ ∞

0
e−qtP(Xt ∈ dx) dt =

(∫ ∞

0
e−qtpt(x) dt

)
dx, x ∈ R,

and pt(x) is the probability density function of Xt under P, for t > 0. Ob-
serve from self-similarity that pt(x) = t−1/αp1(t−1/αx), where p1(x) = p(x, α, ρ),
which was defined in Section 1.4. It follows that

E
[
e−qτ{x}

]
=

1
u(q)(0)

∫ ∞

0
e−qtt−1/αp1(t−1/αx) dt.

Note that by setting x = 0, since the left-hand side above is equal to unity, this
tells us that

u(q)(0) = p1(0)
∫ ∞

0
e−qtt−1/α dt =

sin(πρ)
π

Γ(1 + 1/α)Γ(1 − 1/α)q−1+1/α,

where the second equality follows by appealing to the integral representation
of the gamma function and (1.33).

In a similar spirit to e.g. (5.38), we have by scaling that

τ{x}
(d)
= xατ{1}, (6.19)

thus we can proceed with our computations for the special case that x = 1. To
this end, let Λ = X−α1 1(X1>0). With a change of variable u = t−1/α, we can now
write

E
[
e−qτ{1}

]
=

π

sin(πρ)
αq(α−1)/α

Γ(1 + 1/α)Γ(1 − 1/α)

∫ ∞

0
e−q/uαp1(u)u−α du

=
π

sin(πρ)
αq(α−1)/α

Γ(1 + 1/α)Γ(1 − 1/α)
E[e−qΛΛ].
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On the other hand, we also have, for s ∈ (0, 1), that

E[(τ{1})−s] =
1

Γ(s)

∫ ∞

0
E[e−qτ{1} ]qs−1 dq

=
π

sin(πρ)
α

Γ(1 + 1/α)Γ(1 − 1/α)
E

[
Λ

∫ ∞

0
e−qΛqs−1/α dq

]
=

π

sin(πρ)
α

Γ(1 + 1/α)Γ(1 − 1/α)
Γ(1 − 1/α + s)

Γ(s)
E[Λ

1
α−s]

=
π

sin(πρ)
α

Γ(1 + 1/α)Γ(1 − 1/α)
Γ(1 − 1/α + s)

Γ(s)
E[Xαs−1

1 1(X1>0)].

From Theorem 1.13, we note that

E
[
Xαs−1

1 1(X1>0)

]
=

sin(πρ(αs − 1))
sin(π(αs − 1))

Γ(1 − s + 1/α)
Γ(2 − αs)

.

All together, we have

E[(τ{1})−s] =
πα

sin(πρ)
Γ(1 − 1/α + s)Γ(1 − s + 1/α)

Γ(1 + 1/α)Γ(1 − 1/α)Γ(2 − αs)Γ(s)
sin(πρ(αs − 1))
sin(π(αs − 1))

.

After some algebra, involving repeated use of the reflection formula for the
gamma function, see (A.12), the above expression can be simplified to

E[(τ{1})−s] =
sin(π/α)
sin(πρ)

sin(πρ(αs − 1))
sin(π(s − 1/α))

Γ(1 + αs)
Γ(1 + s)

.

and we get the following theorem.

Theorem 6.17. Suppose that α ∈ (1, 2). For s ∈ (0, 1),

E[(τ{1})s−1] =
sin(π/α)
sin(πρ)

sin(πρ(α − 1 − αs))
sin(π(1 − 1/α − s))

Γ(α + 1 − αs)
Γ(2 − s)

. (6.20)

In principal one may use the ideas found in the proofs of e.g. Theorems 1.18
and 4.22 to perform an inverse Mellin transform of (6.20). It turns out that, for
(6.20), there are some complications that one needs to be wary of in doing so,
which we address in the comments section at the end of this chapter. We skip
over the details in preference of continuing with our exposition of fluctuation
identities.

We complete this section by returning to Theorem 6.16 from which we can
draw a simple conclusion about the the resolvent of the stable process with
killing at the origin,

U{0}(x, db) =

∫ ∞

0
Px(Xt ∈ db, t < τ{0}) dt =

∫ ∞

0
P{0}x (Xt ∈ db) dt.

Let us momentarily restrict our discussion to the setting that α ∈ (1, 2) and
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0 < αρ̂, αρ < 1. Without loss of generality, assume that x, b > 0. Using the
strong Markov property, we have

U{0}(x, db) = P{0}x (τ{b} < ∞)U{0}(b, db) = Px(τ{b} < τ{0})U{0}(b, db). (6.21)

If we pre-emptively assume that U{0}(x, db) has a density, written u{0}(x, b),
then we can use (6.18) to deduce the following result

u{0}(x, b) = cb

(
|b|α−1s(b) − |b − x|α−1s(b − x) + |x|α−1s(−x)

)
.

for some constant cb ∈ (0,∞) (which could in principle depend on b) where
s(x) = sin(παρ)1(x≥0)+sin(παρ̂)1(x<0). Pinning down the constant cb is difficult.
Formally speaking,∫

R

u{0}(x, b)db =

∫ ∞

0
Px(t < τ{0}) dt = Ex[τ{0}]. (6.22)

However, the right-hand side turns out to be infinite. To see why, note that

Ex[τ{0}] = Ex[{τ
{0}

] + Ê−x[{τ
{0}

],

where {
τ
{0}

is the life time of the censored stable process and, as usual, (P̂x, x ∈
R) are the probabilities of −X. Recall from Theorem 5.19 that the (positively)
censored stable has underlying Lévy process

{

ξ belongs to the class of hyper-
geometric Lévy processes with characteristic exponent

{

Ψ (z) =
Γ(αρ − iz)

Γ(−iz)
Γ(1 − αρ + iz)
Γ(1 − α + iz)

, z ∈ R.

Accordingly, for x = 1, thanks to Fubini’s Theorem, we have

E1[{τ
{0}

] =
{

E
[∫ ∞

0
eα
{
ξ t dt

]
=

∫ ∞

0

{

E
[
eα
{
ξ t

]
dt (6.23)

where
{

P is the law of
{

ξ issued from the origin. The expression above for
{

Ψ,
indicates that the Laplace exponent of

{

ξ (which can be seen as an analytic ex-
tension of

{

Ψ) only exists on the strip {z ∈ C : Re(z) ∈ (αρ, αρ−1)}. Accordingly
we see in (6.23) that the right-hand side blows up.

Nonetheless, it is possible to find a precise formula for the above resolvent.
As was the case for the proof of Theorem 6.12, we will have to wait to develop
some additional technology in Chapter 12 before we can prove the following
result. (Its proof can be found in Section 12.5.)

Theorem 6.18. Suppose that α ∈ (1, 2) and 0 < αρ̂, αρ < 1. The resolvent
with killing at the origin is absolutely continuous such that, for x, y in R and
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distinct from the origin,

u{0}(x, y) = −
1
π2 Γ(1 − α)

(
|y|α−1s(y) − |y − x|α−1s(y − x) + |x|α−1s(−x)

)
,

where s(x) = sin(παρ)1(x≥0) + sin(παρ̂)1(x<0).

6.7 First exit for the reflected process

In this section, we will consider the reflected stable process

Rt = Xt − (0 ∧ Xt), t ≥ 0,

where, under Pz, X is a stable process issued from z ≥ 0 and Xt = inf s≤t Xs.
Note that Pz(R0 = z) = 1. To avoid trivialities, we exclude the setting that X
has monotone paths throughout this section. The process R is valued in [0,∞)
and, roughly speaking, its paths evolve as follows. When R, is issued from
z > 0, it follows the same trajectory as X until time τ−0 = inf{t > 0 : Xt < 0}.
At this moment in time, the process R takes the value zero and thereafter, its
excursions away from zero correspond precisely to the excursions of X away
from its previous infimum.

As we shall see shortly, R possesses the strong Markov property and hence
there are natural first passage problems which, inevitably, are very closely re-
lated to those of X. Noting that R = (Rt, t ≥ 0) is valued in [0,∞), our main
concern in this section is to look at the problem of first exit from an interval of
the form [0, a], where a > 0.

We start by returning to our earlier claim that R is strong Markovian. As
before (Ft : t ≥ 0) is the filtration generated by X which is naturally enlarged.

Lemma 6.19. The process R is a strong Markov process in (Ft : t ≥ 0), under
the family of measures (Pz, z ≥ 0).

Proof Suppose that τ is any stopping time with respect to (Ft : t ≥ 0). Let
X̃s = Xτ+s − Xτ, s ≥ 0, and recall that, on {τ < ∞}, (X̃s, s ≥ 0) is independent
of Fτ with the same law as (X,P). Note that, for s ≥ 0, on {τ < ∞},

Xτ+s − (0 ∧ Xτ+s) = Xτ + X̃s −

(
0 ∧ Xτ ∧ inf

u∈[τ,τ+s]
Xu

)
= X̃s −

[
(Xτ − (0 ∧ Xτ)) ∧

(
Xτ − inf

u∈[τ,τ+s]
Xu

)]
= X̃s −

[
Rτ ∧ inf

u∈[0,s]
X̃u

]
.
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From the right-hand side above, it is clear that the law of Rτ+s depends only on
(Ru, u ≤ τ) through the value of Rτ. It follows that (Rt, t ≥ 0) is a strong Markov
process. �

We are now ready to state the main result of this section, for which we define
the first exit time

γa = inf{t > 0 : Rt > a},

where a > 0. In order for the result to be non-trivial, we further exclude the
setting that X is spectrally negative.

Theorem 6.20. Suppose α ∈ (0, 2) and 0 < αρ < 1. For u > 0 and v ∈ [0, a],

P(Rγa − a ∈ du, a − Rγa− ∈ dv)

=
α sin(παρ)

π

vαρ̂(a − v)αρ−1

(u + v)α+1 du dv. (6.24)

It is worth remarking that, as X cannot creep upwards over a, then it is also
not possible for R to creep upwards over a; indeed it is easy to verify that the
distribution in (6.24) is proper.

The proof of this result depends heavily on the understanding of the process
(R,P) in terms of its excursions from the origin. The latter is nothing more than
the process of excursions of X from its running infimum X. This was discussed
for general Lévy processes in Section 2.14 (albeit in the context of excursions
from the running maximum, which maps to the current setting by considering
−X).

For convenience, let us transfer some of the notation across. We will write
(Lt, t ≥ 0) for the local time of X at its minimum. From Table 3.4, we know
that, since X always oscillates, we have that L∞ = ∞. Denote by U(R) the
space of paths taking the form ε = (ε(s), s ≤ ζ) which are right-continuous
with left limits and which are strictly positive-valued on (0, ζ). When ζ < ∞,
we have the terminal value ε(ζ) ≤ 0. Accordingly ζ = inf{t > 0 : ε(t) ≤ 0}.
Then for all t > 0 such that ∆L−1

t := L−1
t − L−1

t− > 0, we can identify the
excursion of R from {0}

εt(s) = YL−1
t− +s − YL−1

t−
, 0 ≤ s ≤ ∆L−1

t .

The key feature of excursion theory in the current setting that we will use is
that (

(t, εt), t ≥ 0 and ∆L−1
t > 0

)
is a Poisson point process with values in [0,∞) ×U(R) and intensity measure
dt × dn, where n is a measure on the Skorokhod space (see Section A.10 in the
Appendix), which is concentrated onU(R).
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Proof of Theorem 6.20 We start by noting that the statement of the theorem
dictates that R0 = 0. As such, we do not need to deal with the occasion that
the process exceeds a from its point of issue before reflecting at the origin.
Using the thinning theorem for Poisson point processes, the first excursion
that exceeds a threshold a has law given by

Q(·) :=
n( · ∩ {γa < ζ})

n(γa < ζ)
, (6.25)

where, for the generic excursion ε ∈ U(R), we make a slight abuse of notation
and use γa = inf{t > 0 : ε(t) > a}. Next, suppose that f : (0,∞) × [0, a] →
[0,∞) is measurable and uniformly bounded and consider the martingale

Mθ := Q
(

f (ε(γa) − a, a − ε(γa−)) 1(γa<ζ) | Gθ

)
,

for θ ∈ (0, a], where Gθ is the sigma-algebra generated by (εu, u ≤ γθ) and
ε(t) = sups≤t ε(s), for 0 ≤ t ≤ ζ. The martingale property follows as a con-
sequence of the tower property for the excursion measure and the fact that
n(γa < ζ) < ∞. (If the latter were false, then the otherwise infinite rate of ex-
cursions exceeding height a would imply that P(γa = 0) = 1, which contradicts
the fact that the paths of Y are right-continuous.)

We can otherwise write

Mθ =
n
(

f (ε(γa) − a, a − ε(γa−)) 1(γa<ζ)| Gθ

)
n(γa < ζ | Gθ)

(6.26)

for θ ∈ (0, a], where the equality is the result of Bayes formula. Moreover, by
the Markov property of excursions, on the event {ε(γθ) < a}, we can write

n
(

f (ε(γa) − a, a − ε(γa−)) 1(γa<ζ)| Gθ

)
= Eε(γθ)

[
f (Xτ+

a − a, a − Xτ+
a−) 1(τ+

a<τ
−
0 )

]
(6.27)

and

n(γa < ζ | Gθ) = Pε(γθ)(τ
+
a < τ

−
0 ). (6.28)

Next, observing that ε(γθ) → 0 as θ ↓ 0 almost surely thanks to regularity
of the upper half line of X (see Section 3.4), we have, on the one hand, from
(6.26), that

lim
θ↓0

Mθ = Q
[
f (ε(γa) − a, a − ε(γa−)) 1(γa<ζ)

]
= E

[
f (Rγa − a, a − Rγa−)

]
.

The second equality above follows on account of the fact that the joint law
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of the overshoot and undershoot of the first excursion exceeding threshold a
agrees with the joint law of the analogous quantities for R. Taking note of
(6.27) and (6.28), we have with the help of Lemma 6.1, Theorem 6.2 and an
application of L’Hôpital’s rule that

E
[
f (Rγa − a, a − Rγa−)

]
= lim

x↓0

∫ ∞
0

∫ a
0

∫ (a−x)∧v
0 f (u, v)α sin(παρ)

π
xαρ̂(a−v)αρ

(u+v)α+1
(a−x−y)αρ−1(v−y)αρ̂−1

(a−y)α∫ x/a
0 tαρ̂−1(1 − t)αρ−1 dt

dy dv du

= αρ̂aαρ̂
α sin(παρ)

π

×

∫ ∞

0

∫ a

0

∫ v

0
f (u, v)

(a − v)αρ

(u + v)α+1 (a − y)−(1+αρ̂)(v − y)αρ̂−1 dy dv du.

Setting w = (v − y)/(a − y) and marginalising the statement of the theorem
follows. �

Define Rt = sups≤t Rs, for t ≥ 0. If we note that, for y ∈ [0, a], v ≤ y and
u ≥ 0,

{Rγa− ≤ y, a − Rγa− ∈ dv, Rγa − a ∈ du}

= {a − Rγy− ∈ dv, Rγy − a ∈ du}

we easily derive the following corollary of Theorem 6.20.

Corollary 6.21. Suppose α ∈ (0, 2) and 0 < αρ < 1. For u > 0, v ∈ [0, a] and
y ∈ [0, v],

P(Rγa− ≤ y, Rγa − a ∈ du, a − Rγa− ∈ dv)

=
α sin(παρ)

π

(a − v)αρ−1(v − a + y)αρ̂

(u + v)α+1 dy dv du.

As noted in its proof, Theorem 6.20 does not consider the case that R0 =

z ∈ [0, a]. This case may be dealt with in a relatively straightforward way,
although it delivers an identity which is no object of beauty. Note that, for
z ∈ [0, a], u > 0 and v ∈ [0, a],

Pz(Rγa − a ∈ du, a − Rγa− ∈ dv)

= Pz(Xτ+
a − a ∈ du, a − Xτ+

a− ∈ dv; τ+
a < τ

−
0 )

+ Pz(τ−0 < τ
+
a )P(Rγa − a ∈ du, a − Rγa− ∈ dv), (6.29)

where we recall that

τ+
a = inf{t > 0 : Xt > a} and τ−0 = inf{t > 0 : Xt < 0}.
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Again referring to Lemma 6.1 and also to Corollary 6.6, as well as the expres-
sion in (6.24), the relevant expressions for each of the probabilities in (6.29)
may be plugged in.

We can also obtain an identity for the resolvent of the reflected process up
to exiting the interval [0, a],

V [0,a](x, dy) =

∫ ∞

0
Px(Rt ∈ dy, t < γa)dt, y ∈ [0, a].

Corollary 6.22. Suppose α ∈ (0, 2) and 0 < αρ < 1. Fix a > 0. For each x ∈
[0, a], the resolvent V [0,a](0, dy) has a density, denoted by v[0,a](0, y), y ∈ [0, a],
which satisfies

v[0,a](0, y) =
1

Γ(α)
(a − y)αρ̂yαρ−1 dy. (6.30)

Proof From (6.24), we have that, for u > 0 and y ∈ [0, a],

P(Rγa − a ∈ du, Rγa− ∈ dy) =
α sin(παρ)

π

(a − y)αρ̂yαρ−1

(u + a − y)α+1 du dv. (6.31)

On the other hand, appealing to the use of the compensation formula, in the
spirit of the computations in (6.1) and (6.2), we have that, for positive, bounded
and measurable functions f : [0,∞) × [0, a]→ [0,∞),

E
[
f (Rγa − a, Rγa−)

]
= E

∑
t>0

1(t<γa) f (Rt− + ∆Xt − a, Rt−)1(Rt−+∆Xt>a)


= E

[∫ ∞

0

∫
R

1(t<γa) f (Rt− + x − a, Rt−)1(Rt−+x>a)Π(dx) dt
]

= Γ(1 + α)
sin(παρ)

π

∫ ∞

0

∫
[0,a]

V [0,a](0, dy) f (y + x − a, y)1(y+x−a>0)
1

x1+α
dx

= Γ(1 + α)
sin(παρ)

π

∫ ∞

0

∫
[0,a]

V [0,a](0, dy) f (u, y)
1

(u + a − y)1+α
du, (6.32)

where the sum in the first equality is taken over the Poisson point process
of jumps with intensity dt × Π(dx) (cf. Appendix A.13), where Π is the Lévy
measure given by (3.1). Now comparing the two joint laws in (6.31) and (6.32),
the result follows. �

Just as with the discussion surrounding (6.29) we can push the conclusion
of Corollary 6.22 just a little further to get an explicit identity for v[0,a](x, dy),
albeit being a little ugly (and therefore we refrain from writing it out in detail).
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Note that, for x, y ∈ (0, a), the measure V [0,a](x, dy) is absolutely continuous
with density

v[0,a](x, dy) = u[0,a](x, dy) + Px(τ−0 < τ
+
a )v[0,a](0, dy),

where U[0,a] was given in Theorem 6.4 and Px(τ−0 < τ
+
a ) can be recovered from

Lemma 6.1.

6.8 Comments

Lemma 6.1 and Corollary 6.3 first appeared in Rogozin [185]. Using the ap-
proach given here, Theorem 6.2 was established in Kyprianou et al. [127].
Theorem 6.4 was first proved in the symmetric case in Blumenthal et al. [39]
and in the more general setting by Kyprianou and Watson [137] as well as Si-
mon and Profeta [175]. Corollaries 6.5 and 6.6 can similarly be deduced or
found directly in the aforementioned literature. Theorem 6.7 and Corollary 6.8
can be found in both Kyprianou [124] and Profeta and Simon [175]. Theorem
6.9 and Corollary 6.11 were first proved in the symmetric case in Blumenthal
et al. [39], then later in Kyprianou et al. [129] and Profeta and Simon [175].
Proposition 6.10 can again be found in Kyprianou et al. [129], but first ap-
peared in Port [171]. An incomplete version of Theorem 6.12 can be found
in [129], however a full statement was proved in Profeta and Simon [175]. An
alternative proof of Theorem 6.12 was put forward in Kyprianou [125] and this
is the one that will be give later in the forthcoming Section 12.4.

Theorems 6.13 and 6.14 are taken from Kyprianou et al. [132]. Theorem
6.16 was first proved in Getoor [76], however the proof given here is new,
based on self-similarity rather than a potential analytic approach. Theorem
6.17 was first proved in Kuznetsov et al. [120], together with an asymptotic
expansion of the density of the law of τ{1}. The shorter proof of Theorem 6.17
that we offer here comes from Letemplier and Simon [141]. As alluded to ear-
lier, care is needed when performing the inverse Mellin transform using stan-
dard techniques. One of the problems highlighted in [120] is the multiplicity of
poles when α is rational. As such the results obtained there place restrictions
on α. In the spectrally positive case, a full expansion for the aforesaid density
was given in [167] using a methodology different to Mellin inverse transform,
which holds for all α ∈ (1, 2). Theorem 6.18 is a relatively new result, found
in the review article [125], as are many of the proofs given in this chapter.
The proof of Theorem 6.18 could in principle be derived from Theorem 6.12
by taking limits as a → 0 and invoking monotonicity, however this seems
analytically rather difficult to execute on account of the limit resulting in the
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difference of two infinities. Instead, we opted for a more elegant proof based
on the Riesz–Bogdan–Żak transformation, given in Section 12.5.

The method for Theorem 6.20 using excursion theory in the stable setting
was developed in Kyprianou [122] alongside similar ideas appearing in the
related setting of spectrally one-sided Lévy processes in [9]. Baurdoux [12]
exploited other excursion theoretic techniques to analyse resolvents for general
reflected Lévy processes. His results include Corollary 6.22 for the case of
symmetric stable processes. Appealing to Baurdoux’s approach Kyprianou and
Watson [137] proved Corollary 6.21.



7

Doney–Kuznetsov factorisation and the
maximum

In this chapter, we are interested in describing the law of the running supremum
of a stable process at an independent and exponentially distributed random
time, as well as at a fixed time. As alluded to in Theorem 2.22, this boils down
to a better understanding of the space-time Wiener–Hopf factorisation.

Stable processes provide a rare example of a Lévy process with discontin-
uous paths for which a full space-time Wiener–Hopf can be developed in ex-
plicit detail. Overwhelmingly, the majority of what is known in this arena is
due to the work of R. A. Doney and A. Kuznetsov. We present each of their
perspectives here. Accordingly, we collectively discuss the Doney–Kuznetsov
factorisation. (Additional remarks regarding the precise layout of the literature
are found in the comments at the end of this chapter as usual.)

Thanks to self-similarity, it will turn out that the Mellin transform of one of
the Wiener–Hopf factors is associated with the Mellin transform of the law of
the running supremum at a fixed time. We are able to provide a series repre-
sentation of the density of the latter by making a connection with the earlier
theory we have developed in Section 4.5 on the law of integrated exponential
hypergeometric Lévy processes.

7.1 Kuznetsov’s factorisation

Recall that X denotes a stable process with parameters (α, ρ) that are admissible
i.e. (α, ρ) ∈ A where the set A is defined as in (3.11). We also recall that
Xt := sups≤t Xs and Xt := inf s≤t Xs, denote its running supremum and infimum,
respectively, at time t ≥ 0. Let eq be an exponentially distributed random time
with rate q ≥ 0, which is independent of X, and we denote by Ψ+

q and Ψ−q the

185
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Laplace transforms of Xeq and Xeq
, respectively. That is to say,

Ψ+
q (z) = E

[
e−zXeq

]
and Ψ−q (z) = E

[
ezXeq

]
for z ≥ 0. (7.1)

From Theorem 2.22, the functions Ψ+
q and Ψ−q are known as the (space-time)

Wiener–Hopf factors. Their characterisation is one of the aims of this chapter.
We call such characterisation as the Doney–Kuznetsov factorisation.

In the spectrally one-sided cases, but excluding the case of monotone paths,
characterising the Wiener–Hopf factors (7.1) is straightforward. Indeed, let us
assume that X is spectrally negative with index α ∈ (1, 2) and hence positivity
parameter ρ = α−1. Observe from Lemma 2.29 that

τ+
x = inf

{
t > 0 : Xt > x

}
, x ≥ 0,

is a subordinator and moreover, from the discussion of creeping in Section 3.5,
it is necessarily stable. Since the stable process is self-similar with index α, the
subordinator (τ+

x , x ≥ 0) is also self-similar with index α−1. In other words, we
have

E
[
e−λτ

+
x
]

= e−xλ
1
α

λ > 0.

On the other hand, we see

P
(
Xeq > x

)
= P

(
τ+

x < eq

)
= E

[
e−qτ+

x
]

= e−xq
1
α
,

implying that Xeq has the same distribution as an exponential random vari-
able with parameter q

1
α . Recall that the Laplace exponent satisfies ψ(z) =

logE[ezX1 ] = zα. Using this expression for ψ together with the Wiener–Hopf
factorisation, we deduce

Ψ+
q (z) =

q
1
α

q
1
α + z

and Ψ−q (z) =
q
(
q

1
α − z

)
q

1
α (q − zα)

for z ≥ 0.

Thanks to duality, we also obtain the following expressions in the spectrally
positive case

Ψ+
q (z) =

q
(
q

1
α + z

)
q

1
α (q + zα)

and Ψ−q (z) =
q

1
α

q
1
α − z

for z ≥ 0.

For the remainder of this section we will thus keep our attention on the
two sided-case jump setting, i.e. 0 < αρ̂, αρ < 1. From duality, the Laplace
transform Ψ−q has exactly the same form as Ψ+

q albeit the role of ρ is played by
ρ̂. The scaling property implies

Ψ+
q (z) = Ψ+

1 (zq−1/α), z ≥ 0, (7.2)
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with the same property holding for Ψ−q . In other words, in order to describe the
Wiener–Hopf factors it is enough to study Ψ+

1 .
Before we can state Kuznetsov’s identification of these two factors, we need

to introduce a family of special functions known as double sine functions. For
τ > 0, the double sine function S 2(z; τ) is defined in terms of the double gamma
function G(z, τ), which was introduced in (4.42), as follows

S 2(z; τ) = (2π)(1+τ)/2−z G(z; τ)
G(1 + τ − z; τ)

, z ∈ C. (7.3)

The double sine function also has a Weierstrass product representation, see
(A.26), which can be simplified when τ = 1 (see (A.27)). Moreover the func-
tion z 7→ S 2(z; τ) is meromorphic, which has zeros at points {−mτ − n : m, n ≥
0} and poles at points {mτ+ n : m, n ≥ 1}. All zeros and poles are simple if and
only if τ is irrational.

The double sine function also satisfies

S 2(z + 1; τ) =
S 2(z; τ)

2 sin(πz/τ)
, S 2(z + τ) =

S 2(z; τ)
2 sin(πz)

, (7.4)

and has the normalising condition S 2((1 + τ)/2; τ) = 1. From the asymptotic
behaviour of the double sine function (A.29), we deduce that for every b, c ∈ R∣∣∣∣S 2(b + iτ log(eicy)/(2π); τ)S 2(b − iτ log(eicy)/(2π); τ)

∣∣∣∣
=


y1/2+τ/2−b(1 + o(1)), as y→ +∞,

y−1/2−τ/2+b(1 + o(1)), as y→ 0+.

(7.5)

Moreover, the above asymptotic result holds uniformly in b and c on compact
subsets of R. From identity (7.3), we also observe that the function S 2(z; τ)
satisfies the following reflection formula

S 2(z; τ)S 2(1 + τ − z; τ) = 1. (7.6)

For further details and properties of the double sine function we refer to the
Appendix A.5. We are otherwise now ready to state Kuznetsov’s factorisation.

Theorem 7.1 (Kuznetsov’s factorisation). Assume that (α, ρ) ∈ A. For Re(z) ≥
0, we have

Ψ+
1 (z) =z−αρ/2S 2((1 + α(1 + ρ))/2 + iα log(z)/(2π);α) (7.7)

× S 2((1 + α(1 + ρ))/2 − iα log(z)/(2π);α),

and Ψ−1 (z) can be obtained from the above identity by replacing ρ by ρ̂.



188 Doney–Kuznetsov factorisation and the maximum

7.2 Quasi-periodicity

A key observation in proving Theorem 7.1 is the identification of a quasi-
periodic property associated to the factors Ψ+

1 and Ψ−1 . In this section, we de-
velop a proposition (below), which characterises the aforesaid quasi-periodicity.
We can then use what we know about double sine functions to guess and
rigorously verify the factorisation in Theorem 7.1 using this notion of quasi-
periodicity.

To this end, let us introduce the following notation, Λa,b := {z ∈ C : a <

Im(z) < b}, the horizontal open strip, Λa,b := {z ∈ C : a ≤ Im(z) ≤ b}, the
closed horizontal strip, and γa := {z ∈ C : Im(z) = a}, the horizontal line.

On account of the fact that both Ψ+
1 (z) and Ψ−(z) are Laplace transforms of

positive random variables, it is immediately obvious that they are analytic in
the half-plane Re(z) > 0 and continuous in the closed half-plane Re(z) ≥ 0.
On the other hand, from the Wiener–Hopf factorisation (2.34) and the explicit
form of the characteristic exponent of the stable process, (see (3.9)), the char-
acteristic exponent of X, we have e.g. that

Ψ+
1 (−iz)Ψ−1 (iz) =

1
1 + eπiα(1/2−ρ)zα

, for z > 0. (7.8)

In the next proposition, identity (7.8), together with Schwartz’s reflection prin-
ciple, will allow us to play the analytic properties of Ψ+

1 off against those of Ψ−1
(and vice versa). This results in analytic continuation and a functional equation
satisfied by each of the Wiener–Hopf factors. The aforesaid functional equa-
tion demonstrates the aformentioned quasi-periodicity.

Proposition 7.2. For |Im(w)| < π/2, we define f (w) = Ψ+
1 (ew) and f̂ (w) =

Ψ−1 (ew). The functions f (w) and f̂ (w) can be analytically continued to mero-
morphic functions and satisfy the quasi-periodic functional equations

f (w + 2πi) = e−πiαρ cos(iαw/2 − παρ̂/2)
cos(iαw/2 − πα(1 + ρ)/2)

f (w), (7.9)

f̂ (w + 2πi) = e−πiαρ̂ cos(iαw/2 − παρ/2)
cos(iαw/2 − πα(1 + ρ̂)/2)

f̂ (w), (7.10)

for w ∈ C.

Proof We begin by applying a change of variable of the form z = ew, in the
Wiener–Hopf factorisation (7.8), to deduce

f (w − πi/2) f̂ (w + πi/2) =
1

1 + eπiα(1/2−ρ)+αw , w ∈ R. (7.11)

From its representation as an expectation, cf. (7.1), the function f (w − πi/2)
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is analytic in the open strip Λ0,π and is continuous in Λ0,π. Similarly, the func-
tion f̂ (w + πi/2) is analytic in the open strip Λ−π,0 and is continuous in Λ−π,0.
Rewriting equation (7.11) in the form

f (w − πi/2) =
1

1 + eπiα(1/2−ρ)+αw ×
1

f̂ (w + πi/2)
, w ∈ R, (7.12)

and applying Morera’s Theorem (see Theorem A.4 in the Appendix) we can
analytically (or meromorphically, depending on where the poles of the factor
(1 + eπiα(1/2−ρ)+αw)−1 lie) continue f (w − πi/2) into the wider strip Λ−π,0. Since
f (w − πi/2) takes real values on the line γπ/2, we can apply Corollary A.3 in
the Appendix and we see that f (w − πi/2) is a meromorphic function in the
strip Λ−π,2π.

Next, rewriting equation (7.11) as follows

f̂ (w + πi/2) =
1

1 + eπiα(1/2−ρ)+αw ×
1

f (w − πi/2)
, (7.13)

we obtain an analytic (or meromorphic) continuation of f̂ (w+πi/2) in the strip
Λ−π,2π. Since f̂ (w + πi/2) takes real values on the line γ−π/2, we apply again
Corollary A.3 and we see that f̂ (w + πi/2) is a meromorphic function in the
wider strip Λ−3π,2π.

We repeat this procedure and observe that formula (7.12) and Corollary A.3
guarantee analytic continuation of f (w − πi/2) in the strip Λ−3π,4π, then for-
mula (7.13) and the above Corollary allow us to continue f̂ (w + πi/2) into
strip Λ−5π,4π, and so on. In other words, repeating the steps from above indef-
initely we have deduced that both functions f (w) and f̂ (w) can be analytically
continued to meromorphic functions in C.

In order to finish our proof, it remains to show that these functions satisfy
the functional equations (7.9) and (7.10). From formula (7.13), we have

f̂ (w)−1 = (1 + eπiα(w−ρ)) f (w − πi).

Since f̂ (w) is real for w ∈ R, we deduce that for w ∈ R,

(1 + eπiα(w−ρ)) f (w − πi) = f̂ (w)−1 = f̂ (w)−1 = (1 + e−πiα(w−ρ)) f (w + πi),

where we have used the fact that. if a and b are two complex numbers, then
ab = a × b and that, as f is a meromorphic function taking real values on the
real axis, f (z) = f (z). By analytic continuation, we observe

(1 + eπiα(w−ρ)) f (w − πi) = (1 + e−πiα(w−ρ)) f (w + πi), for w ∈ C.

The above identity is equivalent to the functional equation (7.9). The functional
equation (7.10) is established similarly. The proof is now complete. �
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Let us now see how the quasi-periodic relations in Proposition 7.2 can be
used to prove Theorem 7.1. Using the second functional equation in (7.4), we
can guess the following solution to equation (7.9),

f (w) =e−αρw/2S 2((1 + α(1 + ρ))/2 + iαw/(2π);α) (7.14)

× S 2((1 + α(1 + ρ))/2 − iαw/(2π);α).

Indeed, let us verify that the above function is a solution to (7.9),

f (w + 2πi) = e−αρw/2−πiαρS 2((1 + α(1 + ρ))/2 + iαw/(2π) − α;α)

× S 2((1 + α(1 + ρ))/2 − iαw/(2π) + α;α)

= e−αρw/2−πiαρS 2((1 + α(1 + ρ))/2 + iαw/(2π);α)

× 2 sin(π((1 + α(1 + ρ))/2 + iαw/(2π) − α))

×
S 2((1 + α(1 + ρ))/2 − iαw/(2π);α)

2 sin(π((1 + α(1 + ρ))/2 − iαw/(2π)))

= e−πiαρ cos(iαw/2 − παρ̂/2)
cos(iαw/2 − πα(1 + ρ)/2)

f (w).

This suggests candidates for the Wiener–Hopf factors Ψ+
1 and Ψ−1 . To be more

precise, we have Ψ+
1 (z) = f (log(z)), where f (w) is given in (7.14), and Ψ−1 (z)

can be obtained from Ψ+
1 by exchanging the roles of ρ and ρ̂. Solutions to

equation (7.9) are certainly not unique since we can multiply any solution by
an arbitrary periodic function F(w) satisfying F(w + 2πi) = F(w), and the
result would still be a solution. Thus, we need to verify that our guess in (7.14)
is correct via means other than (7.9).

Proof of Theorem 7.1 Let us define

H(z) = z−αρ/2S 2((1 + α(1 + ρ))/2 + iα log(z)/(2π);α)

× S 2((1 + α(1 + ρ))/2 − iα log(z)/(2π);α)

i.e. the function in the right-hand side of (7.7) and, by Ĥ(z), the same function,
but with ρ̂ in place of ρ. Our first goal is to verify that the functions H and Ĥ
satisfy the Wiener–Hopf factorization (7.8). Assume that z > 0 and to ease the
presentation, write w = α log(z)/(2πi). Then, recalling ρ + ρ̂ = 1,

H(−iz)Ĥ(iz) = z−α/2eπiα(ρ−1/2)/2S 2(1/2 + α/4 + αρ/2 + w;α)

× S 2(1/2 + 3α/4 + αρ/2 − w;α)S 2(1/2 + 5α/4 − αρ/2 + w;α)

× S 2(1/2 + 3α/4 − αρ/2 − w;α)

= z−α/2eπiα(ρ−1/2)/2S 2(1/2 + 3α/4 + αρ/2 − w;α)

× S 2(1/2 + 5α/4 − αρ/2 + w;α),
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where we have used the reflection formula (7.6) in the form

S 2(1/2 + α/4 + αρ/2 + w;α)S 2(1/2 + 3α/4 − αρ/2 − w;α) = 1.

Next, according to the second functional equation in (7.4) we have

S 2(1/2 + 5α/4 − αρ/2 + w) =
S 2(1/2 + α/4 − αρ/2 + w)

2 sin(π(1/2 + α/4 − αρ/2 + w))
.

Using the above identity and the reflection formula (7.6) again, but in the form

S 2(1/2 + α/4 − αρ/2 + w;α)S 2(1/2 + 3α/4 + αρ/2 − w;α) = 1,

we obtain

H(−iz)Ĥ(iz) =
z−α/2eπiα(ρ−1/2)/2

2 sin(π(1/2 + α/4 − αρ/2 + w))

=
1

1 + zαeπiα(1/2−ρ) =
1

1 + Ψ(z)
,

where we have used the identity

2 sin(π(1/2 + α/4 − αρ/2 + w)) = zα/2eπi(1/2−ρ)/2 + z−α/2eπi(ρ−1/2)/2.

In other words, the functions H and Ĥ satisfy the Wiener–Hopf factorisation
(7.8) for z > 0. The proof for z < 0 follows by taking the complex conjugate in
the computations above.

To prove that our candidate solutions H and Ĥ are in fact the Wiener–Hopf
factors, we need to apply a uniqueness argument. First, let us establish some
properties of the functions H and Ĥ.

The function S 2(z;α) is analytic and zero-free in the strip 0 < Re(z) < 1+α.
Observe that

Re((1 + α(1 + ρ))/2 ± iα log(z)/(2π)) =
1
2

(1 + α(1 + ρ)) ∓
α

2π
arg(z)

and, hence noting that (1 + αρ)/2 ≤ 1, the functions H and Ĥ are analytic and
zero-free in the half-plane Re(z) ≥ 0 (i.e. arg(z) ∈ [−π/2, π/2]). Moreover, we
have

z−1 log(H(z))→ 0 and z−1 log(Ĥ(z))→ 0,

as z goes to ∞ (uniformly in the half-plane Re(z) ≥ 0). The latter asymptotics
can be derived from the asymptotic result (7.5).

On the other hand, recall from (2.35) that the Wiener–Hopf factor Ψ+
1 (z) can

be written as

Ψ+
1 (z) =

κ1(0)
κ1(z)

, (7.15)
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where κq(z), for q, z ≥ 0, is the bivariate Laplace exponent of the ascending
ladder process (see (2.30)). From this representation and from the well-known
fact that the Laplace exponent of a subordinator is analytic in the half-plane
Re(z) > 0 and is zero-free in the half-plane Re(z) ≥ 0, we deduce that Ψ+

1 also
inherits such properties in the half-plane Re(z) ≥ 0. Since Ψ−1 satisfies a similar
representation, then we deduce that both functions, Ψ+

1 and Ψ−, are analytic and
zero-free in the half-plane Re(z) ≥ 0. Moreover, from (7.15), recalling that, as
a Bernstein function (and, in particular, a concave function), κp will grow no
faster than linearly, as z goes to∞ on the right half plane of C,

z−1 log(Ψ+
1 (z))→ 0 and z−1 log(Ψ−1 (z))→ 0,

(uniformly in the half-plane Re(z) ≥ 0).
Next, we define the function F(z) as follows:

F(z) :=


H(z)/Ψ+

1 (z), if Re(z) ≥ 0,

Ψ−1 (−z)/Ĥ(−z), if Re(z) ≤ 0.
(7.16)

Note that the function F(z) is well defined for Re(z) = 0 since both pairs Ψ+
1 ,

Ψ−1 and H, Ĥ satisfy (7.8), thus H(z)/Ψ+
1 (z) = Ψ+

1 (−z)/Ĥ(−z) for Re(z) = 0.
From the properties satisfied by H and Ĥ, we see that the function F(z) is

analytic and zero-free in the two half-planes Re(z) > 0 and Re(z) < 0 and from
our discussion in the previous paragraph, it follows that F(z) is continuous in
the entire complex plane. Therefore by Morera’s theorem (see Theorem A.4)
the function F(z) must be analytic in the entire complex plane.

In other words, we have an analytic and zero-free function F(z) and therefore
its logarithm log(F(z)) is also an entire function. The properties satisfied by Ψ+

1
and Ψ−1 imply that z−1 log(F(z))→ 0 as z→ ∞ uniformly in the entire complex
plane. Liouville’s theorem (cf. Theorem A.6) now implies that log(F(z)) must
be constant. The value of this constant is easily seen to be zero, since F(0) = 1
(this follows from H(0) = Ĥ(0) = Ψ+

1 (0) = Ψ−1 (0) = 1). Thus F(z) = 1 for all
z ∈ C, which implies Ψ+

1 (z) = H(z) and Ψ−1 (z) = Ĥ(z) for all z in the half-plane
Re(z) ≥ 0. This completes the proof. �

7.3 Law of the maximum at a finite time

The Wiener–Hopf factor Ψ+
q provides information about the distribution of the

supremum up to an independent exponentially distributed random time with
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parameter q > 0, written eq. In principle, a Laplace–Fourier inversion applied
to q 7→ Ψ+

q will give the law of Xt, for t ≥ 0.
On the other hand, recalling from (7.2) that Ψ+

q (z) = Ψ+
1 (zq−1/α), for q > 0,

we see that there is the possibility of converting an inversion with respect to
the variable q with an inverse with respect to the variable z. This observation
can otherwise be seen as equivalent to the noting that, thanks to the scaling
property and the independence of eq and X, the law of Xeq is equal to the law
of e1/α

q X1, when X0 = 0. Indeed, the following computation, which considers
the Mellin transform of Ψ+

q , connects these two random variables,∫ ∞

0
zs−1Ψ+

q (z)dz = qs/α
∫ ∞

0
us−1Ψ+

1 (u)du

= qs/αE

[∫ ∞

0
us−1e−uXe1 du

]
= qs/αΓ(s)E

[
e−s/α

1

(
X1

)−s
]

= qs/αΓ(s)Γ
(
1 −

s
α

)
M(1 − s),

where in the fourth equality we have used the integral representation of the
gamma function (see (A.7) in the Appendix) andM denotes the Mellin trans-
form of X1, i.e.

M(s) := E
[(

X1

)s−1
]
.

Our approach in determiningM relies on the Lamperti transform instead of
computing directly the Mellin transform of Ψ+

q , which can be done thanks to
the explicit expression given in Theorem 7.1. Indeed, the Lamperti transform
provides a natural relationship between the law of X1 and the law of an expo-
nential functional of the Lamperti-stable process ξ∗, described in Section 5.3,
that we explain below.

Recall that τ−0 = inf{t > 0 : Xt < 0} and also that P̂1 denotes the law of
the dual process −X issued from 1. Then spatial homogeneity, duality and the
scaling property gives us

P̂1(τ−0 < t) = P̂(τ−−1 < t) = P̂
(
Xt < −1

)
= P

(
Xt > 1

)
= P

(
X1 > t−

1
α

)
. (7.17)

In other words the law of (X1)−α, under P, is the same as the law of τ−0 , under
P̂1. The latter can be identified as the life time of the stable process killed on
entering (−∞, 0), under P̂1.

On the other hand, recall from Section 5.3 that the stable process killed on
entering (−∞, 0) is defined as follows

Zt = Xt1(Xt≥0), t ≥ 0,
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and that Z is a positive self-similar Markov process. Its underlying Lévy pro-
cess, (ξ∗,P), that appears through the Lamperti transform is a Lamperti-stable
process with parameters (1 − αρ̂, αρ, αρ̂). In other words, its characteristic ex-
ponent is given by

Ψ∗(z) =
Γ(α − iz)
Γ(αρ̂ − iz)

Γ(1 + iz)
Γ(1 − αρ̂ + iz)

, z ∈ R.

Under P̂1, the stable process killed on entering (−∞, 0) and implicitly its asso-
ciated Lamperti-stable process, only experiences a change on its parameters by
replacing ρ by ρ̂. In other words, under the law P̂1, the underlying Lévy process
is a Lamperti-stable process with parameters (1−αρ, αρ̂, αρ) that we denote by
(ξ̂∗, P̂). It is with remembering from Section 5.3 that everything we have said
regarding ξ̂∗ applies to both the two-sided and one-sided jump cases (albeit that
we are excluding the setting of monotone paths). In particular, in the spectrally
negative case, i.e. ρ = α−1, the Lamperti-stable process ξ̂∗ is spectrally positive
with parameters (0, α − 1, 1) and in the spectrally positive case, the Lamperti-
stable process ξ̂∗ is spectrally negative with parameters (2 − α, 1, α − 1). From
the Lamperti transform, under P̂1, we can also identify the life time of Z with
the exponential functional associated to αξ̂∗, which implies that the law of τ−0
is the same as the law as the exponential functional of αξ̂∗. In other words, the
law of τ−0 , under P̂1, is the same as I(α, ξ̂∗), under P̂, where

I(α, ξ̂∗) =

∫ ζ∗

0
eαξ̂

∗
s ds,

where ζ∗ is the lifetime of ξ∗, and hence, as consequence of (7.17), we deduce
that the Mellin transform of X1 satisfies

M(s) := E
[(

X1

)s−1
]

= Ê
[
I(α, ξ̂∗)−(s−1)/α

]
. (7.18)

Our main result of this section provides a complete characterisation of the
Mellin transformM in terms of the so-called double gamma G(z; τ). The latter
follows from the above identity and Theorems 4.13, 4.17 and 4.19.

Theorem 7.3. For s ∈ C and if (α, ρ) is such that

i) 0 < αρ, αρ̂ < 1, we have

M(s) = αs−1 G(αρ;α)
G(αρ̂ + 1;α)

G(αρ̂ + 2 − s;α)
G(αρ − 1 + s;α)

G(α − 1 + s;α)
G(α + 1 − s;α)

,

(ii) αρ = 1, we have

M(s) =
Γ(s − 1)

Γ
(

s−1
α

) ,



7.3 Law of the maximum at a finite time 195

(iii) αρ̂ = 1, we have

M(s) =
sin

(
π
α

)
sin

(
π
(

2−s
α

)) Γ
(
1 − s−1

α

)
Γ(2 − s)

.

Proof We first prove part (i). Recall that ξ̂∗ is a Lamperti-stable process with
parameters (1 − αρ, αρ̂, αρ) and hence belongs to the hypergeometric family
of Lévy processes whose parameters lie inH1 \ {β = 1} (cf. (4.17)). That is to
say, we can use Theorem 4.13 and deduce

M(s) = M

(
1 −

s − 1
α

;α, 1 − αρ, αρ̂, 1 − αρ, αρ
)

= Γ

(
1 −

s − 1
α

)
F
(
1 −

s − 1
α

;α, 1 − αρ, αρ̂, 1 − αρ, αρ
)
.

From the definition of F, we get

M(s) = Γ

(
α − s + 1

α

) G
(
αρ
α

; 1
α

)
G

(
α+1
α

; 1
α

)
G

(
1; 1

α

)
G

(
1+αρ̂
α

; 1
α

) G
(

2−αρ̂−s
α

; 1
α

)
G

(
α+s+1
α

; 1
α

)
G

(
2+α−s
α

; 1
α

)
G

(
αρ+s−1

α
; 1
α

) .
Using the transformation (A.23), we deduce

G
(
αρ
α

; 1
α

)
G

(
α+1
α

; 1
α

)
G

(
1; 1

α

)
G

(
1+αρ̂
α

; 1
α

) = c(α)
G (αρ;α) G (α + 1;α)
G (α;α) G (1 + αρ̂;α)

,

where

c(α) = (2π)
α(ρ̂−ρ)

2 (1− 1
α )α

(ρ̂−ρ)
2 + α

2 ((ρ̂−ρ)−(ρ̂2−ρ2))+ρ.

Similarly, we have

G
(

2−αρ̂−s
α

; 1
α

)
G

(
α+s+1
α

; 1
α

)
G

(
2+α−s
α

; 1
α

)
G

(
αρ+s−1

α
; 1
α

) =
G (2 − αρ̂ − s;α) G (α + s + 1;α)
G (2 + α − s;α) G (αρ + s − 1;α)

αs−1c(α)−1.

Finally, we use the quasi-periodic identity (A.21) of G and get

G (2 + α − s;α) = Γ

(
1 + α − s

α

)
G (1 + α − s;α) and G (1 + α;α) = G (α;α) .

Putting all pieces together, we conclude that

M(s) = αs−1 G (αρ;α)
G (1 + αρ̂;α)

G (2 − αρ̂ − s;α) G (α + s + 1;α)
G (1 + α − s;α) G (αρ + s − 1;α)

,

as expected.
For the remaining two cases, we proceed similarly as above but using the

explicit expressions for the Mellin transform of I(α, ξ̂∗) in provided in Theorem
4.19, for part (ii) and in Theorem 4.17 for part (iii). �
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Finally, we use identity (7.18), knowledge of the density of the exponential
functional I(α, ξ̂∗) and its tail behaviour near 0 and∞ to deduce similar distri-
butional properties of X1. Denote the distributional densities of I(α, ξ̂∗) and X1

by

pα(x) =
d
dx

P̂
(
I(α, ξ̂∗) ≤ x

)
and pX(x) =

d
dx
P
(
X1 ≤ x

)
for x ≥ 0.

From identity (7.18), these two densities are related by

pX(x) = αx−α−1 pα(xα), x > 0.

First, we consider the case of two-sided jumps, i.e. when 0 < αρ, αρ̂ < 1. The
spectrally negative and positive cases will be treated separately in the next sec-
tion. As alluded to previously, in the case of two-sided jumps, the Lévy process
ξ̂∗ is a hypergeometric Lévy process in the classH1 \ {β = 1}. Accordingly, we
can apply directly Theorems 4.22 and 4.24.

Let us first introduce the sequences am,n, m, n ≥ 0, and bm,n, m ≥ 0, n ≥ 1, as
follows

am,n =
(−1)m+n

Γ
(
1 − ρ − n − m

α

)
Γ(αρ + m + αn)

×

m∏
j=1

sin
(
π
α

(αρ + j − 1)
)

sin
(
π j
α

) n∏
j=1

sin(πα(ρ + j − 1)
sin(πα j)

, (7.19)

and

bm,n =
Γ
(
1 − ρ − n − m

α

)
Γ(αρ + m + αn)

Γ
(
1 + n + m

α

)
Γ(−m − αn)

am,n. (7.20)

We also recall from Definition (4.23) that L denotes the set of real irrational
numbers x, for which there exists a constant b > 1 such that the inequality∣∣∣∣∣x − p

q

∣∣∣∣∣ < 1
bq

is satisfied for infinitely many integers p and q. For further details about this
set, we refer to the comments after Definition (4.23).

Theorem 7.4. Assume that 0 < αρ, αρ̂ < 1. For α < Q, we have

pX(x) ∼ xαρ−1
∑
m≥0

∑
n≥0

am,nxm+αn, x→ 0+, (7.21)

pX(x) ∼ x−1−α
∑
m≥0

∑
n≥0

bm,n+1x−m−αn, x→ ∞. (7.22)
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For α < L ∪ Q., we have for all x > 0

pX(x) =

 x1−α ∑
m≥0

∑
n≥0 bm,n+1x−m−αn if α ∈ (0, 1),

xαρ−1 ∑
m≥0

∑
n≥0 am,nxm+αn if α ∈ (1, 2).

(7.23)

There are two ways of getting explicitly the coefficients that appear in (7.21),
(7.22) and (7.23). One is performing the computations directly from (4.20) or
by observing that the Mellin transform M(s) has simple poles at {m + αn :
m, n ≥ 1} and {1 − αρ − m − αn : m, n ≥ 0} with residues

Res(M(s) : s = 1 − αρ − m − αn) = −bm−1,n,

and

Res(M(s) : s = m + αn) = am,n.

The latter identities can be deduced by iterating the following quasi-periodic
properties ofM,

M(s + 1) =
α

π
sin

(
π

(
ρ −

1 − s
α

))
Γ

(
1 −

s
α

)
Γ

(
1 −

1 − s
α

)
M(s),

and

M(s + α) =
α

π
sin (π (αρ − 1 + s)) Γ (1 − s) Γ (α − 1 + s)M(s),

which follows directly from the quasi-periodic properties of the double gamma
function found in (A.21) of the Appendix.

We observe that the behaviour of the density pX from Theorem 7.4 only
provides the asymptotic behaviour of the tail distribution of X1 at 0 and ∞ for
α < Q and 0 < αρ, αρ̂ < 1. As we will see in the next chapter, tail asymp-
totic behaviour is desirable for all values of α. To avoid the aforementioned
restriction in α, we use Theorem 1.18 to deduce the upper tail behaviour of the
distribution of X1 for any α ∈ (0, 2).

Proposition 7.5. Suppose that X possesses positive jumps. Then

P
(
X1 > x

)
∼ P(X1 > x) ∼

Γ(α)
π

sin(παρ)x−α as x→ ∞,

Proof From the asymptotic expansion in Theorem 1.18, we get the following
estimate

P(X1 > x) ∼
Γ(α)
π

sin(παρ)x−α as x→ ∞. (7.24)

Hence, it is clear that

lim inf
x→∞

xαP
(
X1 > x

)
≥

Γ(α)
π

sin(παρ).
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For the upper bound, we fix ε > 0 and observe from the Markov and scaling
properties that

P
(
X1 > (1 − ε)x

)
≥ P

(
X1 > x, X1 > (1 − ε)x

)
≥

∫
[0,1]
P
(
τ+

x ∈ du
)
P(X1−u > −εx)

=

∫
[0,1]
P
(
τ+

x ∈ du
)
P

(
X1 >

−εx
(1 − u)1/α

)
≥ P

(
X1 > x

)
P(X1 > −εx),

where we recall the usual notation τ+
x = inf{t > 0 : Xt > x}.

Next, we use again the estimate in (7.24), together with the fact that

lim
x→∞
P(X1 > −εx) = 1,

to deduce

lim sup
x→∞

xαP
(
X1 > x

)
≤

Γ(α)
π

sin(παρ)(1 − ε)−α.

The desired result follows by choosing ε arbitrarily close to 0. �

Scaling tells us that τ+
x is equal in distribution to xατ+

1 and hence, in a similar
spirit to (7.17), we have that

P(X1 < x) = P(τ+
x > 1) = P(τ+

1 > x−α) = P̂1(τ−0 > x−α).

The asymptotic behaviour in Lemma 5.12 (which is ultimately rooted in Propo-
sition 4.27) now gives us the lower tail behaviour of the distribution of X1,
albeit that we must interchange the roles of ρ and ρ̂.

Proposition 7.6. Suppose that |X| is not a subordinator. Then

P
(
X1 < x

)
∼

α

Γ(ρ̂)Γ(1 + αρ)
xαρ as x→ 0.

7.4 Doney’s factorisation

It turns out that the Mellin transformM given in Theorem 7.3 can be simplified
to a more explicit form for special parameter choices.

Definition 7.7 (Doney classes). For k, l ∈ Z, we say that a stable process X
with admisible parameters, (α, ρ) ∈ A (cf. (3.11)), belongs to the Doney class
Ck,l if the following identity holds

ρ + k =
l
α
. (7.25)
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Note that the spectrally one-sided cases are included in the Doney classes.
Indeed setting k = 0, l = 1 in (7.25) gives us the spectrally negative case and
k = −1, l = −1 gives us the spectrally positive case. Moreover, if (α, ρ) satisfy
(7.25), then we observe that α ∈ Q if and only if ρ ∈ Q. If α < Q there exists
a unique pair of integers k, l such that identity (7.25) holds. If α = m/n for
some coprime integers m, n and X ∈ Ck,l then identity (7.25) holds for any pair
(k̂, l̂) = (k + jn, l+ jm), for integer j ∈ Z. In this case, we assume that 0 ≤ k < n
and 1 ≤ l < m.

Our next result provides the explicit form of the Mellin transformM for the
Doney classes.

Theorem 7.8. If X ∈ Ck,l and l > 0, then, for s ∈ C,

M(s) =
Γ(s)

Γ(1 − (1 − s)/α)

l−1∏
i=1

sin(π(s − 1 + i)/α)
sin(πi/α)

k∏
j=1

sin(πα j)
sin(π(1 − s + jα))

.

If X ∈ Ck,l and l < 0, then

M(s) =
Γ(1 − (1 − s)/α)

Γ(2 − s)

|k|−1∏
i=1

sin(π(s − 1 + iα))
sin(παi)

|l|∏
j=1

sin(π j/α)
sin(π(1 − s + j)/α)

.

Proof Since both identities use similar arguments, we only provided the ar-
guments to show the first identity. Assume that l > 0 and recall that under our
assumptions αρ = l − αk. From Theorem 7.3, we have on C

M(s) = αs−1 G(l − αk;α)
G(α(k + 1) − l + 1;α)

G(α(k + 1) − l + 2 − s;α)
G(l − αk − 1 + s;α)

G(α − 1 + s;α)
G(α + 1 − s;α)

.

Using the quasi-periodic properties for the double gamma function (A.21), we
deduce the following identities

G(α(k + 1) − l + 2 − s;α)
G(α + 1 − s;α)

= (2π)
α−1

2 k
l−1∏
i=1

1

Γ
(
α+1−s−i

α

)
×

k∏
j=1

α−(α j−s−l+2)+ 1
2 Γ(α j − s − l + 2),

and

G(α − 1 + s;α)
G(s + l − 1 − αk;α)

= (2π)
α−1

2 (k+1)α−(s−1)+ 1
2

Γ(s − 1)
Γ(1 − (1 − s)/α)

l−1∏
i=1

1

Γ
(

s−1+i
α

)
×

k∏
j=1

α−(s+l−1−α j)+ 1
2 Γ(s + l − α j − 1).
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Multiplying both identities and using the reflection formula (A.12), we observe

G(α(k + 1) − l + 2 − s;α)
G(α + 1 − s;α)

G(α − 1 + s;α)
G(s + l − 1 − αk;α)

= (2π)(α−1)(k+1/2)α−(s−1)+ 3
2

×
Γ(s)

Γ
(
1 − 1−s

α

) l−1∏
i=1

sin(π(s − 1 + i)/α)
π

k∏
j=1

π

sin(π(1 − s − (l − 1) + jα))
.

In particular for s = 1, we obtain

G(l − αk;α)
G(α(k + 1) − l + 1;α)

= (2π)−(α−1)(k+1/2)α−
3
2

×

l−1∏
i=1

π

sin(πi/α)

k∏
j=1

sin(π(−(l − 1) + jα))
π

.

Finally, using the reflection identity of the sine function,

sin(θ − π) = − sin(θ),

in the last two identities, we deduce the form of the Mellin transform M as
required. �

Similarly to Theorem 7.4, the explicit form of the Mellin transport M for
the Doney classes allows us to describe explicitly the density of X1. In order to
do so, we introduce the sequence of coefficients as follows. If l > 0, then for
n ∈ {0, 1, 2 . . . , k} and m ∈ Z, we define

c+
m,n =

(−1)m(k+1)+nl+1

Γ(1 + n + m/α)Γ(−m − nα)

×

l−1∏
j=1

sin(π( j + m)/α)
sin(π j/α)

k−n∏
i=1

sin(πα(i + n))
sin(πiα)

,

while if l < 0, then for m ∈ {0, 1, . . . , |l|} and n ∈ Z, we define

c−m,n =
(−1)mk+n(l+1)+1

Γ(1 + n + m/α)Γ(−m − nα)

×

|k|−1∏
i=1

sin(πα(i + n))
sin(πiα)

|l|−m∏
j=1

sin(π( j + m)/α)
sin(π j/α)

.

Theorem 7.9. Assume that X ∈ Ck,l. Then if α ∈ (0, 1) and l > 0 we have a
convergent series representation

pX(x) = −

k∑
n=1

∑
m≥0

c+
m,nx−m−αn−1, x ∈ R+ (7.26)
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and an asymptotic expansion

pX(x) ∼
k∑

n=0

∑
m≤−l

c+
m,nx−m−αn−1, x→ 0+. (7.27)

Similarly, if α ∈ (0, 1) and l < 0, we have a convergent series representation

pX(x) = −

|l|∑
m=0

∑
n≥1

c−m,nx−m−αn−1, x ∈ R+, (7.28)

and an asymptotic expansion

pX(x) ∼
|l|∑

m=1

∑
n≤k

c−m,nx−m−αn−1, x→ 0+. (7.29)

If α ∈ (1, 2) and l > 0, we have a convergent series representation

pX(x) =

k∑
n=0

∑
m≤−l

c+
m,nx−m−αn−1, x ∈ R+ (7.30)

and an asymptotic expansion

pX(x) ∼ −
k∑

n=1

∑
m≥0

c+
m,nx−m−αn−1, x→ ∞. (7.31)

Similarly, if α ∈ (1, 2) and l < 0 we have a convergent series representation

pX(x) =

|l|∑
m=1

∑
n≤k

c−m,nx−m−αn−1, x ∈ R+, (7.32)

and an asymptotic expansion

pX(x) ∼ −
|l|∑

m=0

∑
n≥1

c−m,nx−m−αn−1, x→ ∞. (7.33)

Proof We follow the same arguments used in the proof of Theorem 4.22 and
observe that, in order to deduce the asymptotic expansions (7.27) and (7.29),
only the knowledge of the residues at the poles ofM(s) are needed. The rest
of the proof follows exactly the same arguments as in the proof of the afore-
mentioned result.

From the explicit form of M(s) given in Theorem 7.8, we deduce for the
case l > 0 that M(s) has simple poles at sm,n = m + nα for m ≤ 1 − l and
n ∈ {0, 1, 2, . . . , k} or m ≥ 1 and n ∈ {1, 2, . . . , k}. The associated residues are
such that,

Res(M(s) : s = m + αn) = c+
m−1,n.



202 Doney–Kuznetsov factorisation and the maximum

Similarly, for l < 0, the Mellin transform M(s) has simple poles at sm,n =

m + nα for m ∈ {1, 2, 3, . . . , |l|+ 1} and n ≥ 1 or m ∈ {2, 3, . . . , |l|+ 1} and n ≤ k.
The associated residues are such that,

Res(M(s) : s = m + αn) = c−m−1,n.

The above characterisation of the residues of M(s) completes the proof of
(7.27) and (7.29).

Next, we establish the convergence of (7.26) and (7.28). With this aim in
mind, we assume that α ∈ (1, 2) and l > 0. We choose c ∈ (0, 1) such that
c , m+αn for n ∈ {0, 1, 2, . . . , k} and m ∈ Z. Our starting point is the expression
of p(x) as the inverse Mellin transform

pX(x) =
1

2πi

∫
1+iR
M(s)x−sds, x > 0. (7.34)

In a similar spirit to the proof of Theorem 4.22, recalling that we are using the
identity (7.18) forM, where the underlying Lévy process belongs to the hyper-
geometric family of Lévy processes with parameters (1 − αρ, αρ̂, 1 − αρ, αρ),
we can use (A.16) in the Appendix together with (4.45) and the explicit form
ofM from Theorem 7.3 to deduce that that |M(x+ iu)| decreases exponentially
as u→ ∞ (uniformly in x in any finite interval). To be more precise, for x ∈ R,
we have as u→ ∞,

log (|M(x + iu)|) = −
π|u|
2α

(α(1 − ρ) + 1 − αρ) + o(u). (7.35)

As a consequence, not only does its Fourier inverse exist but so does the Fourier
inverse of its derivatives, and therefore all of them are continuous. As such,
pX(x) is a smooth function for x > 0.

We take N to be a large positive number and assume that ` is an integer.
Define the contour L = L1 ∪ L2 ∪ L3 ∪ L4, where

L1 := {Re(z) = c − N, −` ≤ Im(z) ≤ `},

L2 := {Im(z) = `, c − N ≤ Re(z) ≤ 1},

L3 := {Re(z) = 1, −` ≤ Im(z) ≤ `},

L4 := {Im(z) = −`, c − N ≤ Re(z) ≤ 1}.

It is clear that L is the rectangle bounded by vertical lines Re(z) = c − N,
Re(z) = 1 and by horizontal lines Im(z) = ±`. We assume that L is oriented
counter-clockwise; see Figure 7.1.

The function M(s) is analytic in the interior of L, except for simple poles
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0

−`

`

L1

L2

L3

L4

1

c−N

Figure 7.1 The contour L = L1 ∪ L2 ∪ L3 ∪ L4

sm,n, which lie in (c − N, 1), moreover, it is continuous on L. Using the residue
theorem (cf. Section A.1 in the Appendix) we find

1
2πi

∫
L
M(s)x−s ds =

∑
c−N<sm,n<1

Res(M(s) : s = sm,n) × x−sm,n ,

where the summation is over all m, n, such that c − N < sm,n < 1. Next, we
estimate the integrals over the horizontal side L2 as follows∣∣∣∣∣ ∫

L2

M(s)x−s ds
∣∣∣∣∣ < (1 − c + N) × x−1 max

s∈L2
|M(s)|.

When ` increases, we see from (7.35) that maxs∈L2 |M(s)| tends to 0. Therefore∫
L2

M(s)x−s ds→ 0 as ` → ∞.

Similarly, we deduce that the integral on the contour L4 goes to 0 as ` goes to
∞. Thus putting all the pieces together, we have

−
1

2πi

∫
c−N+iR

M(s)x−s ds +
1

2πi

∫
1+iR
M(s)x−s dz

=
∑

c−N<sm,n<1

Res(M(s) : s = sm,n) × x−sm,n .

In other words, we have deduced

pX(x) =
∑

c−N<sm,n<1

Res(M(s) : s = sm,n)x−sm,n

+
1

2πi

∫
c−N+iR

M(s)x−sds, (7.36)
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Now, we use the explicit form ofM from Theorem 7.8 and the reflection for-
mula for the gamma function (see (A.12) in the Appendix) to find that, for
some constant C ∈ R,

M(s) = C
Γ
(

1−s
α

)
Γ(1 − s)

∏l−1
j=0 sin(π(s − 1 + j)/α)∏k
j=0 sin(π(1 − s + α j))

,

on C. Finally, we prove that as N increases, the integral on the right-hand side
of (7.36) converges to zero for any x > 0. Indeed, we observe∣∣∣∣∣∫

c−N+iR
M(s)x−sds

∣∣∣∣∣ < CxN−c
∫
R

∣∣∣∣∣∣∣ Γ( N−c+it
α

)
Γ(N − c + it)

∣∣∣∣∣∣∣ g(t)dt,

where

g(t) = e
π
α l|t|

k∏
j=0

|cosech(π(t + i(α j − c)))| .

Using the asymptotic (A.16) for the gamma function, we deduce that for any
x > 0, the function

xN−1 Γ( N−c+it
α

)
Γ(N − c + it)

,

converges to zero as N increases (uniformly in t ∈ R), thus the integral in the
right-hand side of (7.36) vanishes as N increases and implicitly the convergent
series for α ∈ (1, 2) is such that

pX(x) =

k∑
n=0

∑
m≤−l

c+
m,nx−m−αn−1, x > 0.

The convergence of the series for the case l < 0 can be established in the same
way, except that now we have to change the rectangular contour so that one
side lies along the line Re(z) = 1, but the other three sides are arranged so that
the contour encloses an increasing number of poles on the positive real line.
The case α ∈ (0, 1) can be deduced exactly in the same way as above. The
details are left to the reader. �

It is worthy of note that there is another way to characterise the coefficients
c±m,n, by making use of the sequences {am,n}n,m≥0 and {bm,n}m≥0,n≥1, defined in
(7.19) and (7.20) respectively. Indeed, by performing straightforward compu-
tations (similar to those used in the proof of Theorem 7.8), we can deduce that
am,n = c±

−l−m,k−n and bm,n = −c±m,n accordingly as ±l > 0.
We also note by way of a corollary that the spectrally negative case (k = 0,

l = 1) and the spectrally positive case (k = −1, l = −1) offer more convenient
expressions than already apparent from Theorem 7.9.
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Corollary 7.10. When X is spectrally negative, i.e. α ∈ (1, 2) and ρ = α−1,

pX(x) =
∑
m≥1

(−1)m−1

Γ
(
1 − m

α

)
(m − 1)!

xm−1, x > 0. (7.37)

When X is spectrally positive, i.e. α ∈ (1, 2) and ρ = 1 − α−1, we have

pX(x) =
∑
n≥1

1

Γ
(
1 − n + 1

α

)
Γ(αn − 1)

xαn−2, x > 0. (7.38)

Finally, we state the Wiener–Hopf factor for stable processes in the Doney
classes. In order to do so, we first introduce the q-Pochhammer symbol as
follows

(a : q)n :=
n−1∏
k=0

(1 − aqk), for n ∈ N,

and (a : q)0 = 1. If |q| < 1, we define

(a : q)∞ :=
∏
k≥0

(1 − aqk).

Theorem 7.11 (Doney’s factorisation). Assume that X ∈ Ck,l. Then, for |arg(z)| <
π,

Ψ+
1 (z) =



(
zα(−1)1−le(1−k)πiα : e2πiα

)
k(

z(−1)1−ke−(1−l)πi/α : e−2πi/α
)

l

if l > 0,

(
z(−1)1+ke−(1+l)πi/α : e−2πi/α

)
|l|(

zα(−1)1+le(1+k)πiα : e2πiα
)
|k|

if l < 0.

We will not provide the complete proof here but will offer instead a sketch of
the main arguments. The complete and formal arguments go beyond the scope
of our exposition.

First, we observe that the form of the Wiener–Hopf factor Ψ+
1 in (7.7) can

be written in terms of the double gamma function G using the identity (7.3).
For the second step, we also observe that the resulting identity also holds for
α ∈ {w ∈ C : Re(w) > 0}. After this, we develop the identity further using
the analogue of the reflection formula for the double gamma function (A.22),
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which, in our particular case, reads as

−2πiαG
(

1
2

+ z;α
)

G
(

1
2
− z;−α

)
=

(
− e2πiz : e2πiα

)
∞(

e2πiα : e2πiα
)
∞

,

for Im(α) > 0, together with the transformation that appears in (A.23), which
in particular is written as

G(z;α) = (2π)
z
2 (1− 1

α )α
z−z2
2α + z

2−1G
(

z
α

;
1
α

)
.

To complete our arguments, the following identity is needed

(a : q)∞
(aqn : q)∞

= (a; q)n,

which can be easily deduced from the definition of the q-Pochhammer symbol.
For the last step, in the resulting identity that we have developed from (7.7)
with the help of the above identities, we let Im(α) go to 0 and use analytic
continuation, to give the desired expression for the Wiener–Hopf factor when
α ∈ (0, 2).

7.5 Comments

Darling [56] and Heyde [87] are the first authors interested in the Wiener–Hopf
factorisation for stable processes. They observed that evaluating the Wiener–
Hopf factors analytically is equivalent to the evaluation of a certain definite
integral, usually referred to as Darling’s integral. This integral was explicitly
computed in the case of symmetric Cauchy process by Darling [56] and, in
the case of spectrally negative Lévy processes, by Bingham [34]. In particu-
lar, Darling found a simple expression and Bingham obtained an absolutely
convergent series representation for the density of the supremum; see identity
(7.37).

In his seminal paper, Doney [59] obtained a closed-form expression for the
Wiener–Hopf factors for a dense set of parameters that we introduce here as the
Doney classes, and which include the one-sided cases. The method employed
to evaluate Darling’s integral by Doney was similar to that used by Bingham.
Theorem 7.11 is the main result in [59] and is included for completeness in
spite of the cases there being covered by Theorem 7.1. The sketch proof that
we highlighted is not Doney’s original proof, but rather a method suggested by
Kuznetsov [116].
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After the result of Doney and following an absence of any progress for
around 30 years, many other significant results related to the supremum at a
fixed time for stable processes and its density appeared in the literature. For
instance, an absolutely convergent series representation was obtained for the
spectrally positive case by Bernyk et al. [17], see identity (7.38). Doney [61]
found the first asymptotic term of the density at infinity in the spectrally posi-
tive case and, in the same setting, Patie [164] provided a complete asymptotic
expansion. In the setting of two-sided jumps, the first term of the asymptotic
expansion of the density at 0 or at infinity was obtained by Doney and Savov
[63]. Graczyk and Jakubowski [81] have also discovered a series representa-
tion for the logarithm of the Wiener–Hopf factor.

Kuznetsov [116] observed from Doney’s main result in [59] that certain
properties were reminiscent of aspects of the theory of elliptic functions. Mo-
tivated by this observation, Kuznetsov used the theory of elliptic functions to
deduce the Wiener–Hopf factors as described in Theorem 7.1. Theorem 7.3,
which describes the Mellin transform of the supremum at a fixed time, was
also established in [116]. In this paper, he also establishes the asymptotic ex-
pansion of its density, which is the first part of our Theorem 7.4. Moreover he
constructs the asymptotic expansion and the convergent series representation
of the density of the supremum at a fixed time for the Doney classes, which
was given in Theorem 7.9. The tail distribution in Theorem 7.5 is based on a
similar result in Chapter VIII of [18].

In [116], Kuznetsov also points out that a convergent series for the density
of the distribution of X1 is not so easy to deduce in full generality and a conjec-
ture was established. This conjecture, which corresponds to the second part of
Theorem 7.4, was proved shortly after by Hubalek and Kuznetsov [90]. How-
ever, this is not the end of the story. Further developments include Kuznetsov
[117], who showed that there exist an uncountable dense set of irrational α’s,
for which the series representation that appears in the second part of Theorem
7.4 does not converge absolutely, for almost all ρ. Moreover, Kuznetsov [117]
gives an infinite series representation for the density in the setting that α is
rational. Finally, Hackmann and Kuznetsov [85] show that, for every irrational
α, there is a way to rearrange the terms of the double series in Theorem 7.4 so
that the series converges to the density of the supremum.
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Asymptotic behaviour for stable processes

Now that we have a suitable knowledge of the distribution of a stable process
and its extrema, we are in a position to develop integral tests that determine
lower and upper envelopes of their sample paths as t → 0. Similar arguments
can be applied for t → ∞, so we only state and prove our results for small
times. The results for large times are similar, albeit that integral tests at 0 must
be replaced by the same integral tests at∞.

In keeping with our standard notation, (Xt, t ≥ 0) with probabilities Px,
x ∈ R, will always denote a stable process. Recall thatA denotes the admissi-
ble set of parameters defined in (3.11). In the following sections, we will work
our way around different regimes of the fundamental parameters (α, ρ) ∈ A,
establishing path envelope properties for each. For some parameter combina-
tions, the results on envelopes will be strong enough to state a law of iterated
logarithm.

8.1 Stable subordinators

We begin by considering the simplest scenario, that is to say, the case when
the sample paths of the stable process X are monotone increasing i.e. the case
of a subordinator. Recall that, for this case, the parameters (α, ρ) are such that
α ∈ (0, 1) and ρ = 1.

Our first result describes the upper envelope of stable subordinators.

Theorem 8.1. Suppose α ∈ (0, 1) and ρ = 1. Let f : (0,∞) → (0,∞) be an
increasing function such that limt→0 t−1/α f (t) = ∞. Then

lim sup
t→0

Xt

f (t)
= 0 or ∞, P-a.s.,

208
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accordingly as the integral∫
0+

dt
f (t)α

converges or diverges. (8.1)

Proof We first deal with the setting that the integral in (8.1) is convergent.
Let r ∈ (0, 1) and define, for n ≥ 1, the events

An =
{
Xrn > r−2/αc f (rn+1)

}
,

where c is any positive constant smaller than 1.
Next, we observe that the following inequality holds∑

n≥1

P(An) =
∑
n≥1

P
(
Xrn+2 > c f (rn+1)

)
≤

∫ ∞

1
P
(
Xrt > c f

(
rt)) dt

where in the equality we have used the scaling property and, in the inequality,
we used the monotonicity of X and f ; in particular, for t ∈ [k, k + 1], k ≥ 1, we
have {Xrk+1 > c f (rk)} ⊆ {Xrt > c f (rt)}. Now appealing to the change of variable
u = rt followed by the scaling property we get∑

n≥1

P(An) ≤ −
1

log r

∫ r

0
P

(
X1 > c

f (u)
u1/α

)
du
u
. (8.2)

From (1.32), it is not difficult to deduce the asymptotic

P(X1 > x) ∼ k(α)x−α, as x→ ∞, (8.3)

where κ(α) is a constant that depends only on α. Putting the pieces together,
we have ∑

n≥1

P(An) < ∞ whenever
∫

0+

dt
f (t)α

< ∞.

Then, from Borel-Cantelli’s Lemma it follows that

Xrn ≤ cr−2/α f
(
rn+1) eventually as n→ ∞, P-a.s.

In a similar spirit to remarks above, monotonicity of f and X tells us that, for
t ∈ [rn+1, rn], n ≥ 1, we have {Xrn ≤ cr−2/α f

(
rn+1)} ⊆ {Xt ≤ cr−2/α f (t)}. In

other words, with probability one,

lim sup
t→0

Xt

f (t)
≤ r−2/αc, for all r ∈ (0, 1).

The result now follows since c can be taken arbitrarily small.
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For the setting that the integral in (8.1) diverges, we use again Borel-Cantelli’s
Lemma for the independent sequence of events

Bn =
{
Xrn+1 − Xrn+2 > r2/αc f (rn)

}
,

where c is any positive constant bigger than 1 and r ∈ (0, 1). Following similar
steps to those that led to (8.2), we have∑

n≥1

P(Bn) =
∑
n≥1

P
(
Xrn+1(1−r) > r2/αc f (rn)

)
=

∑
n≥1

P

Xrn−1 >

(
1

1 − r

)1/α

c f (rn)


≥

∫ ∞

1
P

Xrt >

(
1

1 − r

)1/α

c f (rt)

 dt

= −
1

log r

∫ r

0
P

X1 >

(
1

1 − r

)1/α

c
f (u)
u1/α

 du
u
,

where in the first equality we used stationary and independent increments, for
the second and last equalities, we used the scaling property and for the inequal-
ity we used monotonicity of f and X.

Using the asymptotic (8.3) and taking r close to 0, we get∑
n≥1

P(Bn) = ∞ whenever
∫

0+

dt
f (t)α

= ∞.

From Borel-Cantelli’s Lemma for independent events, it follows that

Xrn+1 − Xrn+2 > r2/αc f
(
rn) i.o., as n→ ∞, P-a.s.

Again noting in a similar spirit to earlier remarks {Xrn+1 > Xrn+2 + r2/αc f
(
rn)} ⊆

{Xt > r2/αc f (t)}, for t ∈ [rn+1, rn], n ≥ 1 thanks to the monotonicity of f and
the process X. In other words, with probability one, we have

lim sup
t→0

Xt

f (t)
≥ r2/αc, for all r < 1,

then the result follows since c can be taken arbitrarily large. The proof is now
complete. �

Next, we study the lower envelope. In this case, one is able to get a precise
result in the form of a law of the iterated logarithm.

Theorem 8.2. For α ∈ (0, 1) and ρ = 1, we have

lim inf
t→0

Xt(log | log t|)(1−α)/α

t1/α = α(1 − α)(1−α)/α, P-a.s.
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We prove Theorem 8.2 in two steps. First, we obtain an integral test in terms
of the law of X1 that allows us to identify lower envelopes of stable subordi-
nators. Thereafter, we use a sharp estimate for the lower tail of the distribution
of X1 to develop the aforementioned integral test into an explicit form, which
gives the desired result.

Lemma 8.3. Suppose α ∈ (0, 1) and ρ = 1. Let f : (0,∞) → (0,∞) be an
increasing function such that limt→0 t−1/α f (t) = 0.

(i) If ∫
0+

P

(
X1 <

f (u)
u1/α

)
du
u
< ∞,

then

lim inf
t→0

Xt

f (t)
≥ 1, P-a.s.

(ii) If ∫
0+

P

(
X1 <

f (u)
u1/α

)
du
u

= ∞,

then

lim inf
t→0

Xt

f (t)
≤ 1, P-a.s.

Proof We first deduce part (i). Similarly to the proof of Theorem 8.1, we
introduce, for r ∈ (0, 1) and n ≥ 2, the events

An =
{
Xrn+1 < r2/α f (rn)

}
and use scaling and monotonicity to deduce that∑

n≥2

P(An) ≤ −
1

log r

∫ r

0
P

(
X1 <

f (u)
u1/α

)
du
u
.

That is to say, if the previous integral is finite then from Borel-Cantelli’s Lemma,
it follows, with probability one, that

Xrn+1 ≥ r2/α f
(
rn) eventually as n→ ∞, P-a.s.

Again, a monotonicity argument allow us to deduce that with probability one,
we have

lim inf
t→0

Xt

f (t)
≥ r2/α, for all r < 1.

As r may be taken arbitrarily close to 1, the result follows.
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Now, we prove part (ii). Let us take r ∈ (0, 1) and define, for n ≥ 1, the
events

Cn =
{
Xt < r−2/α f (t), for some t ∈ (0, rn)

}
.

Note that the family of events (Cn)n≥1 is decreasing. Moreover,

C :=
⋂
n≥1

Cn =
{
Xt < r−2/α f (t) i.o., as t → 0

}
.

As such, if we prove that

lim
n→∞
P(Cn) = 1, (8.4)

it follows that

P
(
Xt < r−2/α f (t) i.o., as t → 0

)
= 1, (8.5)

which, in turn, implies the claim. In order to show (8.4), we introduce the sets,

Bn =
{
Xrn−1 < r−2/α f (rn)

}
, for n ≥ 1.

Following arguments already used several times, it is clear from scaling and
monotonicity that∑

n≥1

P(Bn) ≥ −
1

log r

∫ r

0
P

(
X1 <

f (u)
u1/α

)
du
u
,

so that the hypothesis of the claim in (ii) implies that
∑

n≥1 P(Bn) = ∞.
Since limn→∞ P(Cn) exists by monotonicity, to prove (8.4), it suffices for us

to find increasing sequences (mk)k≥0 and (nk)k≥0 tending to infinity such that
0 ≤ mk ≤ nk − 1,

P(Cmk ) ≥ 1 −G(mk, nk),

and limk→∞G(mk, nk) = 0, where

G(m, n) = P
(
Xr j−1 > r−2/α f (r j), for all m ≤ j ≤ n − 1

)
.

To this end, let us introduce

H(n,m) = P
(
Xr j−1 − Xrn−1 > r−2/α f (r j), for all m ≤ j ≤ n − 1

)
,

and

ρm,n(x) = P
(
Xr j−1 − Xrn−2 > r−2/α f (r j) − x, for all m ≤ j ≤ n − 2

)
.

Observe that the map x 7→ ρm,n(x) is increasing. From stationary and indepen-
dent increments and the scaling property, H(m, n) and G(m, n) can be expressed
as follows

H(m, n) =

∫ ∞

bk

ρm,n (ak x)P(X1−r ∈ dx),
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and

G(m, n) =

∫ ∞

bk

ρm,n(ak x)P(X1 ∈ dx),

where ak = r(k−2)/α and bk = r−k/α f (rk−1). In particular, it follows that, for m, n
sufficiently large,

H(n,m) ≥ ρn,m (anN)P(X1−r ≥ N) for N ≥ C, (8.6)

where C = supx≤r−1 x−1/α f (x), which can be assumed to be finite without loss
of generality.

Our objective is now to show that there exist increasing sequences (mk)k≥0

and (nk)k≥0 to infinity such that 0 ≤ mk ≤ nk − 1 and

H(mk, nk) −−−−→
k→∞

0. (8.7)

Indeed, with (8.7) in hand, noting (8.6), it implies that ρnk ,mk (ank N) also con-
verges to 0, for every N ≥ C. On the other hand, we have

G(nk,mk) ≤ ρnk ,mk (ank N)P(X1 ≤ N) + P(X1 > N)

and hence letting k and N tend to infinity, we get that limk→∞G(nk,mk) = 0.
We thus complete the proof by proving (8.7). To this end, suppose the con-

trapositive, i.e. that there exists δ > 0 such that H(m, n) ≥ δ, for all sufficiently
large integers m and n. From the independence of increments, we deduce

1 ≥ P

 ∞⋃
n=m+1

Bn


≥

∞∑
n=m+1

P


n−1⋃

j=m

B j


c ⋂

B j


≥

∞∑
n=m+1

P(Bn)H(m, n)

≥ δ

∞∑
n=m+1

P(Bn),

but since the last term diverges, we deduce that the limit in (8.7) holds. �

For the next Lemma, we introduce

g(t) := (log | log t|)
α−1
α , 0 ≤ t ≤ e−1.

Lemma 8.4. Suppose α ∈ (0, 1) and ρ = 1. For every c > 0, we have

− logP
(
X1 ≤ cg(t)

)
∼ (1 − α)

(
α

c

) α
1−α

log | log t| as t → 0. (8.8)
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Proof We first deduce the lower bound. From Chebyshev’s inequality, we
have

P
(
X1 ≤ cg(t)

)
≤ exp

{
λcg(t) − λα

}
, for any λ > 0.

A straightforward optimisiation of the exponent on the right-hand side above
gives us

− logP
(
X1 ≤ cg(t)

)
≥ (1 − α)

(
α

c

)α/(1−α)
log | log t|. (8.9)

To complete the proof, we need an upper bound in the spirit of (8.9) as
t → 0. Recall from (2.22) that Et(λ) := exp(−λXt + λαt), t ≥ 0, is a martingale
that induces the following change of measure

Pλ(Λ) = E[E1(λ)1Λ], Λ ∈ F1, (8.10)

see (2.23). Under Pλ, the process X is still a subordinator with Laplace trans-
form given by

Φλ(θ) = (λ + θ)α − λα, θ ≥ 0.

In particular,

Eλ
[
X1

]
= αλα−1, and Eλ

[(
X1 − αλ

α−1
)2
]

= α(1 − α)λα−2. (8.11)

Using (8.10) transform with λ = λ(t), where

λ(t) =

(
c(1 − ε)

α

) 1
α−1 (

log | log t|
)1/α , for 0 < t ≤ e−1,

we observe

P(X1 ≤ cg(t)) = Eλ(t)
[
E1(λ(t))−11{X1≤cg(t)}

]
≥ exp

{
λ(t)c(1 − 2ε)g(t) − λα(t)

}
Pλ(t)

(
c(1 − 2ε)g(t) ≤ X1 ≤ cg(t)

)
= exp

{
−Cα,ε log | log t|

}
Pλ(t)

(
|X1 − c(1 − ε)g(t)| ≤ εcg(t)

)
,

(8.12)

where ε > 0 is arbitrarily small and

Cα,ε =

(
α

c(1 − ε)

) α
1−α

(
1 − α

1 − 2ε
1 − ε

)
.

Noting that Eλ(t)[X1
]

= c(1 − ε)g(t), we have from Chebyshev’s inequality and
(8.11), that the following inequality holds

Pλ(t)
(
|X1 − c(1 − ε)g(t)| > εcg(t)

)
≤ C̃α,ε

1
log | log t|

, (8.13)
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where C̃α,ε is a positive constant that only depends on α and ε. In other words,
as t goes to 0, the probability in (8.13) goes to 0 implying that

lim
t→0
Pλ(t)

(
|X1 − c(1 − ε)g(t)| ≤ εcg(t)

)
= 1,

and, hence, from (8.12) we deduce

lim sup
t→0

− logP(X1 ≤ cg(t))
log | log t|

≤

(
α

c(1 − ε)

) α
1−α

(
1 − α

1 − 2ε
1 − ε

)
.

Since ε was taken arbitrarily small, the required asymptotic upper bound fol-
lows. This completes the proof. �

Proof of Theorem 8.2 In order to deduce the result, we take

f (t) = ct1/α (
log | log t|

)(α−1)/α , 0 < t < e−1,

with 0 < c < α(1 − α)(1−α)/α. From the estimate in Lemma 8.4, we note that∫
0+

P

(
X1 <

f (u)
u1/α

)
du
u
≤

∫
0+

| log u|−Cα
du
u
< ∞,

with

Cα = (1 − α)
(
α

c

) α
1−α

> 1. (8.14)

Using part (i) in Lemma 8.3, we deduce

lim inf
t→0

Xt

f (t)
≥ 1, P-a.s. (8.15)

The proof is completed by establishing an asymptotic upper bound for the
limsup that complements (8.15). We take f (t) as before but with c > α(1 −
α)(1−α)/α, which from (8.14) means Cα < 1. We get that∫

0+

P

(
X1 <

f (u)
u1/α

)
du
u
≥

∫
0+

| log u|−Cα
du
u

= ∞,

From part (ii) in Lemma 8.3, we deduce

lim inf
t→0

Xt

f (t)
≤ 1, P-a.s.,

which completes the proof. �
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8.2 Upper envelopes for ρ ∈ (0, 1)

Next, we proceed to study the upper envelope when the sample paths of stable
processes are not necessarily monotone. We first assume that the stable process
X possesses positive jumps and is not a subordinator. In other words (α, ρ) ∈
A+ where

A+ :=
{
α ∈ (0, 1), ρ ∈ (0, 1)} ∪ {α = 1, ρ = 1/2}

∪ {α ∈ (1, 2), ρ ∈ [1 − α−1, α−1)
}
. (8.16)

We also recall that for any t ≥ 0, Xt denotes the running supremum of X, i.e

Xt = sup
s≤t

Xs.

Theorem 8.5. Suppose (α, ρ) ∈ A+. Let f : (0,∞) → (0,∞) be an increasing
function such that limt→0 t−1/α f (t) = ∞. Then

lim sup
t→0

Xt

f (t)
= lim sup

t→0

Xt

f (t)
= 0 or ∞, P-a.s., (8.17)

accordingly as the integral∫
0+

dt
f (t)α

converges or diverges.

Proof Let us start by noting from the obvious inequality Xt ≥ Xt, t ≥ 0, that

lim sup
t→0

Xt

f (t)
≤ lim sup

t→0

Xt

f (t)
(8.18)

almost surely. On the other hand, there is a sequence of times at which Xt =

Xt, specifically, when t belongs to the range of the inverse local time at the
maximum. Moreover, since f is increasing, this means we have a collection of
times, i.e. the left end points of excursion of X from X, say T ⊆ [0,∞), which
is such that [0,∞)\T is the countable union of open intervals on which X is
constant. In addition, for each t ∈ T , Xt = Xt and f (t) ≤ f (s), for all s ≥ t
satisfying Xs = Xt. It follows that

lim sup
t→0

Xt

f (t)
≥ lim sup

t∈T

Xt

f (t)
= lim sup

t∈T

Xt

f (t)
≥ lim sup

s→∞

Xs

f (s)

the converse inequality to (8.18) holds and the first equality of (8.17) is auto-
matic.

We now proceed similarly as in the proof of Theorem 8.1 to deduce the
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convergent part of the integral test. Indeed, let r ∈ (0, 1) and define, for n ≥ 1,
the events

An =
{
Xrn > r−2/αc f (rn+1)

}
,

where c is any positive constant smaller than 1. Then, using the scaling prop-
erty and the monotonicity of X and f as before, we deduce∑

n≥1

P(An) ≤ −
1

log r

∫ r

0
P

(
X1 > c

f (u)
u1/α

)
du
u
.

On the other hand from Proposition 7.5, we have that there exist a constant
κ1 > 0, such that

P
(
X1 > x

)
∼ k1x−α as x→ ∞. (8.19)

In other words, for r close to 0, we have∑
n

P(An) < ∞ whenever
∫

0+

dt
f (t)α

< ∞.

Then, from Borel-Cantelli’s Lemma and the monotonicity of X and f , we ob-
tain, with probability one, that

lim sup
t→0

Xt

f (t)
≤ r−2/αc, for all r < 1.

The result then follows since c can be taken arbitrarily small.
For the divergent part of the integral test, let r ∈ (0, 1) and introduce, for

n ≥ 1, the following sets

Bn =
{∣∣∣Xrn

∣∣∣ < Nrn/α
}

and Cn =

{
X

(n)
rn−1(1−r) > c f (rn−1) + Nrn/α

}
,

where X
(n)
t = sups≤t Xrn+s − Xrn and N, c are two positive arbitrary constants.

Let Dn = Bn ∩Cn, from stationary and independent increments and the scaling
property, we see

P(Dn) = P(Bn)P(Cn) (8.20)

= P(|X1| < N)P
X1 > c

f (rn−1)
r

n
α ( 1

r − 1)1/α
+

N
( 1

r − 1)1/α

 . (8.21)

It follows that, for t ∈ [n − 1, n],

P(Dn) ≥ κNP

X1 > c
f (rt)

r
t
α ( 1

r − 1)1/α
+

N
( 1

r − 1)1/α

 (8.22)

where κN = P(|X1| < N) > 0. Recalling that limu→0 f (u)/u1/α = ∞ and the
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polynomial decay in the tail distribution of X1, cf. (8.19), we may asymptoti-
cally, for n sufficiently large, replace the lower bound in (8.22) by

P(Dn) ≥ κNP

X1 > c
f (rt)

r
t
α ( 1

r − 1)1/α

 (8.23)

Putting these pieces together, we note that∑
n≥1

P(Dn) = ∞ if −
κN

log r

∫ r−1

0
P

X1 >
c

( 1
r − 1)1/α

f (u)
u1/α

 du
u

= ∞,

which is the case thanks to the the upper tail distribution of X1 in (8.19) and
the assumed divergent integral test.

On the other hand, we observe that for m < n, using stationary and indepen-
dent increments together with (8.20),

P(Dm ∩ Dn) ≤ P(Dm ∩Cn) = P(Dm)
P(Dn)
P(Bn)

≤
1
κN
P(Dm)P(Dn). (8.24)

Clearly the case n > m holds by symmetry. The inequality (8.24) fulfils the
conditions of Lemma A.12 in Apendix A.9, which is of a Borel-Cantelli type,
and we deduce

P

(
lim sup

k≥1
Dk

)
≥ κN .

Next, it is clear that on the event Dn, the inequality Xrn−1 > c f (rn−1) holds.
Moreover, on lim supn≥1 Dn,

lim sup
t→0

Xt

f (t)
≥ lim sup

t→0

Xt

f (t)
≥

c
( 1

r − 1)1/α
,

with probability equal to at least P(|X1| < N). Since N is arbitrary, we deduce
that the latter holds with probability one. The result then follows since c can
be taken arbitrarily large. �

Now let us introduce the notation

X∗t = sup
s≤t
|Xs|, for t ≥ 0. (8.25)

Theorem 8.6. Assume that (α, ρ) ∈ A and let f : (0,∞) → (0,∞) be an
increasing function such that limt→0 t−1/α f (t) = ∞. Then

lim sup
t→0

|Xt |

f (t)
= lim sup

t→0

X∗t
f (t)

= 0 or ∞, P-a.s.,

accordingly as the integral∫
0+

dt
f (t)α

converges or diverges.
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Proof Let us assume that the process has positive jumps, then if the integral
diverges we use Theorem 8.5 and obtain

∞ = lim sup
t→0

Xt

f (t)
≤ lim sup

t→0

|Xt |

f (t)
= lim sup

t→0

X∗t
f (t)

, P-a.s.

If the process has no positive jumps, we consider its dual process i.e. X̂ =

−X. Since the dual process X̂ possesses positive jumps, the previous argument
guarantees that

lim sup
t→0

|Xt |

f (t)
= lim sup

t→0

X∗t
f (t)

= ∞, P-a.s.

Next, we assume that the integral test converges. If |X| is a subordinator, then
the result follows from Theorem 8.1. If the process X has two sided jumps,
then Theorem 8.5 guarantees

lim sup
t→0

X̂t

f (t)
= lim sup

t→0

Xt

f (t)
= 0, P-a.s,

which implies our assertion.
If the process is spectrally negative, we recall that stationary and indepen-

dent increments implies that the first passage time process (τ+
x , x ≥ 0) is a

subordinator, where τ+
x = inf{s ≥ 0 : Xs > x}; see Lemma 2.29. In addition,

it is not difficult to verify that (τ+
x , x ≥ 0) respects the scaling property with

self-similar index α−1. Form the Markov inequality, one easily deduces

P
(
X1 > x

)
= P(τ+

x > 1) ≤ e−1E
[
e−τ

+
x
]
≤ e−1e−x.

The latter inequality together with the asymptotic (8.19) implies

P
(
X∗1 > x

)
= P

(
X1 > x

)
+ P

(
−X1 > x

)
− P(X1 > x,−X1 > x) ∼ κ1x−α,

as x → ∞, where X1 = inf s≤1 Xs, which is equal in law to the law of the
maximum until time 1 of the dual process. Using the same arguments as in the
proof of Theorem 8.5 for the case of the convergent integral test, we deduce
our claim. The proof is now complete. �

In the specal case of a spectrally negative stable process, i.e. α ∈ (1, 2) and
ρ = α−1, we again recover a law of the iterated logarithm.

Theorem 8.7. For α ∈ (1, 2) and ρ = α−1, the following law of the iterated
logarithm holds

lim sup
t→0

Xt

t1/α(log | log t|)1−1/α = α1/α
(

α

α − 1

) α−1
α

,

almost surely.
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Proof Let r ∈ (0, 1) and, for n ≥ 0, we define the events

An =
{
Xrn > c1(R, α) f (rn+1)

}
,

where

f (t) = t1/α(log | log t|)1−1/α, t > 0,

and, for R > 1,

c1(R, α) := R
α−1
α r−1/αα1/α

(
α

α − 1

) α−1
α

.

Note in particular that r ∈ (0, 1) and α ∈ (1, 2) implies that c1(R, α) > 1. In the
absence of positive jumps, we observe

An =
{
τ+

c1(R,α) f (rn+1) < rn
}
,

where (τ+
x ; x ≥ 0) is a stable subordinator with scaling parameter α−1 (see ear-

lier remarks and Lemma 2.29). Thus we use the scaling property and Lemma
8.4 to deduce that, for n sufficiently large, after some rather tedious algebra,
we have the estimates∑

k≥n

P(Ak) =
∑
k≥n

P
(
τ+

1 < r−1c1(R, α)−α(log | log rk+1|)1−α
)
≤ κ1(r, α)

∑
k≥n

k−C1,α ,

for n sufficiently large, where κ1(r, α) is an unimportant constant and

C1,α :=
(
1 −

1
α

) (
rc1(R, α)α

α

) 1
α−1

= R > 1.

We thus have that
∑∞

n=1 P(An) < ∞ and hence, since we may take r and R as
close to 1 as we like, it follows from Borel-Cantelli’s Lemma that

lim sup
t→0

Xt

t1/α(log | log t|)1−1/α ≤ α
1/α

(
α

α − 1

) α
α−1
, P-a.s.

To show that

lim sup
t→0

Xt

t1/α(log | log t|)1−1/α ≥ α
1/α

(
α

α − 1

) α
α−1
, P-a.s., (8.26)

we define

Bn =
{
τ+

c2(r,α) f (rn) < rn
}
,

where, now, we take the different definition

c2(R, α) := R
α−1
α α1/α

(
α

α − 1

) α−1
α

,

for some R ∈ (0, 1). Again, we use self-similarity, Lemma 8.4 applied to the
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subordinator (τ+
s , s ≥ 0), remembering that it has self-similarity index 1/α, and

similar arguments as above to deduce that, for n sufficiently large,∑
k≥n

P(Bk) =
∑
n≥0

P
(
τ+

1 < c2(R, α)−α(log | log rk |)1−α
)
≥ κ2(r, α)

∑
k≥n

k−C2,α ,

where, again, κ2(r, α) is an unimportant constant, but this time,

C2,α =

(
1 −

1
α

) (
c2(R, α)α

α

) 1
α−1

= R < 1.

In consequence,
∑∞

n=1 P(Bn) = ∞. Similar reasoning to the proof of Theorem
8.3 (ii) leads us to the conclusion

lim inf
s→0

τ+
c2(R,α) f (s)

s
≤ 1, P-a.s.

This implies that the set {s : τ+
c2(R,α) f (s) < s} is an unbounded set P-a.s. Spectral

negativity means that the latter is equivalent to {t : Xt > c2(R, α) f (t)} is also an
unbounded set P-a.s. In other words,

lim sup
t→0

Xt

f (t)
≥ R

α−1
α α1/α

(
α

α − 1

) α
α−1
, P-a.s. (8.27)

and we are free to choose R as close to 1 from below as we like. Similar rea-
soning to that found in the proof of Lemma 8.5 tells us that we may replace Xt

by Xt in (8.27), thus giving us (8.26). This completes the proof. �

8.3 Lower envelopes for ρ ∈ (0, 1)

Finally, we describe the lower envelope of the sample paths of stable processes.
We first present an integral test that describes the lower envelope of the running
supremum of stable processes.

Theorem 8.8. Suppose (α, ρ) ∈ A and ρ ∈ (0, 1). Let f : (0,∞) → (0,∞) be
an increasing function, then

lim inf
t→0

Xt

t1/α f (t)
= 0 or ∞, P-a.s.,

accordingly as the integral∫
0+

f (t)αρ

t
dt diverges or converges.
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Proof The integral test follows the same arguments as in the proof of Theo-
rem 8.5. Indeed, the convergent part uses the events

An =
{
Xrn+1 < r1/αcrn/α f (rn)

}
, n ≥ 1,

with r ∈ (0, 1) and c a positive constant bigger than 1. Then, it is enough to
deduce the behaviour of P

(
X1 < x

)
for x small enough. From Proposition 7.6,

we have

P
(
X1 < x

)
∼

α

Γ(ρ̂)Γ(1 + αρ)
xαρ as x→ 0. (8.28)

In other words, for r close to 0, we have∑
n≥1

P(An) < ∞ whenever
∫

0+

f (t)αρ

t
dt < ∞.

Then, from Borel-Cantelli’s Lemma and the monotonicity of X and f , we ob-
tain the result.

For the divergent part of the integral test, let r ∈ (0, 1) and introduce, for
n ≥ 1, the following sets

Bn =
{
Xrn < −εrn/α

}
and Cn =

 sup
t∈(rn−1,rn]

(Xt − Xrn ) < cr
n−1
α f (rn−1) + εrn/α

 ,
where ε, c are two positive arbitrary constants. Let Dn = Bn∩Cn, from the inde-
pendence of increments and the scaling property, following similar reasoning
to the proof of Theorem 8.5, we see

P(Dn) = P(Bn)P(Cn)

= P(X1 < −ε)P
X1 < c

f (rn−1)
(1 − r)1/α +

εr
1
α

(1 − r)1/α


≥ P(X1 < −ε)P

(
X1 < c

f (rn−1)
(1 − r)1/α

)
(8.29)

In particular, noting that P(X1 < −ε)→ 1 − ρ as ε → 0, we deduce that∑
n≥1

P(Dn) ≥ −
κε

log r

∫ r−1

0
P
(
X1 < c f (u)

)du
u

= ∞.

where, recalling that the law of X1 is supported on R as ρ ∈ (0, 1),

κε := P(X1 < −ε) > 0.

Again, following the reasoning in the proof of Theorem 8.5 for m , n, we
have

P(Dm ∩ Dn) ≤ κ−1
ε P(Dm)P(Dn),
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which, from Lemma A.12 (cf. Apendix A.9), implies

P

(
lim sup

k≥1
Dk

)
≥ κε .

Next, it is clear that under the event lim supn≥1 Dn, the following inequality
holds

lim sup
t→0

Xt

t1/α f (t)
≤ c, (8.30)

with probability at least equal to P(X1 < −ε) > 0. Since c is arbitrary and
the event (8.30) is in the tail sigma algebra of X (and therefore has a 0 or 1
probability), we deduce our result. �

Our last result describes the lower envelope of X∗, defined in (8.25), by a
law of the iterated logarithm.

Theorem 8.9. Suppose (α, ρ) ∈ A and ρ ∈ (0, 1). There exist a constant k > 0
such that

lim inf
t→0

X∗t (log | log(t)|)1/α

t1/α = k1/α.

The proof of this result relies on the following estimate.

Lemma 8.10. Suppose that |X| is not a subordinator, then there exists a con-
stant k ∈ (0,∞) such that

logP
(
X∗t < 1

)
∼ −kt as t → ∞. (8.31)

Proof Let us consider the function

f (t) = sup
|x|<1
Px

(
X∗t < 1

)
.

From the Markov property, we deduce

Px
(
X∗t+s < 1

)
= Ex

[
1{X∗s<1}PXs (X

∗
t < 1)

]
.

The previous identity implies the inequality f (t + s) ≤ f (t) f (s) and thus the
function log f is subadditive. From Theorem A.10 (see the Appendix A.7) this
tells us that there exist a constant k ∈ (0,∞] such that

lim
t→∞

1
t

log f (t) = −k. (8.32)

In particular

lim sup
t→∞

1
t

logP
(
X∗t < 1

)
≤ −k. (8.33)
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Let us now turn our attention to showing

lim inf
t→∞

1
t

logP
(
X∗t < 1

)
≥ −k. (8.34)

Fix ε > 0 arbitrarily small and deduce by the scaling property and (8.32) that,
for every t > 0 large enough, there exists y(t) ∈ [ε − 1, 1 − ε] such that

Py(t)
(
X∗t < 1 − ε

)
≥

1
2

sup
|x|<1−ε

Px
(
X∗t ≤ 1 − ε

)
≥

1
2

exp
{
− k(1 − ε)−αt

}
.

The above inequality entails that for y ∈ [y(t) − ε, y(t) + ε] and t sufficiently
large, we have

Py
(
X∗t < 1

)
≥

1
2

exp
{
− k(1 − ε)−αt

}
.

Next, we claim that we can find a deterministic T > 0 for which

gT (x) := inf
|y|<1−ε

Px

(
XT ∈ [y − ε, y + ε], X∗T < 1

)
> 0. (8.35)

In order to deduce the previous claim, we proceed by contradiction. Let us
assume that, for each T > 0, gT (x) = 0, i.e.

inf
|y|<1−ε

Px

(
XT ∈ (y − ε, y + ε], X∗T < 1

)
= 0. (8.36)

Define FT (z) := Px
(
XT ≤ z, X∗T < 1

)
, and note that (8.36) can otherwise be

written as

inf
|y|<1−ε

(
FT (y + ε) − FT (y − ε)

)
= 0,

for every T > 0. Since the distribution function FT is càdlàg, we deduce that
there exists ŷ ∈ [ε−1, 1−ε] such that FT (ŷ+ε)−FT (ŷ−ε) = 0. In other words,
for all T > 0,

Px

(
XT ∈ (ŷ − ε, ŷ + ε], X∗T < 1

)
= 0. (8.37)

On the other hand, recall from Theorem 6.4 that

U[−1,1](x, [ŷ − ε, ŷ + ε]) > 0

where, for any Borel set A in [−1, 1],

U[−1,1](x, A) :=
∫ ∞

0
Px(X∗t < 1, Xt ∈ A) dt.

However, this implies that there exists a T̂ > 0 such that

Px(X∗
T̂
< 1, XT̂ ∈ [ŷ − ε, ŷ + ε]) > 0,

which contradicts (8.37).
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Putting all pieces together and, using that (8.35) holds for T > 0 together
with the Markov property, we deduce

Px
(
X∗t+T < 1

)
≥ gT (x) inf

y∈[y(t)−ε,y(t)+ε]
Py

(
X∗t < 1

)
≥

1
2

gT (x) exp
{
− k(1 − ε)−αt

}
.

This gives us the liminf in (8.34) as ε may be taken arbitrarily small in our
reasoning.

In order to finish the proof, we need to verify that k < ∞. Recall that p1(x),
the density of X1, is continuous and positive. Hence we can take c, c1, κ > 0
such that

Px
(
X∗1 < c, |X1| < c1

)
≥ κ, for all |x| < c1.

From the scaling property, we have that for every integer n > 0

inf
|x|<c1n−1/α

Px

(
X∗1/n < cn−1/α, |X1/n| < c1n−1/α

)
≥ κ.

Then applying the Markov property twice, we see

P
(
X∗1 < cn−1/α)

= E
[
1(X∗1/n<cn−1/α)PX1/n

(
X∗(n−1)/n < cn−1/α

)]
≥ P

(
X∗1/n < c1n−1/α, |X1/n| < c1n−1/α

)
inf

|x|<c1n−1/α
Px

(
X∗(n−1)/n < cn−1/α

)
which, by a recursive argument, implies

P
(
X∗1 < cn−1/α) ≥ (

inf
|x|<c1n−1/α

Px

(
X∗1/n < cn−1/α, |X1/n| < c1n−1/α

))n

≥ κn,

and, after applying scaling to the probability on the left-hand side above, this
shows that k must be finite. �

Proof of Theorem 8.9 Let us introduce

f (t) =
t

log | log t|
, for t > 0.

For the lower bound, we take r ∈ (0, 1) and 0 < c < c1 < k1/α. If we take n
sufficiently large and r close enough to 1, we get

P
(
X∗rn ≤ c f (rn−1)1/α

)
≤ P

(
X∗rn ≤ c1 f (rn)1/α

)
.

From the scaling property and the asymptotic behaviour in (8.31), we obtain
for any k′ > k

logP
(
X∗rn ≤ c f (rn−1)1/α

)
≤ logP

(
X∗ rn

cα1 f (rn )
≤ 1

)
≤ −

k′

cα1
log

(
n| log r|

)
.
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as n→ ∞ Hence for n large enough, we have∑
m≥n

P
(
X∗rm ≤ c f (rm−1)1/α

)
≤ C

∑
m≥n

m−k/cα1 .

Since k > cα1 , one can deduce∑
n≥1

P
(
X∗rn ≤ c f (rn−1)1/α

)
< ∞

and the lower bound

lim inf
t→0

X∗t (log | log(t)|)1/α

t1/α ≥ k1/α

thus follows from Borel-Cantelli’s Lemma and taking c arbitrarily close to k1/α.
For the upper bound

lim inf
t→0

X∗t (log | log(t)|)1/α

t1/α ≤ k1/α, (8.38)

we take r > 1 and k1/α < c2. Let tn = exp{−nr}. Since

sup
s∈[tn+1,tn]

|Xs − Xtn+1 |
(d)
= X∗tn−tn+1

≤ X∗tn (8.39)

we have that {X∗tn ≤ x} is contained in {X∗tn−tn+1
≤ x} and hence

P

(
sup

s∈[tn+1,tn]
|Xs − Xtn+1 | ≤ x

)
≥ P

(
X∗tn ≤ x

)
.

For r close enough to 1, we now have∑
m≥n

P

(
sup

s∈[tm+1,tm]
|Xs − Xtm+1 | ≤ c2 f (tm)1/α

)
≥

∑
m≥n

P
(
X∗tm ≤ c2 f (tm)1/α

)
≥ C

∑
m≥n+1

m−kc−α2 r

= ∞,

where the second inequality follows from scaling and the asymptotic (8.31)
and the infinite sum follows since we can choose kc−α2 r < 1 on account of the
fact that kc−α2 < 1 and we can choose r as close to 1 as we like from above.
Using Borel-Cantelli’s Lemma, we deduce

lim inf
n→∞

sups∈[tn+1,tn] |Xs − Xtn+1 |

f (tn)1/α ≤ c2 < k1/α, P-a.s. (8.40)

Next, note that, since tn > 2tn+1, we have in contrast to (8.39) that

sup
s∈[tn+1,tn]

|Xs − Xtn+1 |
(d)
= X∗tn−tn+1

≥ X∗tn+1
.
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Hence since

X∗tn
f (tn)1/α =

X∗tn+1

f (tn)1/α ∨
( sups∈[tn+1,tn] |Xs|

f (tn)1/α

)
≤

X∗tn+1

f (tn)1/α ∨
( sups∈[tn+1,tn] |Xs − Xtn+1 |

f (tn)1/α +
|Xtn+1 |

f (tn)1/α

)
,

it easily follows from the independent comparison of X∗tn+1
and sups∈[tn+1,tn] |Xs−

Xtn+1 |, if we can show that

lim
n→∞

|Xtn+1 |

f (tn)1/α = 0, P-a.s., (8.41)

then

X∗tn
f (tn)1/α ≤

sups∈[tn+1,tn] |Xs − Xtn+1 |

f (tn)1/α

infinitely often. Together with (8.40) this is sufficient to deduce

lim inf
n→∞

X∗tn
f (tn)1/α ≤ k1/α, P-a.s.,

in other words (8.38) holds.
To show (8.41), the coarse estimate X1 ≤ X1 and −X1 ≤ −X1, we use the

scaling property and the asymptotic (8.19) to get

P
(
|Xtn+1 | ≥ ε f (tn)1/α

)
= P

(
|X1| ≥ εt

−1/α
n+1 f (tn)1/α

)
= P

(
X1 ≥ εt

−1/α
n+1 f (tn)1/α

)
+ P

(
−X1 ≥ εt

−1/α
n+1 f (tn)1/α

)
≤ Cε−αtn+1 f (tn)−1

= Cε−α exp{−(n + 1)r + nr}r log n,

for some constant C ∈ (0,∞). In other words,∑
m≥n

P
(
|Xtn+1 | ≥ ε f (tn)1/α

)
≤ Cε−α

∑
k≥n

exp{−nr((1 + 1/n)r − 1)} log nr < ∞.

From the classical Borel-Cantelli Lemma, we have that

lim sup
n→∞

|Xtn+1 |

f (tn)
≤ ε, P-a.s.,

which implies (8.41) as we may take ε as small as we like. This completes the
proof. �
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8.4 Comments

There is a huge variety of results concerning the upper and lower envelopes
of stable processes. Most of them have been extended to the setting of more
general classes of Lévy processes. One of the earliest works in this arena, if
not the first, is Khintchine [105], who considered the upper envelope of stable
subordinators. The description of the lower envelope of stable subordinators,
manifesting in a law of the iterated logarithm, was derived by Fristedt [73]. We
refer to [74] for a survey about the asymptotic behaviour of subordinators. The
arguments used in Theorems 8.1 and 8.2 follow similar reasoning to those used
by Watanabe [213], where the sample path behaviour of increasing self-similar
processes with independent increments is studied. The asymptotic behaviour
of the lower tail of the law of a stable subordinator described in Lemma 8.4 is
taken from Bertoin [18].

The lower and upper envelopes of the supremum of stable processes, Theo-
rems 8.5 and 8.8, were noted by Bertoin [18]; the versions we present here
are taken from Fourati [72]. The upper envelope of the radial part of one-
dimensional stable processes, Theorem 8.6, was noted by Khintchine [105].
Chapter 12, the d-dimensional analogue will be treated. The law of the iterated
logarithm in the spectrally negative case presented in Theorem 8.7 was first
noted by Zolotarev [217] but our approach is from Bertoin [21]. Theorem 8.9
is from Taylor [207] and Lemma 8.10 is from Bertoin [19]. An additional refer-
ence which contains a summary results concerning upper and lower envelopes,
albeit now dated, is the PhD thesis of Mijnheer [150].



9

Envelopes of positive self-similar Markov
processes

In the spirit of Chapter 8, we are interested in developing integral tests that
describe the lower and upper envelopes at t → 0 and as t → ∞, but now for
general positive self-similar Markov processes starting from the origin. Given
Lamperti’s characterisation of pssMps (cf. Theorem 5.2), such integral tests
should ideally be written in terms of the Lévy process that underlies the Lam-
perti transform. It turns out that the law of its exponential functional is the
natural quantity that serves a purpose to that end. This emerges from a path
decomposition at last passage of, which we discuss in Section 9.1. Similarly to
the previous chapter, we only give proofs of the integral tests associated with
upper and lower envelopes as t → 0. The proofs of the asymptotic behaviour
as t → ∞ are essentially the same with minor modifications.

Ultimately, our aim is to develop the aforementioned integral tests into an
explicit form for the setting of the pssMps associated to the path functionals of
stable processes discussed in Chapter 5. This is done in the next chapter.

9.1 Path decompositions for pssMp

Let us consider a pssMp with self-similar index α > 0, as usual written (Z, P),
where P = (Px, x ≥ 0) is its family of laws. We denoted by Ξ its associated
Lévy process via the Lamperti transform (cf. Theorem 5.2). In other words, for
every t ≥ 0,

Zt = x exp
{
Ξϕ(tx−α)

}
1(t<xαI∞), (9.1)

where

It =

∫ t

0
eαΞs ds with I∞ := lim

t↑∞
It,

229
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and

ϕ(t) = inf{s > 0 : Is > t}.

We also consider its dual (cf. Proposition 5.5), (Z, P̂), where P̂ = (P̂x, x ≥ 0)
are its probabilities, which is also a pssMp with self-similar index α > 0, and
which is associated with the dual of the Lévy process Ξ, i.e. Ξ̂ = −Ξ. In other
words, the Lamperti transform of (Z, P̂x), is equal law to

x exp
{
Ξ̂ϕ̂(tx−α)

}
1(t<xα Î∞), t ≥ 0, (9.2)

where Î· and ϕ̂(·) are defined as above but with Ξ̂ instead of Ξ.
In what follows, we always assume that the Lévy process Ξ, with law P, is

not arithmetic (i.e. that its paths do not almost surely live in a strict sub-group
of R) and satisfies

0 < E[Ξ1] < ∞. (9.3)

We will also use P̂ to denote the law of Ξ̂.
Assumption (9.3) implies that Ξ̂t → −∞ almost surely and hence (Z, P̂)

hits 0 continuously so that xα Î∞ corresponds to the first hitting time at 0 of
(Z, P̂). Moreover, (9.3) tells us that the process (Z, P) is conservative and that
the conditions of Theorem 5.3 are fulfilled. In other words, we have that P0 :=
limx↓0 Px exists, in the sense of weak convergence on the Skorokhod space (cf.
Theorem 5.3).

Let us denote the last passage time of (Z, P0) by

Dy = sup {t ≥ 0 : Zt ≤ y} , for y > 0, (9.4)

with the convention that sup ∅ = 0. We also recall from Proposition 5.6 that the
law of (Z, P̂z) is a regular version of the law of the process

←

Zt:= Z(Dx−t)−, 0 ≤ t ≤ Dx, (9.5)

under P0(·|ZDx− = z), for z ∈ Sx, where Sx denotes the support of the law of
ZDx−.

Fix a decreasing sequence (xn)n≥1, of positive real numbers such that xn ↓ 0
as n goes to ∞. For purposes that will soon become clear, we need to decom-
pose the paths of (Z, P0) at the sequence of last passage times (Dxn )n≥1.

To this end, we introduce the first passage time of
←

Z below y, as follows
←

Sy= inf{t > 0 :
←

Zt ≤ y} y > 0.

Proposition 9.1. Between the first passage times
←

Sxn and
←

Sxn+1 , the process
←

Z
has the pathwise description(

←

Z←
S xn +t

, 0 ≤ t ≤
←

Sxn+1 −
←

Sxn

)
=

(
Γn exp

{
Ξ̂

(n)
ϕ̂(n)(t/Γαn )

}
, 0 ≤ t ≤ ∆n

)
, n ≥ 1,
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where the processes (Ξ̂(n))n≥1 are also independent copies of Ξ̂, which are in-
dependent of

Γ1 := ZDx1−
.

For n ≥ 1, we have

ϕ̂(n)(t) = inf
{
s > 0 : Î(n)

s ≥ t
}
, Î(n)

s =

∫ s

0
eαΞ̂

(n)
u du

and, iteratively,

Γn+1 := Γnexp
(
Ξ̂

(n)
T̂ (n)(log(xn+1/Γn))

)
and ∆n := Γαn Î(n)

T̂ (n)(log(xn+1/Γn))

with

T̂ (n)(z) = inf{t > 0 : Ξ̂
(n)
t ≤ z}.

Moreover, for each n ≥ 1, Γn is independent of Ξ̂(n) and

x−1
n Γn

(d)
= x−1

1 Γ1, (9.6)

where
(d)
= means identity in distribution.

Before moving to the proof, we should note that the above definitions may
be degenerate, depending on the spacing of the sequence (xn)n≥1. Indeed, by
definition, T̂ (n)(log(xn+1/Γn)) = 0 on the event that {Γn ≤ xn+1}, in which case
we have e.g. Γn+1 = Γn.

Proof of Proposition 9.1 From (9.2) and Proposition 5.6, recalling the nota-
tion (9.5), the process

←

Z, with point of issue Z0 = x1, may be described as(
Γ1 exp

{
Ξ̂

(1)
ϕ̂(1)(t/Γα1 )

}
, 0 ≤ t ≤ Γα1 Î(1)

∞

)
,

where Ξ̂(1) has the same law as Ξ̂, is independent of Γ1 and

ϕ̂(1)(t) = inf
{
s > 0 : Î(1)

s ≥ t
}

with Î(1)
s =

∫ s

0
eαΞ̂

(1)
u du.

On the other hand, we observe that Γ1 ≤ x1, almost surely, so between the
first passage times

←

Sx1= 0 and
←

Sx2 , the process
←

Z is clearly described as in the
statement with Ξ̂(1) = Ξ̂ and

←

Sx2 −
←

Sx1= ∆1 = Γα1 Î(1)
T̂ (1)(log(x2/Γ1))

.

Now, if we set

Ξ̂
(2)
t := Ξ̂

(1)
T̂ (1)(log(x2/Γ1))+t

− Ξ̂
(1)
T̂ (1)(log(x2/Γ1))

, t ≥ 0,
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then with the definitions of the statement, we see in the pathwise sense,(
←

Z←
S x2 +t

, t ≥ 0
)

=

(
Γ2 exp

{
Ξ̂

(2)
ϕ̂(2)(t/Γα2 )

}
, t ≥ 0

)
, (9.7)

and
←

Sx3 −
←

Sx2= inf{t > 0 :
←

Z←
S x2 +t
≤ x3} = ∆2.

Thanks to stationary and independent increments, the process Ξ̂(2) is indepen-
dent of the couple ((Ξ̂(1)

t , 0 ≤ t ≤ T̂ (1)(log(x2/Γ1))), Γ1).
From the scaling property, we have that the processes(

x2

x1
Z(x1/x2)α t, 0 ≤ t ≤

(
x2

x1

)α
Dx1

)
and

(
Zt, 0 ≤ t ≤ Dx2

)
,

have the same law under P0, which implies that the couples(
x−1

1 ZDx1−
, x−α1 Dx1

)
and

(
x−1

2 ZDx2−
, x−α2 Dx2

)
, (9.8)

have the same law, under P0. On the other hand, we see from the definition of
←

Z in Proposition 5.6 that, in the pathwise sense,(
←

ZSx2 +t, 0 ≤ t ≤ Dx1 − Sx2

)
and

(
Z(Dx2−t)−, 0 ≤ t ≤ Dx2

)
are equal. This gives us (9.6) for n = 2 from this identity, (9.7) and the iden-
tity in law in (9.8). The remainder of the proof follows by a straightforward
inductive argument, which we leave to the reader. �

Corollary 9.2. With the same notation as in Proposition 9.1, for each n ≥ 1,
the last passage time Dxn can be written as the decomposition

Dxn =
∑
k≥n

Γαk Î(k)
T̂ (k)(log(xk+1/Γk))

. (9.9)

In particular, for all z > 0, we have the almost sure inequality

zα1{Γn≥z} Î
(n)
T̂ (n)(log(xn+1/z))

≤ Dxn ≤ xαn I
(n)
∞ , (9.10)

where Ξ
(n)

, n ≥ 1, live on the same space to and are equal in law to Ξ̂ and

I
(n)
∞ =

∫ ∞

0
exp

{
αΞ

(n)
t

}
dt.

In the spirit of an earlier remark, we note that, by definition, since Γn ≤ xn

and T̂ (n)(y) = 0 for y ≥ 0, the first inequality in (9.10) is relevant only when
xn+1 < z < xn.
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Proof of Corollary 9.2 The identity (9.9) follows from Proposition 9.1 and
the fact that

Dxn =
∑
k≥n

(
←

Sxk+1 −
←

Sxk

)
.

From (9.9), we deduce

Γαn Î(n)
T̂ (n)(log(xn+1/Γn))

≤ Dxn ,

which clearly implies the first inequality in (9.10).
In order to deduce the second inequality in (9.10), let us start by identifying

the processes Ξ̄(n), n ≥ 0. To this end, define

Σ
(n)
k =

n+k−1∑
j=n

T̂ ( j)(log(x j+1/Γ j))

and use these times to define, iteratively,

Ξ
(n)
t =



Ξ̂
(n)
t if t ∈ [0,Σ(n)

1 ),
Ξ̂

(n+1)
t−Σ

(n)
1

if t ∈ [Σ(n)
1 ,Σ(n)

2 ),
...

Ξ̂
(n+k)
t−Σ

(n)
k

if t ∈ [Σ(n)
k ,Σ(n)

k+1),
...

(9.11)

which is independent of Γn and has the same law as Ξ̂.
With the definition (9.11), we note that the process (Ξ̂(n)

t , 0 ≤ t ≤ T̂ (n)(log(xn+1/Γn))

is the same as the process Ξ
(n)

killed at T
(n)

(log(xn+1/Γn)), where

T
(n)

(x) = inf{t : Ξ
(n)
t ≤ x}, x ≤ 0.

Moreover, from the definition (9.5), Proposition 5.6 and the strong Markov
property, for any n ≥ 1, in the pathwise sense,(

←

Z←
S xn +t

, 0 ≤ t ≤ Dx1−
←

Sxn

)
and

(
Γn exp

{
Ξ

(n)
ϕ(n)(t/Γαn )

}
, 0 ≤ t ≤ Dx1−

←

Sxn

)
are equal, where

ϕ(n)(t) = inf
{
s > 0 : I

(n)
s > t

}
, I

(n)
s =

∫ s

0
eαΞ

(n)
u du and Γn =

←

Z←
S xn
,

(cf. Proposition 9.1). It remains to note that

Dx1−
←

Sxn= Dxn = Γαn I
(n)
∞ (9.12)

and that, by definition, Γn ≤ xn, which gives us the second inequality of (9.10),
as required. �
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Combining (9.6) with (9.12), we also have the following corollary.

Corollary 9.3. For all n ≥ 1,

Dxn

(d)
= Γαn Ī(n)

∞ .

In order to study the envelope of a pssMp as t → ∞, we also need to un-
derstand the law of the time Dx when x is large. A similar decomposition as
for the decreasing-to-zero sequence (xn)n≥1, can be provided for an increas-
ing sequence (yn)n≥1, which tends to ∞, as it is stated below. Once again, the
reader is alerted to the degeneracies of some of the statements, depending on
the spacings of (yn)n≥1.

Corollary 9.4. Let (yn)n≥1 be an increasing sequence of positive real numbers
which increases to ∞. There exist sequences of processes (Ξ̌(n))n≥1, (Ξ̃(n))n≥1

and variables (Γ̌n)n≥1, on the same probability space such that, for each n ≥ 1,
the processes Ξ̌(n) and Ξ̃(n) have the same law as Ξ̂ and the random variables
Γ̌n have the same law as Γ1. Moreover, Γ̌n and Ξ̌(n) are independent, the Lévy
processes (Ξ̌(n))n≥1 are mutually independent and we have, for all z > 0,

zα1{Γ̌n≥z}

∫ Ť (n)(log(yn−1/z))

0
eαΞ̌

(n)
s ds ≤ Dyn ≤ yαn Ĩ(n)

∞ , (9.13)

almost surely, where

Ĩ(n)
∞ :=

∫ ∞

0
eαΞ̃

(n)
u du and Ť (n)

z = inf{t > 0 : Ξ̌
(n)
t ≤ z}.

Proof Fix an integer n ≥ 1 and define the decreasing sequence x1, . . . , xn

by xn = y1, xn−1 = y2, . . . , x1 = yn. Using the sequence (x1, · · · , xn), we can
use the definitions of Ξ̂(1), . . . , Ξ̂(n), Γ1, . . . ,Γn from x1, . . . , xn and Ξ

(1)
, . . . ,Ξ

(n)

from Proposition 9.1 and Corollary 9.2.
Now, define Ξ̌(1) = Ξ̂(n), Ξ̌(2) = Ξ̂(n−1), . . . , Ξ̌(n) = Ξ̂(1) and Ξ̃(1) = Ξ

(n)
, Ξ̃(2) =

Ξ
(n−1)

, . . . , Ξ̃(n) = Ξ
(1)

and Γ̌1 = Γn, Γ̌2 = Γn−1, . . . , Γ̌n = Γ1. With this new
notation, it is implicit from (9.10), that for any k = 2, . . . , n, for all z > 0,

zα1{Γ̌k≥z}

∫ Ť (k)(log(yk−1/z))

0
eαΞ̌

(k)
s ds ≤ Dyk ≤ yαk Ĩ(n)

∞ ,

almost surely, The sequences (Ξ̃(n))n≥1, (Ξ̌(n))n≥1 and (Γ̌n)n≥1 are thus well de-
fined with the desired properties. �

We now identify the law of Γ1 in terms of the stationary ascending overshoot
distribution of Ξ. Let us write H = (Ht, t ≥ 0) for ascending ladder height
process of Ξ; see Section 2.14 for its formal definition. Since the process Ξ
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is not arithmetic and has positive finite mean, the Wiener-Hopf factorisation
(2.31) implies that its ladder height process H is also not arithmetic (i.e. that
its range not live in a strict sub-group of [0,∞)) and that E[H1] < ∞. Suppose
we denote by Π the Lévy measure of the subordinator H and by τx its first
passage time above the level x > 0. The family of overshoots of the ascending
ladder height process (Hτx − x, x ≥ 0) agrees with the family of the overshoots
of Ξ, i.e. (ΞT +

x − x, x ≥ 0), where T +
x = inf{t > 0 : Ξt > x}.

Corollary 2.28 tells us that, when treated as a stochastic process, the afore-
mentioned family of overshoots converges in distribution towards a random
variable whose law can be determined explicitly. More precisely,

Hτx − x
(w)
−−−−→
x→∞

UW, (9.14)

where “
(w)
−−→” means weak convergence, U and W are independent random vari-

ables, U is uniformly distributed over [0, 1] and the law of W is such that

P(W > u) =
1

E[H1]

∫
(u,∞)

s Π(ds), for u ≥ 0 . (9.15)

The relationship between the above limiting distribution and Γ1 can now be
given in the next result.

Lemma 9.5. Assume that Ξ is not arithmetic and that 0 < E[Ξ1] < ∞, then
the law of Γ1 is characterised as follows

log(x−1
1 Γ1)

(d)
= −UW ,

where U and W are defined as above. In particular, for all x < x1, we have
P(Γ1 > x) > 0.

Proof We showed in Proposition 9.1, that

x−1
1 Γ1

(d)
= x−1

n+1Γn+1

= exp
{
Ξ̂

(n)
T̂ (n)(log(xn+1/Γn))

− log(xn+1/Γn)
}

(d)
= exp

{
Ξ̂T̂ (log(xn+1/xn)+log(x−1

1 Γ1)) − log(xn+1/xn) − log(x−1
1 Γ1)

}
.

Note that, since (xn)n≥0 is a decreasing sequence, log(xn+1/xn) ≤ 0, and, by
definition, log(x−1

1 Γ1) ≤ 0. As such,

Ξ̂T̂ (log(xn+1/xn)+log(x−1
1 Γ1)) − log(xn+1/xn)− log(x−1

1 Γ1) = Ξ̂T̂ (zn) + zn = −(ΞT +
zn
− zn),

where zn = − log(xn+1/xn)−log(x−1
1 Γ1). Then, by taking, for example, xn = e−n2

(any choice for which zn → ∞ will do), we deduce from the equalities (9.16)
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that log(x−1
1 Γ1) has the same law as the limiting overshoot distribution of Ξ as

claimed. �

9.2 Lower envelopes

In order to describe the lower envelope of a pssMp, we need to study the be-
haviour of the upper tail distributions of Î∞ and

ÎT̂−−q
=

∫ T̂−−q

0
eαΞ̂u du, q > 0,

where

T̂−x = inf
{
t > 0 : Ξ̂t < x

}
.

To this end, let us introduce, for t > 0,

F(t) := P(Î∞ > t) and Fq(t) := P
(
ÎT̂−−q

> t
)
, (9.16)

for t ≥ 0.
It will turn out that the two distributions F and Fq are the natural quantities

from which to develop integral tests for the lower envelope. Before we engage
in the main conclusions, for which the aforesaid integral tests are given, let us
first develop some analytical results for F and Fq. The following result will
be used to show that, for particular cases, knowing F suffices to describe the
lower envelope of (Z, P0).

Lemma 9.6. Assume that there exists γ > 1 such that,

lim sup
t→∞

F(γt)
F(t)

< 1.

For any q > 0 and δ > γe−αq, we have that

lim inf
t→∞

Fq((1 − δ)t)
F(t)

> 0 .

Proof It follows from the decomposition of Ξ into the two independent pro-
cesses (Ξ̂s, s ≤ T̂−−q) and Ξ̂′ := (Ξ̂s+T̂−−q

− Ξ̂T̂−−q
, s ≥ 0) that

Î∞ = ÎT̂−−q
+ eαΞ̂T̂−−q Î′∞ ≤ ÎT̂−−q

+ e−αq Î′∞

where Î′∞ =
∫ ∞

0 eαΞ̂′s ds is a copy of Î∞, which is independent of ÎT̂−−q
. Then we

can write, for any q > 0 and δ ∈ (0, 1), the inequalities

P̂(I∞ > t) ≤ P̂
(
IT−−q

+ e−αqI′∞ > t
)

≤ P̂
(
IT−−q

> (1 − δ)t
)

+ P̂
(
e−αqI∞ > δt

)
.
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Therefore, for δ > γe−αq, we deduce

1 −
P̂(I∞ > γt)
P̂(I∞ > t)

≤ 1 −
P̂(I∞ > eαqδt)

P̂(I∞ > t)
≤

P̂
(
IT−−q

> (1 − δ)t
)

P̂(I∞ > t)
,

from which the result follows. �

With all these tools in hand, we are ready to state the main result of this
section which provides an integral tests as t → 0 for the lower envelope of
(Z, P0). As alluded to earlier, this theorem asserts that the asymptotic behaviour
of (Z, P0) depends only on the analytic properties of the distributions F and Fq.

Theorem 9.7. The lower envelope of (Z, P0) at 0 is described as follows.
Let f be an increasing function.

(i) If ∫
0+

F
(

t
f (t)α

)
dt
t
< ∞ ,

then, for all ε > 0,

P0

(
Zt < (1 − ε) f (t) i.o. as t → 0

)
= 0 .

(ii) If, for all q > 0, ∫
0+

Fq

(
t

f (t)α

)
dt
t

= ∞ ,

then, for all ε > 0,

P0

(
Zt < (1 + ε) f (t) i.o. as t → 0

)
= 1 .

(iii) Suppose that t 7→ t−1 f (t)α is increasing. If there exists γ > 1 such that,

lim sup
t→∞

F(γt)
F(t)

< 1 and
∫

0+

F
(

t
f (t)α

)
dt
t

= ∞ ,

then, for all ε > 0,

P0

(
Zt < (1 + ε) f (t) i.o. as t → 0

)
= 1 .

We start with some general remarks before proving each of the three parts
of the theorem individually.

Proof Let (xn)n≥1 be a decreasing sequence such that xn ↓ 0 as n goes to ∞.
We define the events

An =
{
there exists t ∈ [Dxn+1 , Dxn ] such that Zt < f (t)

}
.
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Since Dxn tends to 0 a.s., as n→ ∞, we have{
Zt < f (t) i.o. as t → 0

}
= lim sup

n→∞
An . (9.17)

We also introduce (zn)n≥1 a decreasing sequence satisfying xn+1 < zn < xn.
Since f is increasing and Zt ≥ xn+1 for t ∈ [Dxn+1 , Dxn ], we deduce the following
inclusions {

ZDxn−
> zn, xn < f (Dxn−)

}
⊂ An ⊂

{
xn+1 ≤ f (Dxn )

}
. (9.18)

For the first inclusion, we observe that the event {ZDxn−
> zn} guarantees that

Dxn+1 < Dxn . To see why, note that the contrapositive (i.e. Dxn+1 = Dxn ) would
entail that zn < ZDxn−

= ZDxn+1−
< xn+1, which violates the assumption that

zn > xn+1. Hence if we also have that xn ≤ f (Dxn−) in addition to ZDxn−
> zn,

the right continuity of Z and f allow us to find ε > 0 such that for all s ∈
(Dxn − ε, Dxn ), Zs < f (s). The second inclusion always holds even for those
cases when Dxn+1 = Dxn .

(i) Let us choose xn = r−n for r > 1, and recall from relation (9.10) above
that Dr−n ≤ r−αnI

(n)
∞ . From this inequality, (9.18) and the monotone property of

f , we observe that

An ⊂
{
r−(n+1) ≤ f

(
r−αnI

(n)
∞

)}
. (9.19)

Therefore the classical version of the Borel-Cantelli Lemma, (9.19) and (9.17)
imply that, if ∑

n≥1

P̂
(
r−(n+1) ≤ f (r−αnI∞)

)
< ∞,

then

P0

(
Zt < f (t), i.o. as t → 0

)
= 0. (9.20)

Using the change of variable s = e−αtI∞, we observe that∫ ∞

1
P̂
(
r−t ≤ f (r−αtI∞)

)
dt =

∫ ∞

0

P̂
(
s < f (s)αI∞, s < I∞r−α

)
sα log(r)

ds.

Since f is increasing, the following inequalities hold
∞∑

n=1

P̂
(
r−n ≤ f (r−α(n+1)I∞)

)
≤

∫ ∞

0
P̂

(
s

f (s)α
< I∞, s < I∞r−α

)
ds

sα log(r)

≤

∞∑
n=1

P̂
(
r−(n+1) ≤ f (r−αnI∞)

)
. (9.21)

(We note that the first equality is relevant to the current proof of part (i) but
the second equality will be relevant to the proof of part (ii).) With no loss of
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generality, we can restrict ourselves to the case f (0) = 0. It is not difficult to
check that for any r > 1,∫

0+

P̂
(

s
f (s)α

< I∞, s < I∞r−α
)

ds
s
< ∞ iff

∫
0+

F
(

s
f (s)α

)
ds
s
< ∞ .

(9.22)
Suppose the latter condition holds, then from (9.21), for all r > 1,

∞∑
n=2

P̂
(
r−(n+1) ≤ r−2 f (r−αnI∞)

)
< ∞,

and from (9.20), for all r > 1,

P0

(
Zt < r−2 f (t), i.o. as t → 0

)
= 0,

which proves the desired result for part (i).

(ii) Again, we choose xn = r−n for r > 1, and zn = kr−n, where k = 1−ε+ε/r,
for 0 < ε < 1 (so that xn+1 < zn < xn). We set

Bn =

{
r−n ≤ fr,ε

(
kαr−αn1{Γn≥kr−n} Î

(n)
T̂ (n)(log(xn+1/zn))

)}
,

where, fr,ε(t) = r f (t/kα) and observe that, for each n,

Î(n)
T̂ (n)(log(xn+1/zn))

(d)
=

∫ T̂−(log(1/rk))

0
eαΞ̂s ds (9.23)

which is independent of Γn, and Γn is such that x−1
n Γn

(d)
= x−1

1 Γ1. Moreover the
random variables

Î(n)
T̂ (n)(log(xn+1/zn))

, n ≥ 1,

are mutually independent and identity (9.23) shows that they have the same
law as ÎT̂−(−q) defined before Lemma 9.6, with q = − log(1/rk). Without loss
of generality, we may assume that f (0) = 0, so that we rewrite

Bn =

{
r−n ≤ fr,ε

(
kαr−αn Î(n)

T̂ (n)(log(xn+1/zn))

)
, Γn ≥ kr−n

}
and from the above remarks we deduce

P(Bn) = P̂
(
r−n ≤ fr,ε

(
kαr−αnIT−−q

) )
P

(
Γ1 ≥ kr−1

)
. (9.24)

The arguments which are developed above to show (9.21) and (9.22), are also
valid if we replace Î∞ by ÎT̂−−q

. Hence from the hypothesis in the statement of
part (ii), since ∫

0+

P̂
(
s < f (s)αIT−−q

)ds
s

= ∞,
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and from (9.21) and (9.22) with Î∞ replaced by ÎT̂−−q
, we have

∞∑
n=1

P̂
(
r−(n+1) ≤ f

(
r−αnIT−−q

))
=

∞∑
n=1

P̂
(
r−n ≤ fr,ε

(
kαr−αnIT−−q

))
= ∞,

and from (9.24) we deduce
∑

n≥1 P(Bn) = ∞. Therefore, remembering the mu-
tual independence of Ξ(n) and Ξ(m), another application of (9.24), gives for any
n and m,

P(Bn ∩ Bm) ≤ P̂
(
r−n ≤ fr,ε

(
kαr−αnIT−−q

))
P̂
(
r−m ≤ fr,ε

(
kαr−αmIT−−q

))
.

Using identity (9.24), we get

P(Bn ∩ Bm) ≤ P(Γ1 ≥ kr−1)−2P(Bn)P(Bm) ,

where P(Γ1 ≥ kr−1) > 0, from Lemma 9.5. From the generalisation of Borel-
Cantelli’s lemma given in Lemma A.12, we obtain

P
(
lim sup

n→∞
Bn

)
≥ P(Γ1 ≥ kr−1)2 > 0 . (9.25)

Then, we recall from Corollary 9.2 the inequality

kαr−αn1{Γn≥kr−n} Î
(n)
T̂ (n)(log(xn+1/zn))

≤ Dr−n ,

which implies from (9.18) that Bn ⊂ An, (where in the definition of An we
replaced f by fr,ε). So, from (9.25), P0(lim supn An) > 0, but since (Z, P0) is a
Feller process and lim supn An is a tail event, we have

P0

(
lim sup

n≥1
An

)
= 1.

We deduce from the scaling property of (Z, P0) and (9.17) that

P0
(
Zt ≤ fr,ε(t) i.o. as t → 0

)
= P0(Zkαt ≤ r f (t) i.o. as t → 0)

= P0(Zt ≤ k−1r f (t) i.o. as t → 0)

= 1 .

Since k = 1 − ε + ε/r, with r > 1 and 0 < ε < 1 are arbitrary, we obtain the
statement of part (ii).

(iii) The sequences (xn)n≥1 and (zn)n≥1 are defined as in the proof of part
(ii). Recall that q = − log(1/rk) and take δ > γe−αq as in Lemma 9.6. Without
loss of generality, we may assume that t−1 f (t)α → 0, as t → 0 Then from our
hypothesis and Lemma 9.6, we have∫

0+

Fq

(
(1 − δ)t

f (t)α

)
dt
t

= ∞ .
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As already noticed above, this is equivalent to∫ ∞

1
P̂

(
(1 − δ)r−t ≤ f

(
r−αtIT−−q

))
dt = ∞.

Since t 7→ t−1 f (t)α increases,∫ ∞

1
P̂

(
(1 − δ)r−t ≤ f

(
r−αtIT−−q

))
dt ≤

∞∑
n=1

P̂
(
(1 − δ)r−n ≤ f

(
r−αnIT−−q

))
= ∞.

Set f (δ)
r (t) = (1 − δ)−1 f (t/kα), then

∞∑
1

P̂
(
r−n ≤ f (δ)

r

(
kαr−αnIT−−q

))
= ∞ .

Similarly to the proof of part (ii), we define

B′n =

{
r−n ≤ f (δ)

r

(
kαr−αn Î(n)

T̂ (n)(log(xn+1/zn))

)
, Γn ≥ kr−n

}
.

Then B′n ⊂ An, (where in the definition of An we replaced f by f (δ)
r ). From the

same arguments as above, since
∑

n≥1 P(B′n) = ∞, we have P0(lim supn An) = 1.
Hence from the scaling property of (Z, P0) and (9.17)

P0(Zt ≤ f (δ)
r (t) i.o. as t → 0) = P0

(
Zkαt ≤ (1 − δ)−1 f (t) i.o. as t → 0

)
= P0

(
Zt ≤ k−1(1 − δ)−1 f (t) i.o. as t → 0

)
= 1 .

Since k = 1− ε+ ε/r with r > 1, 0 < ε < 1 and δ > γe−q = γ/(r + ε(1− r)), by
choosing r sufficiently large and ε sufficiently small, δ can be taken sufficiently
small so that k−1(1 − δ)−1 is arbitrary close to 1. This completes the proof of
part (iii). �

We can use the same arguments of Theorem 9.7 to address similar results
for the the lower envelope as t → ∞ of (Z, Px), but now for any point of issue
x ≥ 0. We do not give a proof of the result below as the arguments go through
almost verbatim as in Theorem 9.7 with some minor technical variation.

Theorem 9.8. Let x ≥ 0. The lower envelope of (Z, Px) at ∞ is described as
follows. Let f be an increasing function.

(i) If ∫ ∞

F
(

t
f (t)α

)
dt
t
< ∞ ,

then for all ε > 0,

Px

(
Zt < (1 − ε) f (t) i.o. as t → ∞

)
= 0 .
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(ii) If for all q > 0, ∫ ∞

Fq

(
t

f (t)α

)
dt
t

= ∞ ,

then for all ε > 0,

Px

(
Zt < (1 + ε) f (t) i.o. as t → ∞

)
= 1 .

(iii) Suppose that t 7→ t−1 f (t)α is decreasing. If there exist exists γ > 1 such
that,

lim sup
t→∞

F(γt)
F(t)

< 1 and
∫ ∞

F
(

t
f (t)α

)
dt
t

= ∞ ,

then for all ε > 0, and for all x ≥ 0,

Px

(
Zt < (1 + ε) f (t) i.o. as t → ∞

)
= 1 .

9.3 Upper envelopes

For the study of the upper envelope of (Z, P0), we proceed in two steps. First we
describe the upper envelope of its future infimum which is defined as follows

Jt = inf
s≥t

Zs, for t ≥ 0,

and then we compare it with the upper envelope of the process itself.
Observe that the process J = (Jt, t ≥ 0) is an increasing self-similar process

with the same index of self-similarity as Z. It is clear that when the process
Z starts at 0, the process J also starts from 0. When the process Z starts from
x > 0, the future infimum J starts from its global infimum , that is to say

J0 = Z
∞

= inf
t≥0

Zt.

We also introduce the random variable Υ which is independent of Î∞ and has
the same distribution as x−1

1 Γ1. That is to say,

Υ
(d)
= x−1ZDx−, for all x > 0, (9.26)

where we recall that there is no dependency on x thanks to scaling. We also
note that the support of the law of Υ is a subset of the interval [0,1].

Moreover, with this notation Corollary 9.3 has a more convenient statement
of the last passage time at x > 0.

Corollary 9.9. The last passage time at x > 0 under P0 satisfies

Dx
(d)
= xαΥα Î∞ (9.27)
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In order to state our results, we set

FΥ(t) = P0

(
Υα Î∞ ≤ t

)
, t ≥ 0. (9.28)

Definition 9.10. Denote by C0 the set of positive increasing functions h(t) on
(0,∞) satisfying

(i) h(0) = 0, and
(ii) there exists δ ∈ (0, 1) such that supt<δ th(t)−α < ∞.

We will also need the following integral condition in all the main results of
this section.

E
[
log+

(
1

Υα Î∞

)]
< ∞. (9.29)

This condition may come across as a concern as it may appears to be difficult
to verify. Later, in Section 10.1, we demonstrate that, for a class of pssMps
driven by hypergeometric Lévy processes, (9.29) can indeed be verified. This
is of particular importance in the next chapter, where we develop further the
integral tests for the upper and lower envelopes of this chapter for particular
examples of pssMp, which correspond to a number of the path functionals of
stable processes that we have seen earlier in this book.

Our first result of this section provides integral tests for the upper envelope
at 0 of the future infimum of pssMps.

Theorem 9.11. Let h ∈ C0 and assume that (9.29) holds.

(i) If ∫
0+

FΥ

(
t

h(t)α

)
dt
t
< ∞,

then for all ε > 0

P0

(
Jt > (1 + ε)h(t) i.o. as t → 0

)
= 0.

(ii) If ∫
0+

FΥ

(
t

h(t)α

)
dt
t

= ∞,

then for all ε > 0

P0

(
Jt > (1 − ε)h(t) i.o. as t → 0

)
= 1.

Proof As with the proof of Theorem 9.7, we start again with some general
remarks before proving each of the two parts of the theorem individually. Let



244 Envelopes of positive self-similar Markov processes

(xn)n≥1 be a decreasing sequence which converges to 0. Recalling that Dx is the
last passage time below x > 0, see (9.4), we define the events

An =
{
there exists t ∈ [Dxn+1 , Dxn ) such that Jt > h(t)

}
.

From the fact that Dxn tends to 0, P0-a.s., when n goes to∞, we see{
Jt > h(t) i.o. as t → 0

}
= lim sup

n≥1
An.

(i) Since h is a non-decreasing function and xn > Jt for t ∈ [Dxn+1 , Dxn ), the
following inclusion holds

An ⊂
{
xn > h

(
Dxn+1

)}
. (9.30)

We choose xn = rn, for r < 1, and introduce hr(t) = r−2h(t). Appealing again
to monotonicity, we deduce that∑

n≥0

P0

(
rn > hr

(
Drn+1

))
≤

∫ ∞

1
P0

(
rs > h

(
Drs

))
ds

= −
1

log(r)

∫ r

0
P0

(
t > h

(
Dt

))dt
t
,

(9.31)

where the last identity follows from the change of variable s = rt. Hence, if
we replace h by hr in (9.30), since r may be taken arbitrarily close to 1 from
below, we see from (9.31) that the result follows if∫ r

0
P0

(
t > h

(
Dt

))dt
t
< ∞.

From Corollary 9.3, Fubini’s Theorem and the change of variable s = tαΥα Î∞,
we have∫ r

0
P0

(
t > h

(
Dt

))dt
t

=

∫ r

0
P
(
t > h

(
tαΥα Î∞

))dt
t

=
1
α

E
[∫ g(r)

0
1{sr−α<Υα Î∞<sh(s)−α}

ds
s

]
,

(9.32)

where g(s) := inf{t > 0, h(t) > s} denotes the right-continuous inverse function
of h. Then, this integral on the right-hand side of (9.32) converges if∫ g(r)

0
P

(
Υα Î∞ <

t
h(t)α

)
dt
t
< ∞.

By choosing r suitably close to 1 and using similar reasoning to the proof of
part (i) of Theorem 9.7, we deduce part (i).
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(ii) We use an adaptation of the proof of part (ii) of Lemma 8.3. We suppose
that h satisfies ∫

0+

FΥ

(
t

h(t)α

)
dt
t

= ∞. (9.33)

Again we take xn = rn, for r < 1, and introduce hr(t) = rh(t). By replacing h
by hr in the definition of An, we note

Bn =

∞⋃
j=n−1

A j =
{
there exist t ∈ (0, Drn−1 ) such that Jt > hr(t)

}
. (9.34)

Hence, if we prove that

lim
n→∞

P0(Bn) > 0, (9.35)

we can use the fact that (Z, P0) is a Feller process, invoke Blumenthal’s 0-1 law
and deduce that

P0(Jt > hr(t) i.o., as t → 0) = 1.

The latter identity, clearly implies the statement in part (ii).
Since JDx ≥ x, for x ≥ 0, we deduce that for m ≥ n + 1, the inclusion below

holds
m⋂

j=n−1

Ac
j =

{
Jt ≤ h(t) for all t ∈ [Dxm+1 , Dxn−1 )

}
⊂

m⋂
j=n

{
x j ≤ h

(
Dx j

)}
.

(9.36)

From the inclusion in (9.36), (9.34) and Corollary 9.3, we see

P0(Bn) ≥ 1 − P
(
r j ≤ hr

(
Γαj I

( j)
∞

)
, for all n ≤ j ≤ m

)
, (9.37)

where m is chosen arbitrarily such that m ≥ n + 1.
The remainder of the proof is quite long. Before embarking on it, we give a

brief summary first of the two main objectives.
Step 1: Define the events

Cn =

{
rn > hr

(
Γαn I

(n)
∞

)}
.

We will prove that ∑
n≥1

P(Cn) = ∞. (9.38)

Step 2: Following the same strategy as in the proof of part (ii) in Lemma 8.3,
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having established (9.38), we can use it to show the existence of two subse-
quences (nl)l≥1 and (ml)l≥1, both tending to infinity, such that 0 ≤ nl ≤ ml − 1,
and

lim
l→∞

P
(
r j ≤ hr

(
Γαj I

( j)
∞

)
, for all nl ≤ j ≤ ml

)
< 1. (9.39)

From (9.39) and (9.37), we may thus conclude that (9.35), which, in turn,
gives us the desired result.

Proof of Step 1: Recall from the identity in law in (9.6) that Γ j has the same
law as r jΥ. Since the function h is increasing, it is straightforward to see∑

n≥1

P(Cn) ≥
∫ ∞

0
P

(
rt > h

(
rαtΥα Î∞

))
dt

= −
1

log(r)

∫ 1

0
P
(
s > h

(
sαΥα Î∞

))ds
s
, (9.40)

where the first inequality follows by splitting the integral in the right-hand
side along the positive integers and the last identity by the change of variables
s = rt. Hence, it is enough for our purposes to prove that this last integral is
infinite. Using arguments similar to those in the proof of part (i), we have∫ r

0
P
(
t > h

(
tαΥα Î∞

))dt
t

= E
[∫ g(r)

0
1{tr−α<Υα Î∞<th(t)−α

} dt
t

]
,

where g(s) := inf{t > 0, h(t) > s} denotes the right-continuous inverse function
of h. On the other hand, we see∫ g(r)

0
P

(
Υα Î∞ <

t
h(t)α

)
dt
t

=

∫ g(r)

0
P

(
t

rα
< Υα Î∞ <

t
h(t)α

)
dt
t

+

∫ g(r)

0
P

(
Υα Î∞ <

t
rα

) dt
t
.

Next, we observe∫ g(r)

0
P

(
Υα Î∞ <

t
rα

) dt
t

= Ê
[
log+

(
g(r)

rαΥα Î∞

)]
,

which is finite from the assumption in (9.29). In other words, we have deduced
that

E
[∫ g(r)

0
1{tr−α<Υα Î∞<th(t)−α

} dt
t

]
= ∞,

where the latter follows from our assumption. Hence, from (9.40), we have∑
n≥1 P(Cn) = ∞.
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Proof of Step 2: For n ≤ m − 1, we introduce

D(n,m) =
{
r j ≤ h

(
Γαj I( j,m)

)
for all n ≤ j ≤ m

}
,

and, for r < κ < 1 and n ≤ m − 2, we also define

E(κ)
n,m−1 =

{
r j ≤ h

(
Γαj I( j,m−1) + Γαm−1I

(m−1),κ)
for all n ≤ j ≤ m − 1

}
,

where

I( j,m−1) =

∫ T
( j)

(log(rm−1/Γ j))

0
eαΞ

( j)
s ds, I

(m−1),κ
=

∫ T
(m−1)

(log(r/κ))

0
eαΞ

(m−1)
s ds,

and for n ≤ j ≤ m − 1, Ξ
( j)

is the Lévy process defined as in (9.11). From the
definition of Ξ

( j)
, we note that, for j < m,

Ξ
(m−1)
t = Ξ

( j)

T
( j)

(log(rm−1/Γ j))+t
− Ξ

( j)

T
( j)

(log(rm−1/Γ j))
, t ≥ 0

and

Γm−1 = Γ je
Ξ

( j)

T ( j) (log(rm−1/Γ j )) .

Furthermore, we have the following identity

T
( j)(

log(rm/Γ j)
)

=T
( j)(

log(rm−1/Γ j)
)

+ inf
{
t ≥ 0 : Ξ

(m−1)
t ≤ log(rm/Γm−1)

}
.

The above decomposition allows us to determine the following identity

I( j,m) = I( j,m−1) + e
αΞ

( j)

T ( j) (log(rm−1/Γ j )) I(m−1,m). (9.41)

By Proposition 9.1 and the decomposition in (9.11), it follows that I(m−1,m) is
independent of

I( j,m−1) and e
αΞ

( j)

T ( j) (log(rm−1/Γ j )) . (9.42)

Similarly, we can also deduce that

I
( j)
∞ = I( j,m−1) + e

αΞ
( j)

T ( j)(log(rm−1/Γ j )) I
(m−1)
∞ . (9.43)

Again, by Proposition 9.1 and the decomposition in (9.11), it follows that I
(m−1)
∞

is also independent of the pair in (9.42) and has the same distribution as Î∞,
under P. Moreover, since Γ j is independent of Ξ

( j)
(see Proposition 9.1), we

deduce that

Γαj I
( j)
∞ = Γαj I( j,m−1) + Γαm−1I

(m−1)
∞ , (9.44)
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and that I
(m−1)
∞ is independent of (Γ j, I( j,m−1),Γm−1).

On the other hand, it is clear that

D(n,m) = D(n,m−1)

⋂{
rm−1 ≤ h

(
Γαm−1I(m−1,m)

)}
,

for n ≤ m − 1, and we also introduce

H(n,m) = P
(
E(κ)

n,m−1, r
m−1 ≤ h

(
Γαm−1I

(m−1),κ
)
,Γm−1 > rm−1κ

)
.

On the event {Γm−1 > rm−1κ}, we have I
(m−1),κ

≤ I(m−1,m). Thus, since κ > r and
h is increasing, we may deduce that P(D(n,m)) ≥ H(n,m).

Next, we prove that there exist two increasing sequences, (nl)l≥1 and (ml)l≥1,
tending to infinity such that 0 ≤ nl ≤ ml − 1 and H(nl,ml) tends to 0 as l goes
to infinity. The previous claim is important to deduce (9.39).

Arguing by contradiction, we suppose the contrapositive is true, i.e. that
there exist δ > 0 such that H(n,m) ≥ δ for all sufficiently large integers m and
n. Hence from identity (9.44) and the independence of I

(m)
∞ and (Γ j, I( j,m),Γm),

we see

1 ≥ P
 ∞⋃

m=n+1

Cm


≥

∞∑
m=n+1

P

Cm

⋂m−1⋂
j=n

Cc
j




≥

∞∑
m=n+1

P

Cm

⋂m−1⋂
j=n

{
r j ≤ rh

(
Γαj I( j,m) + ΓαmI

(m)
∞

)}


≥

∞∑
m=n+1

P
(
rm > rh

(
ΓαmI

(m)
∞

))
P(D(n,m))

≥

∞∑
m=n+1

P
(
rm > rh

(
ΓαmI

(m)
∞

))
H(n,m)

≥ δ

∞∑
m=n+1

P
(
Cm

)
,

but since
∑

n≥1 P(Cn) diverges, we see that our assertion concerning H(nl,ml)
is true.

Next, let us deduce (9.39). With this purpose in mind, we define

ρnl,ml (x) = P

ml−2⋂
j=nl

{
r j ≤ rh

(
Γαj I( j,ml−1) + Γml−1x

)}
,Γml−1 > κrml−1


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and

G(nl,ml) = P

ml−1⋂
j=nl

{
r j ≤ rh

(
Γαj I

( j)
∞

)}
,Γml−1 > κrml−1

 .
Since h is increasing, we see that ρnl,ml (x) is increasing in x. Moreover, H(nl,ml)
and G(nl,ml) satisfy

H(nl,ml) ≥
∫ ∞

0
1{h(rα(ml−1)καx)≥rml−2

}ρnl,ml (x)P
(
ÎT̂−(log(r/κ)) ∈ dx

)
(9.45)

and

G(nl,ml) ≤
∫ ∞

0
1{h(rα(ml−1) x)≥rml−2

}ρnl,ml (x)P
(
Î∞ ∈ dx

)
. (9.46)

The inequality (9.45) follows by virtue of the fact that h is increasing and the
independence of I

(ml−1),κ
and the ensemble

Γml−1 and
(
Ī( j,ml−1),Γ j for nl ≤ j ≤ ml − 2

)
.

To show (9.46), we use (9.44) and the independence of I
(ml−1)
∞ and the ensemble

Γml−1 and
(
Ī( j,ml−1),Γ j for nl ≤ j ≤ ml − 2

)
.

In particular, we get that, for l sufficiently large,

H(nl,ml) ≥ ρnl,ml (N)
∫ ∞

N
P
(
ÎT̂−(log(r/κ)) ∈ dx

)
for N ≥ rC,

where C = supx≤δ xh(x)−α. Since H(nl,ml) converges to 0, as l goes to ∞ and
the law of ÎT̂−(log(r/κ)), under P, does not depend on l, it follows that ρnl,ml (N)
also converges to 0 as l tends to ∞, for every N ≥ rC. On the other hand, we
have

G(nl,ml) ≤ ρnl,ml (N)
∫ N

0
P
(
Î∞ ∈ dx

)
+

∫ ∞

N
P
(
Î∞ ∈ dx

)
.

By letting l and N tend to infinity, we get that G(nl,ml) tends to 0.
Finally, recall from (9.37) that

P0(Bnl ) ≥ 1 − P
(
r j < rh

(
Γαj I

( j)
∞

)
, for all nl ≤ j ≤ ml − 1

)
.

It is not difficult to see

P
(
r j < rh

(
Γαj I

( j)
∞

)
, for all nl ≤ j ≤ ml − 1

)
≤ P

(
Γml−1 ≤ κrml−1) + G(nl,ml),

which implies (9.39) on account of the fact that G(nl,ml) tends to 0 and

P
(
Γml−1 > krml−1) = P

(
Γ1 > kr) > 0,
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cf. (9.6) and Lemma 9.5. The latter allow us to conclude that lim P0(Bn) > 0
and hence, from the discussion following (9.35) the proof is complete. �

Next we will look at integral tests for upper envelopes at t → ∞. Before
doing so, we will introduce another class of functions.

Definition 9.12. Define C∞, the class of positive increasing functions h(t) on
(0,∞) satisfying

(i) limt→∞ h(t) = ∞, and
(ii) there exists δ > 1 such that supt>δ th(t)−α < ∞.

Then the upper envelope of J as t → ∞, under Px for x ≥ 0, is given by
the theorem below; we omit its proof on account of it being similar to that of
Theorem 9.11.

Theorem 9.13. Let h ∈ C∞ and assume that (9.29) holds.

(i) If ∫ ∞

FΥ

(
t

h(t)α

)
dt
t
< ∞,

then for all ε > 0 and for all x ≥ 0,

Px

(
Jt > (1 + ε)h(t) i.o. as t → ∞

)
= 0.

(ii) If ∫ ∞

FΥ

(
t

h(t)α

)
dt
t

= ∞,

then for all ε > 0 and for all x ≥ 0

Px

(
Jt > (1 − ε)h(t) i.o. as t → ∞

)
= 1.

Our next result provides integral tests for the upper envelope at 0 of the
pssMp (Z, P0) under the same hypotheses as above, i.e. that Ξ is not arithmetic,
0 < E[Ξ] < ∞ and that (9.29) is satisfied.

Let Sy be the first passage time of the pssMp Z above the level y > 0, i.e.

Sy = inf
{
t ≥ 0 : Zt ≥ y

}
.

We also introduce

G(t) := P0
(
S1 ≤ t

)
. (9.47)

Proposition 9.14. Let h ∈ C0 and assume that (9.29) holds.
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(i) If ∫
0+

G
(

t
h(t)α

)
dt
t
< ∞,

then for all ε > 0

P0

(
Zt > (1 + ε)h(t) i.o. as t → 0

)
= 0.

ii) If ∫ ∞

FΥ

(
t

h(t)α

)
dt
t

= ∞,

then for all ε > 0

P0

(
Zt < (1 − ε)h(t) i.o. as t → 0

)
= 1.

Proof We begin with some general comments. Let (xn)n≥1 be a decreasing
sequence which converges to 0. We define the events

An =
{
there exists t ∈ [Sxn+1 , Sxn ) such that Zt > h(t)

}
.

Appealing to the fact that Sxn tends to 0 as n tends to∞, we have{
Zt > h(t) i.o. as t → 0

}
= lim sup

n≥1
An.

Since h is an increasing function and ZSxn+1
≤ xn when Sxn > Sxn+1 , the follow-

ing inclusion holds

An ⊂
{
xn > h

(
Sxn+1

)}
. (9.48)

We observe that when Sxn = Sxn+1 , the event An is an empty set and hence (9.48)
is trivial.

(i) We choose xn = rn, for r < 1 and define hr(t) = r−2h(t). Since h is
increasing, in a similar spirit to (9.31), we deduce∑

n≥0

P0

(
rn > hr

(
Srn+1

))
≤ −

1
log r

∫ r

0
P0

(
t > h

(
St

))dt
t
.

Replacing h by hr in (9.48) and recalling that r can be chosen arbitrarily close
to 1 from below, we obtain the desired result if∫ r

0
P0

(
t > h

(
St

))dt
t
< ∞.

Also, in the spirit of (9.32), we can similarly derive∫ r

0
P0

(
t > h

(
St

))dt
t

= E0

[∫ g(r)

0
1{tr−α<S1<th(t)−α

} dt
t

]
,
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where g(s) = inf{t > 0, h(t) > s}, denotes the right inverse function of h. This
integral converges if ∫ g(r)

0
P0

(
S1 <

t
h(t)α

)
dt
t
< ∞.

This proves part (i).

(ii) The statement of this part follows from part (ii) of Theorem 9.11 on
account of the fact that Zt ≥ Jt, for t ≥ 0. �

Below we give the corresponding result for the upper envelope of Z at ∞,
under Px for x ≥ 0 as t → ∞. As with other envelopes as t → ∞, we omit the
proofs on account of their similarity to the case that t → 0.

Proposition 9.15. Let h ∈ C∞ and assume that (9.29) holds.

(i) If ∫ ∞

G
(

t
h(t)α

)
dt
t
< ∞,

then for all ε > 0 and for all x ≥ 0

Px

(
Zt > (1 + ε)h(t) i.o. as t → ∞

)
= 0.

ii) If ∫ ∞

FΥ

(
t

h(t)α

)
dt
t

= ∞,

then for all ε > 0 and for all x ≥ 0

Px

(
Zt < (1 − ε)h(t) i.o. as t → ∞

)
= 1.

9.4 Comments

There exist several results on the lower and upper envelopes for particular fam-
ilies of pssMp, the oldest of which are due to Dvoretsky and Erdős [66] and
Motoo [153] who studied the special case of transient Bessel processes. The
asymptotic behaviour of the future infimum of transient Bessel processes was
studied by Khoshnevisan et al. [109]. Xiao [215] considers a bigger class of
self-similar Markov processes whose transition functions admit some special
bounds.

The first author to use Lamperti’s representation of pssMps to study their
asymptotic behaviour starting from a positive state Lamperti himself, [139].
Rivero [179] provided the first integral test for the lower envelope of pssMp



9.4 Comments 253

starting at 0 in the case when the sample paths are increasing. He was the first
to observe that the exponential functional of the underlying Lévy process was
crucial to describe the lower envelope of pssMp.

The path decomposition at last passage times for pssMp in Section 9.1 is
taken from Chaumont and Pardo [49]. It is based on the construction of the
entrance law of pssMp starting at the origin given in Caballero and Chaumont
[44]. The integral tests that describe the lower envelopes of pssMp at the origin
and at infinity (i.e. Theorems 9.7 and 9.8) also originate from Chaumont and
Pardo [49]. The upper envelopes of pssMp and their future infimum are taken
from Pardo [159, 160]. Theorems 9.11 and 9.13 are modified versions of those
presented in [159]. In [159], the integral tests of the divergent parts of both
results are given only in terms of the probability distribution of the exponential
functional of the underlying Lévy processes. This is different to the presenta-
tion here which additionally relies on the distribution of the random variable
Υ, i.e. the undershoot at last passage. We account for this difference as, in the
next Chapter, it will allow us to produce more precise integral tests for upper
and lower envelopes for some of the path transformations of stable processes
introduced in Chapter 5.



10

Asymptotic behaviour for path transformations

In the spirit of the previous two Chapters, we develop integral tests that de-
scribe the lower and upper envelopes as t → 0 and t → ∞, for the path func-
tionals of stable processes introduced in Chapter 5. Our arguments are based
on the integral tests developed in Chapter 9 together with explicit knowledge
of the upper and lower tail behaviour of the relevant distribution functions e.g.
those of integrated exponential functionals. All of the path transformations of
stable processes that we consider boil down to positive self-similar Markov
processes driven by hypergeometric Lévy processes. In this respect, we rely
on some of the results in Chapter 4 and more elaborate versions thereof, in ad-
dition to some new distributional results for positive self-similar Markov pro-
cesses. With these in hand, we will work our way around different regimes of
the parameters (α, ρ) ∈ A, establishing asymptotic envelopes for conditioned
stable processes, censored stable processes and radial stable processes.

10.1 More on hypergeometric Lévy processes

Let us recall some notation from the previous chapter, which deals with general
positive self-similar Markov processes. The process (Z, P), denotes a general
pssMp, with index of self-similarity α, and (Ξ,P) is the underlying Lévy pro-
cess in the Lamperti transform (9.1). With Ξ̂ = −Ξ, the integrated exponential
functional of the dual in denoted by

I(δ, Ξ̂) :=
∫ ∞

0
eδΞ̂t dt, (10.1)

for δ > 0. We will mostly be interested in the case that δ = α but when we
consider the setting of the radius of d-dimensional stable processes at the end
of this chapter, we will need to deal with the setting δ = α/2. From (9.26),

254
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without loss of generality thanks to scaling, we may take

Υ
(d)
= ZD1−, (10.2)

which is bounded from above by unity, where we recall

D1 = sup{t > 0 : Zt ≤ 1} (10.3)

is the last passage time of Z below 1. Importantly, the variable Υ is always
taken to be independent of I(δ, Ξ̂). Theorem 9.11 requires us to work with an
assumption of the form

E
[
log+

(
1

ΥδI(δ, Ξ̂)

)]
< ∞, (10.4)

which is core to a number of results in Chapter 9. As alluded to in the discus-
sion preceding Theorem 9.11, (10.4) may be difficult to verify. In this section,
we show that this is not a problem for pssMps that are driven by a suitable
subclass of hypergeometric Lévy processes. As we have already seen in Chap-
ter 5, the class of pssMp driven by hypergeometric Lévy processes contain
several examples of path functionals of stable processes. Removing the condi-
tion (10.4) for at least these processes is thus a first step to developing more
concrete statements than those offered in the main results of Chapter 9.

For the following results, we recall that the parametric regimes H1 and H2

for hypergeometric Lévy processes are given in (4.17) and (4.18).

Lemma 10.1. Suppose that Ξ̂ is a hypergeometric Lévy processes whose pa-
rameters (β, γ, β̂, γ̂) belong to H1 with β̂ = 0 and β < 1 or to H2 with β = 1
and −β̂ < γ, then the condition (10.4) is satisfied.

Proof Recall from Proposition 4.11 that, for s ∈ (0, θ̂χ), where

θ̂ :=
{

1 − β if (β, γ, β̂, γ̂) ∈ H1 ∩ {β̂ = 0} \ {β = 1},
−β̂ if (β, γ, β̂, γ̂) ∈ H2 ∩ {β = 1} \ {β̂ = 0},

we have

E
[
I(δ, Ξ̂)s

]
= −

s
ψ(δs)

E
[
I(δ, Ξ̂)s−1

]
. (10.5)

Here,

ψ(z) = log E
[
ezΞ̂1

]
= −

Γ(1 − β + γ − z)
Γ(1 − β − z)

Γ(β̂ + γ̂ + z)
Γ(β̂ + z)

,

for Re(z) ∈ (−β̂− γ̂, 1− β+ γ). According to the classification in Corollary 4.7
(iii) the assumed parameter restriction for Ξ̂ ensures that

lim
s→0

ψ(s)
s

= ψ′(0+) = E[Ξ̂1],
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implying, via (10.5), that E[I(δ, Ξ̂)−1] < ∞ and therefore, since log(1 + x) ≤ x,
for x > 0,

E
[
log

(
1 +

1
I(δ, Ξ̂)

)]
< ∞. (10.6)

On the other hand, from Lemma 9.5, the random variable − log Υ is equal in
distribution to UW, where U is a uniform random variable on [0, 1], indepen-
dent of W, which is given as in (9.15). In the case of the hypergeometric Lévy
processes of interest here, the law of W can be computed explicitly.

To this end, recall from Theorem 4.6 that the ascending ladder height of Ξ,
denoted here by H, is a β-subordinator with parameters{

(0, 0, γ̂) if (β, γ, β̂, γ̂) ∈ H1 ∩ {β̂ = 0} \ {β = 1},
(0, β̂, γ̂) if (β, γ, β̂, γ̂) ∈ H2 ∩ {β = 1} \ {β̂ = 0}.

(10.7)

From Proposition 4.1, the associated Lévy measure of H has a density which
satisfies

π(x) =
1

Γ(1 − γ̂)
(
1 − e−x)−γ̂ e−(ρ+γ̂)x

[
γ̂

1 − e−x + ρ

]
, x > 0,

where ρ equals 0 or β̂, respectively, according to the two parameter choices in
(10.7). In both cases, it is not so difficult to deduce that

−E[log Υ] =
1

2E[H1]

∫ ∞

0
x2π(x)dx < ∞.

Recalling that Υ ≤ 1, it is easy to see that (10.4) is satisfied if and only (10.6)
and E[log(1/Υδ)] = −δE[log Υ] < ∞. Hence the proof is complete. �

For many of the results in the previous chapter, knowing the behaviour of
the density of ΥδI(δ, Ξ̂) near 0 is important. We spend the rest of this section
by providing an explicit computation giving the Mellin transform of ΥδI(δ, Ξ̂),
again, for a special class of hypergeometric Lévy processes. Moreover, we
deduce the asymptotic expansion of its density.

Proposition 10.2. Suppose that Ξ̂ is a hypergeometric Lévy processes with
parameters (β, γ, 0, γ̂) belonging to H1 \ {β = 1} and let χ = 1/δ. Then the
Mellin transform of ΥδI(δ, Ξ̂) satisfies, for s ∈ C,

M̃(s) := E
[
(ΥδI(δ, Ξ̂))s−1

]
= c

Γ(s − 1)G(s − 1; χ)G((1 − β + γ)χ + 1 − s; χ)
G(s − 1 + γ̂χ; χ)G((1 − β)χ + 1 − s; χ)

,

where

c := χ
G((1 − β)χ; χ)G(γ̂χ; χ)

G((1 − β + γ)χ; χ)
.
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Proof From the explicit form of the Mellin transform M of I(δ, Ξ̂) in Theorem
4.13 (i) and the independence of I(δ, Ξ̂) and the pair (U,W), it is enough to
compute the Laplace transform of UW, i.e.

E
[
e−δsUW

]
=

1
δs

E
[
1 − e−δsW

W

]
=

1
δsE[H1]

∫ ∞

0

(
1 − e−δsw

)
v(w)dw

=
1

E[H1]
Γ(δs + γ̂)
Γ(δs + 1)

, (10.8)

where the last identity follows from Proposition 4.1. Moreover from the ex-
plicit form of the Laplace exponent of H, see (4.1), we get

E[H1] = Γ(γ̂).

Hence putting the expression for M given in Theorem 4.13 (i) and the previ-
ous computation together, and appealing to the quasi-periodic properties of the
double gamma function G, see (A.21), we get the desired result. �

Next, we invert the Mellin transform M̃ of Proposition 10.2 in order to de-
duce an asymptotic expression for the probability density function of ΥδI(δ, Ξ̂),
henceforth denoted by

p̃(x) =
d
dx

P
(
ΥδI(δ, Ξ̂) ≤ x

)
, for x ≥ 0.

We are interested in the existence of an asymptotic expansion of the density
p̃(x) as x → 0+ or x → ∞. Our approach follows a similar computational
philosophy to that of Section 4.6 for integrated exponential Lévy processes.

We first observe that the zeros of M̃ are positioned at

−mχ − n + 1 (m ≥ 1) and 1 + (1 − β + γ)χ + mχ + n,

and its poles at

z−m,n := 1 − γ̂χ − mχ − n and z+
m,n := 1 + (1 − β)χ + mχ + n, (10.9)

for m, n ≥ 0. We recall from standard properties of the double gamma function
in the Appendix A.4 that all zeros/poles are simple if δ < Q.

Next, we introduce the functions

φ(s) := δ
Γ(δ(s − 1) + γ̂)Γ(1 − β + γ − δs)

Γ(δ(s − 1) + 1)Γ(1 − β − δs)
, (10.10)

φ̃(s) :=
Γ(s − 1 + γ̂χ)Γ(1 − βχ + γχ − s)

Γ(s − 1 + χ)Γ(1 − βχ − s)
, (10.11)
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and recall that η = 1 − β + γ + γ̂.

Definition 10.3. Assume that Ξ̂ is a hypergeometric Lévy process with param-
eters (β, γ, 0, γ̂) ∈ H1 \ {β = 1}. We define the coefficients recursively

b0,0 =
Γ(η − δ)

Γ(η − γ − δ)Γ(1 − γ̂)
M̃(2 − γ̂χ),

bm,n = φ(z−m,n)bm,n−1, m ≥ 0, n ≥ 1,

bm,n = δχ(γ+γ̂)φ̃(z−m,n)bm−1,n, m ≥ 1, n ≥ 0.

(10.12)

where χ = 1/δ. Similarly, cm,n, m, n ≥ 0, are defined recursively

c0,0 = χ2 Γ(2 − β − δ)
Γ(η − γ − δ)Γ(γ)

M̃((1 − β)χ),

cm,n =
1

φ(z+
m,n−1)

cm,n−1, m ≥ 0, n ≥ 1,

cm,n =
χχ(γ+γ̂)

φ̃(z+
m−1,n)

cm−1,n, m ≥ 1, n ≥ 0.

(10.13)

The next result computes the residues of M̃. As with other calculations in
Section 4.6, we keep the assumption that δ < Q to ensure that G has simple
poles. The situation for δ ∈ Q is more complicated.

Proposition 10.4. Assume that Ξ̂ is a hypergeometric Lévy process with pa-
rameters (β, γ, 0, γ̂) ∈ H1 \ {β = 1} and δ < Q. For all m, n ≥ 0, we have

Res(M̃(s) : s = z−m,n) = bm,n,

Res(M̃(s) : s = z+
m,n) = −cm,n.

Proof We start by observing that the quasi-periodicity of the double gamma
function at 1 and at χ (see (A.21) in the Appendix) implies that

M̃(s + 1) =
1
φ(s)
M̃(s) and M̃(s + χ) =

χ(γ+γ̂)χ

φ̃(s)
M̃(s). (10.14)

Next, we prove that the residue of M̃(s) at s = z−m,n is equal to bm,n. We use
the explicit form of M̃ in Proposition 10.2 and rearrange the terms in the first
functional identity in (10.14), making use of the expression for φ in (10.10)
and the recursion formula for gamma functions (A.8), to find that

M̃(s) =
M̃(s + 1)

s − 1 + γ̂χ

Γ(1 + γ̂ + δ(s − 1))Γ(1 − β + γ − δs)
Γ(δ(s − 1) + 1)Γ(1 − β − δs)

.

The above identity and the definition (10.12) imply that as s→ 1 − γ̂χ

M̃(s) =
b0,0

s − 1 + γ̂χ
+ O(1),
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which means that the residue of M̃(s) at z−0,0 = 1 − γ̂χ is equal to b0,0.
Next, we show that the residues satisfy the second recursive identity in

(10.12). To this end, rewrite the first identity in (10.14) as

M̃(s) = φ(s)M̃(s + 1). (10.15)

We know that M̃(s) has a simple pole at s = z−m,n and M̃(s + 1) has a simple pole
at z−m,n + 1 = z−m,n−1. One can also check that the function φ(s) is analytic at
s = z−m,n for n ≥ 1. Therefore we have, as s→ z−m,n,

M̃(s) = Res(M̃(s) : s = z−m,n)
1

s − z−m,n
+ O(1),

M̃(s + 1) = Res(M̃(s) : s = z−m,n−1)
1

s − z−m,n
+ O(1),

φ(s) = φ(z−m,n) + O(s − z−m,n),

which, together with (10.15) imply that

Res(M̃(s) : s = z−m,n) = φ(z−m,n)Res(M̃(s) : s = z−m,n−1).

The proof of all remaining cases is very similar and we leave the details to
the reader. �

As with the Mellin transform of the exponential functional of hypergemetric
Lévy processes in section 4.6, Proposition 10.4 immediately provides a com-
plete asymptotic expansion of p̃(x) as x → 0+ and x → ∞, which we present
in the next theorem.

Theorem 10.5. Assume that Ξ̂ is a hypergeometric Lévy process with param-
eters (β, γ, 0, γ̂) ∈ H1 \ {β = 1} and δ < Q. Then

p̃(x) ∼
∑
m≥0

∑
n≥0

bm,nx(m+γ̂)χ+n−1, x→ 0+, (10.16)

p̃(x) ∼
∑
m≥0

∑
n≥0

cm,nx−(m+1−β)χ−n−1, x→ ∞. (10.17)

The proof of the above result follows exactly the same style of reasoning
as in the proof of Theorem 4.22. We thus omit it and leave the details to the
reader. Instead, we continue with the presentation of some special cases where
the density p̃ can be written as a convergent series for which the restriction
δ < Q is no longer required.

The Mellin transform M̃ is simplified when γ and γ̂ take the specific value
of δ ∈ (0, 1), in the sense that it can be written purely in terms of gamma
functions.
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Corollary 10.6. Let γ = γ̂ = δ and assume that Ξ̂ is a hypergeometric Lévy
process with parameters (β, δ, 0, δ) ∈ H1 \ {β = 1}. Then the Mellin transform
of ΥδI(δ, Ξ̂) satisfies

M̃(s) =
1

Γ(1 − β)
Γ(s)Γ(1 − β + δ(1 − s))

Γ(δ(s − 1) + 1)
.

Hence, if 2δ < 1, then

p̃(x) =
1

Γ(1 − β)

∑
n≥0

Γ(1 − β + δ(1 + n))
Γ(1 − δ(n + 1))

(−1)n

n!
xn, (10.18)

for x > 0 and, if 2δ > 1, then

p̃(x) =
χ

Γ(1 − β)

∑
n≥0

Γ((1 − β + n)χ + 1))
Γ(2 − β + n)

(−1)n

n!
x−(1−β+n)χ−1, (10.19)

for x > 0. Moreover, formula (10.18) (resp. (10.19)) provides a complete
asymptotic expansion as x→ 0+ (resp. as x→ ∞).

Proof We give only a brief sketch of the proof. The explicit form of M̃ fol-
lows from Proposition 10.2 and the quasi-periodicity at 1 of the double gamma
function (see (A.21) in the Appendix).

On the other hand, it is clear that the Mellin transform M̃(z) of p̃(x) has simple
poles at

z−n = −n and z+
n = 1 + χ(n + 1 − β), for n ≥ 0.

The residues at these points provide the coefficients in (10.18) and (10.19). In-
deed, by applying Proposition A.1 and identity (A.11) (both in the Appendix),
we find that

Res(M̃(s) : s = −n) =
Γ(1 − β + δ(1 + n))

Γ(1 − β)Γ(1 − δ(n + 1))
(−1)n

n!
.

Similarly, for the poles at z+
n = 1 + χ(n + 1 − β), we get

Res(M̃(s) : s = 1 + χ(n + 1 − β)) =
Γ(1 + χ(n + 1 − β))
Γ(1 − β)Γ(2 − β + n)

(−1)n−1 χ

n!
.

The rest of the proof follows by using similar ideas to e.g. the proof of Theorem
4.22. In particular, this pertains to the use of an appropriate contour integral
which encloses an increasing number of poles as it expands. The poles are
chosen in such a way to ensure that one side of the contour integral converges
to the inverse Mellin transform of M̃(z) and the remaining parts of the contour
integral tend to zero as the contour grows larger. The Residue Theorem gives
the desired density as a sum of residues of the captured poles. We should note
that the cases 2δ < 1 and 2δ > 1 coincide with the need for two different
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contour integrals that capture a different set of poles in a similar spirit to the
two cases in Theorem 4.24. We leave the details to the interested reader. �

We conclude this section with another important case where M̃ has an explicit
form and which is not covered by the previous results. Let us assume that the
parameters (1, δ, β̂, δ) lie inH2 \ {β̂ = 0}. The result below is needed later on in
this chapter.

Proposition 10.7. Let γ = γ̂ = δ ∈ (0, 1) and assume that Ξ̂ is a hypergeomet-
ric Lévy process with parameters (1, δ, β̂, δ) ∈ H2 \ {β̂ = 0}. Then the Mellin
transform of ΥδI(δ, Ξ̂) satisfies

M̃(s) =
δ sin(−πχβ̂)Γ(1 + β̂)Γ(δ(1 − s))

Γ(δ(s − 1) + 1 + β̂) sin(π(χβ̂ + s))Γ(1 − s)
. (10.20)

Hence, if 2δ < 1, we have

p̃(x) =
δ

π

∑
n≥0

(−1)n sin(−πχβ̂)Γ(1 + β̂)Γ(δ(n + 1) + β̂)
Γ(1 + n + χβ̂)Γ(1 − δ(n + 1))

xn+χβ̂, (10.21)

for x > 0, and, if 2δ > 1, we have

p̃(x) =
∑
n≥0

anx−1+χβ̂−n +
∑
m≥1

bmx−1−mχ, x > 0, (10.22)

where

an =
δ

π

sin(−πχβ̂)Γ(1 + β̂)Γ(β̂ − δn)
Γ(χβ̂ − n)Γ(δn + 1)

(−1)n

and

bm =
sin(−πχβ̂)Γ(1 + β̂)

sin(π(χ(β̂ + m) + 1))Γ(−χn)Γ(β̂ + 1 + m)
(−1)m

m!
.

Moreover, when formula (10.21) (resp. (10.22)) provides complete asymptotic
expansion as x goes to 0+ (resp. as x goes to∞).

Proof For the the explicit form of M̃, we proceed similarly as in the proof of
Proposition 10.2. Using the style of reasoning in (10.8) and the nature of the
ascending ladder height process, cf. Proposition 4.1, we can easily deduce that

E
[
e−δsUW

]
=

Γ(1 + β̂)
Γ(β̂ + γ̂)

Γ(δs + β̂ + γ̂)
Γ(δs + β̂ + 1)

,

The independence of Ξ̂ and the pair (U,W), the Mellin transform of I(δ, Ξ̂) in
Corollary 4.16 and the quasi-periodic properties of the double gamma function
G, see (A.21) now gives us the identity (10.20).
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For the convergent series representation, we proceed as in the proof of Corol-
lary 10.6. We first observe from (10.20) that the Mellin transform M̃(z) of p̃(x)
has simple poles at

z−n = −n − χβ̂, z+,1
n = n + 1 − χβ̂ for n ≥ 0,

and

z+,2
n = 1 + χn, for n ≥ 1.

The residues at these points provide the coefficients in (10.21) and (10.22).
To find them, we again apply Proposition A.1 and identity (A.11) (both in the
Appendix) to find

Res(M(s) : s = −n − χβ̂) =
δ

π

sin(−πχβ̂)Γ(1 + β̂)Γ(δ(1 + n) + β̂)
Γ(1 + n + χβ̂)Γ(1 − δ(n + 1))

(−1)n,

Res(M(s) : s = n + 1 − χβ̂) =
δ

π

sin(−πχβ̂)Γ(1 + β̂)Γ(β̂ − δn)
Γ(χβ̂ − n)Γ(δn + 1)

(−1)n+1,

and

Res(M(s) : s = 1 + χn) =
1
n!

sin(−πχβ̂)Γ(1 + β̂)
sin(π(χ(β̂ + n) + 1)Γ(−nχ)Γ(β̂ + 1 + n)

(−1)n+1.

The rest of the proof follows by developing the appropriate contour integrals
as in Chapter 4. We leave the details to the interested reader. �

10.2 Distributions of pssMp path functionals

Let us put ourselves into the general setting of Chapter 9. That is to say we
will consider a positive self-similar Markov processes Z = (Zt, t ≥ 0), with
index of self-similarity α > 0 and probabilities Px, x > 0. The Lévy processes
associated to it via the Lamperti transformation is denoted again Ξ, with law
P, is assumed non-arithmetic and its mean at time 1 satisfies

0 < E[Ξ1] < ∞.

This ensures that Ξ̂, the dual of Ξ drifts to −∞ and hence its integrated expo-
nential function I(δ, Ξ̂), defined in (10.1) is almost surely finite. We are specif-
ically interested in the setting that δ = α in this section and accordingly define
Î∞ = I(α, Ξ̂), i.e.

Î∞ =

∫ ∞

0
eαΞ̂s ds.
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The setting that Î∞ < ∞ almost surely is sufficient for us to assume that the
process Z may be extended to include entrance from the origin, with law P0,
such that limz→0 Pz = P0 in the weak sense on the Skorokhod space.

Under additional assumptions, we provide three results in this section con-
cerning the distributional tail behaviour of certain path functionals of Z that
appear in the integral tests of Chapter 9.

Recall that T̂−x = inf
{
t > 0 : Ξ̂t < x

}
and, for q > 0,

ÎT̂−−q
=

∫ T̂−−q

0
eαΞ̂u du.

For our first result, we are interested in tail properties of the distributions

F(t) := P(Î∞ > t) and Fq(t) := P
(
ÎT̂−−q

> t
)
,

for t ≥ 0. The following result shows that, for any q > 0, functions Fq and F
are asymptotically equivalent, i.e. Fq(t) � F(t), as t → ∞, as soon as F has
polynomial decay.

Lemma 10.8. Assume that

F(t) ∼ Ct−γ, as t → ∞, (10.23)

where C and γ are strictly positive constants. If (10.23) holds then for all q > 0,

(1 − e−γq)F(t) ≤ Fq(t) ≤ F(t) , (10.24)

for all t large enough.

Proof Recall from the proof of Lemma 9.6, that (Ξ̂s, s ≤ T̂ (−q)) and Ξ̂′ =

(Ξ̂s+T̂ (−q)−Ξ̂T̂ (−q), s ≥ 0) are independent and also that the following inequality
holds

Î∞ = ÎT̂−(−q) + eαΞ̂T̂ (−q) Î′∞ ≤ ÎT̂−(−q) + e−αq Î′∞ (10.25)

where Î′∞ is a copy of Î∞ which is independent of ÎT̂−(−q). From (10.25), it is
clear that the second inequality of the lemma holds. To deduce the first inequal-
ity in (10.24), we write, for all ε > 0,

F((1 + ε)t) = P
(
Î∞ > (1 + ε)t

)
≤ P

(
ÎT̂−(−q) + e−αq Î′∞ ≥ (1 + ε)t

)
≤ P

(
ÎT̂−(−q) > t

)
+ P

(
e−αq Î∞ > t

)
+ P

(
ÎT̂−(−q) > εt

)
P

(
e−αq Î∞ > εt

)
≤ P

(
ÎT̂−(−q) > t

)
+ P

(
e−αq Î∞ > t

)
+ P

(
Î∞ > εt

)
P

(
e−αq Î∞ > εt

)
,
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so that

lim inf
t→∞

P
(
ÎT̂−(−q) > t

)
P

(
Î∞ > t

) ≥ (1 + ε)−γ − e−αqγ.

The result now follows since ε can be chosen arbitrary small. �

In the spirit of Lemma 10.8, the next result shows asymptotic equivalence
of the two distributions

FΥ(t) = P0

(
Υα Î∞ ≤ t

)
and G(t) = P0(S1 ≤ t), t ≥ 0.

when the former of the two is assumed to have polynomial decay. Here, we
recall the definitions of Υ and D1 given in (10.2) and (10.3) as well as

Sy = inf{t ≥ 0 : Zt > y}. (10.26)

Proposition 10.9. Assume that

FΥ(t) ∼ Ctγ, as t → 0, (10.27)

where C and γ are strictly positive constants. Under condition (10.27), we have
that

C1tγ ≤ G(t) ≤ C2tγ as t → 0,

where c and C1 are two positive constants such that 0 < C1 ≤ C ≤ C2.

Proof In the notation of the Chapter 9, recall that Z = (Zt, t ≥ 0) is a pssMp
with self-similar index α and its future infimum process is denoted by (Jt, t ≥
0), where Jt = inf s≥t Zs. Let us introduce the running supremum of Z, written
M = (Mt, t ≥ 0), where

Mt = sup
0≤s≤t

Zs, t ≥ 0.

Since Jt ≤ Mt for all t ≥ 0, we clearly have that S1 ≤ D1. Moreover, since D1,
under P0, has the same law as Υα Î∞, under P, cf. Corollary 9.9, we deduce that
FΥ(t) ≤ G(t), for all t ≥ 0.

For the upper bound, we fix ε > 0. Then, by the Markov property and the
fact that J is an increasing process, we have

P0

(
J1 >

1 − ε
t

)
≥ P0

(
J1 >

1 − ε
t

,M1 ≥
1
t

)
= E0

[
PZS1/t

(
J1−S 1/t >

1 − ε
t

)
1{S1/t≤1}

]
≥ E0

[
PZS1/t

(
J0 >

1 − ε
t

)
1{S1/t≤1}

]
. (10.28)
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Since ZS1/t ≥ 1/t, P0-almost surely, using the Lamperti transform (see Theorem
5.2), we deduce that

E0

[
PZS1/t

(
J0 >

1 − ε
t

)
1{S1/t≤1}

]
≥ P0

(
S1/t < 1

)
P

(
inf
s≥0

Ξs > log(1 − ε)
)
.

(10.29)
On the other hand, since Ξ drifts towards ∞, we have from the Wiener-Hopf
factorisation (see Theorem 2.21) that the descending ladder height Ĥ is equal
in law to a subordinator which is killed at an independent time eq, which is
exponentially distributed with some parameter q > 0. Following similar ideas
to those in the the discussion above Lemma 2.26 we deduce

P
(
inf
s≥0

Ξs > log(1 − ε)
)

= P
(
T−log(1−ε) = ∞

)
= P

(
Ĥeq− ≤ − log(1 − ε)

)
,

where T−x = inf{t > 0 : Ξt < x}. Since the process Ξ is not arithmetic, the
descending ladder height Ĥ has support on [0,∞) implying that, for all ε > 0,

Kε := P
(
inf
s≥0

Ξs > log(1 − ε)
)
> 0.

Hence, using the scaling property of Z which ensures that S1/t is equal in law
to t−αS1, we have from (10.28) and (10.29),

K−1
ε P0

(
J1 >

1 − ε
t

)
≥ P0 (S1 < tα) . (10.30)

Note that

P0

(
J1 >

1 − ε
t

)
= P0

(
D(1−ε)/t < 1

)
= P0

(
D1 <

( t
1 − ε

)α)
,

where we have used a similar scaling property for D(1−ε)/t. Feeding this back
in (10.30) and recalling that D1 is equal in law to Υα Î∞, for which we have
assumed (10.27), we now get

CK−1
ε

( t
1 − ε

)αγ
≥ K−1

ε P0

(
D1 <

( t
1 − ε

)α)
≥ P0 (S1 < tα) , as t → 0.

This completes the proof. �

Our third and final result for this section concerns the setting that the pssMp
(Zt, t ≥ 0) has no positive jumps, or equivalently that Ξ has no positive jumps,
albeit that we exclude the case of monotone paths. In this setting, we necessar-
ily have that Υ = 1, P0-almost surely. In other words,

FΥ(t) = F(t) := P(Î∞ ≤ t), for t ≥ 0.
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Proposition 10.10. Excluding monotone paths, assume that Z has no positive
jumps and that

− log F(1/t) ∼ Ctγ, as t → ∞, (10.31)

where C and γ are strictly positive constants. Then

− log G(1/t) ∼ Ctγ as t → ∞. (10.32)

Proof First, we prove an upper bound for (10.32). As noted earlier, the future
infimum process (Jt, t ≥ 0) and the process of last passage times (Dx, x > 0)
are conveniently related via {J1 > t} = {Dt < 1}. Corollary 9.9 states that Dt is
equal in law to tαΥα Î∞. Since Υ = 1, we have that

P0

(
J1 > t

)
= P(Î∞ < 1/tα).

Also recalling from the proof of Proposition 10.9 that J1 ≤ M1 := sup0≤s≤1 Zs,
we have

− log P
(
Î∞ < 1/tα

)
= − log P0

(
J1 > t

)
≥ − log P0

(
M1 > t

)
,

which implies

1 ≥ lim sup
t→∞

− log P0

(
M1 > t1/α

)
Ctγ

.

Since P0(M1 > t1/α) = P0(St1/α < 1), the scaling property of Z, which tells us
that St1/α is equal in law to tS1, implies that

1 ≥ lim sup
t→∞

− log P0(S1 < 1/t)
Ctγ

.

Now, fix ε > 0. Decomposing the path of Z at time 1, we have

P0
(
J1 > (1 − ε)t1/α) ≥ P0

(
St1/α < 1

)
P

(
inf
s≥0

Ξs > log(1 − ε)
)
. (10.33)

Since

Kε = P
(

inf
s≥0

Ξs > log(1 − ε)
)
> 0,

again using the scaling property, we deduce from (10.33) that

− log P0
(
J1 > (1 − ε)t1/α) ≤ − log P0

(
S1 < 1/t

)
− log Kε .

Recalling that {J1 > (1 − ε)t1/α} = {D(1−ε)t1/α < 1} and that Dt is equal in law to
tαΥα Î∞ (with Υ = 1 in the current setting), we have from the assumption on F,
the lower bound

(1 − ε)αγ ≤ lim inf
t→∞

− log P0

(
S1 < 1/t

)
Ctγ

.
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Since ε can be chosen arbitrarily small, (10.32) is proved. �

Now, we are ready to apply the results of Chapter 9 and identify explicit
integral tests that describe the lower and upper envelopes, as t → 0 and t → ∞,
for the path functionals of stable processes discussed in Chapter 5. We start
with the case of stable processes conditioned to stay positive.

10.3 Stable processes conditioned to stay positive

Recall from Section 5.4 that the stable process conditioned to stay positive X
has probabilities P↑ = (P↑x, x > 0), where P↑x is the law starting from x. The
process (X,P↑) is defined by (5.23) or equivalently by the change of measure
(5.26).

According to Theorem 5.14, the process (X,P↑) is a conservative positive
self-similar Markov process, with self-similar index α, whose underlying Lévy
process ξ↑, with law P↑, belongs to the class of hypergeometric processes with
parameters (β, γ, β̂, γ̂) = (1, αρ, 1, αρ̂). Moreover its dual, −ξ↑, is a hypergeo-
metric Lévy process with parameters (β, γ, β̂, γ̂) = (0, αρ̂, 0, αρ), which places
it in the classH1\{β = 1}. We also have that −ξ↑ fulfils the conditions of The-
orem 5.3 which guarantees that P↑0 := limx↓0 P

↑
x exists, in the sense of weak

convergence on the Skorokhod space (see Section A.10 in the Appendix). In
other words, we can apply the results of the previous section to describe the
lower and upper envelope of (X,P↑0) at 0 and at∞.

We start by describing the lower envelope. In order to do so, we introduce
the integrated exponential functional of −ξ↑, namely

Î↑∞ =

∫ ∞

0
e−αξ

↑
s ds.

From Proposition 4.27, we deduce that the upper tail behaviour of the distri-
bution of Î↑∞ has polynomial decay. Recall thatA is the set of (α, ρ) parameter
combinations for stable processes; cf. (3.11).

Lemma 10.11. For (α, ρ) ∈ A and ρ ∈ (0, 1), we have

F↑(t) := P↑
(
Î↑∞ > t

)
∼

Γ
(
1/α

)
Γ(ρ + 1)Γ(ρ̂)

t−
1
α , as t → ∞. (10.34)

Proof Recall from the discussion preceding the statement of this lemma that
−ξ↑ is a hypergeometric Lévy process whose parameters belong toH1\{β = 1}.
As alluded to above, we can appeal to Proposition 4.27, with the observation
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that θ̂ = 1 and χ = 1/α, to write

P↑
(
Î↑∞ > t

)
∼
M̂↑

(
1/α

)
ψ̂↑′(1)

t−
1
α , t → ∞, (10.35)

where M̂↑ denotes the Mellin transform of Î↑∞ and ψ̂↑(z) is the Laplace exponent
of −ξ↑. Moreover, in this case, M̂↑(1/α) and ψ̂↑′(1) can be computed explicitly.
Indeed, starting from the identities in Theorem 4.13 (i) and 4.37, by appealing
to the quasi-periodic properties of double gamma functions (see (A.21) in the
Appendix) as well as standard properties of gamma functions (see Appendix
Section A.3), we find

M̂↑ (1/α) = Γ (1/α)
αΓ(αρ̂)Γ(αρ)

Γ(ρ)Γ(ρ̂)
and ψ̂↑′(1) = Γ(αρ̂)Γ(1 + αρ),

thus concluding the proof. �

For q ≥ 0, let us now define T̂ ↑,−(−q) := inf{t ≥ 0 : −ξ↑t ≤ −q},

Î↑
T̂ ↑,−(−q)

:=
∫ T̂ ↑,−(−q)

0
e−αξ

↑
s ds and F↑q(t) := P↑

(
Î↑
T̂ ↑,−(−q)

> t
)
.

For the current setting, the above lemma allows us to develop more precise
integral tests for lower and upper path envelopes than those described in The-
orems 9.7 and 9.8. In particular, the appearance of the factors 1 − ε and 1 + ε

can be absorbed into the envelope with no change to the integral test thanks to
the polynomial asymptotic of F↑. The proof of the next result follows from a
simple application of Theorems 9.7 and 9.8, Lemma 10.30 and the equivalence
between F↑ and F↑q , for q > 0, given in Lemma 10.8.

Theorem 10.12. The lower envelope at 0 and at ∞ of the stable process con-
ditioned to stay positive is characterised as follows.

(i) Let f be an increasing function such that either

lim
t→0

f (t)α

t
= 0 or lim inf

t→0

f (t)α

t
> 0,

then,

P↑0

(
Xt < f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

f (t)

t
1
α+1

dt is finite or infinite.



10.3 Stable processes conditioned to stay positive 269

ii) Let g be an increasing function such that either

lim
t→∞

g(t)α

t
= 0 or lim inf

t→∞

g(t)α

t
> 0,

then, for all x ≥ 0,

P↑x
(
Xt < g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ g(t)

t
1
α+1

dt is finite or infinite.

Next, we proceed to describe the upper envelope of (X,P↑) at 0 and at∞. As
an intermediate step, we describe the upper envelope of the future infimum at 0
and at∞ and, thereafter, we compare it with the upper envelope of the original
process.

We first consider the case when the process has positive jumps since the
spectrally negative case possesses a completely different behaviour, as we will
see later. For the spectrally positive case, the reader should implicitly assume
that we are excluding the case that X is a stable subordinator. The conditioned
process in the subordinator case is nothing more than itself again and envelopes
of stable subordinators were already considered in Chapter 8.

Let us recall some notation. The future infimum process is denoted by J =

(Jt, t ≥ 0), where

Jt = inf
s≥t

Zs, t ≥ 0,

and recall the last passage time below the level 1 denoted D1, which was defined
in (10.3). We also consider the random variable Υ↑ which is independent of Î↑∞
and has the same law, under P↑, as XD1− under P↑0.

Under the assumption that ξ↑ has positive jumps, the following result gives
the behaviour for the lower tail distribution of (Υ↑)α Î↑∞ near 0, with the restric-
tion that α < Q. Its proof follows directly from the asymptotic expansion of
p̃(x), for x close to 0, given in Theorem 10.5, when the parameters (β, γ, β̂, γ̂)
take the specific values (0, αρ̂, 0, αρ). (The reader will recall from (8.16) that
(α, ρ) ∈ A+ is the parameter regime for stable processes with positive jumps.)

Lemma 10.13. Let us assume that α < Q. For (α, ρ) ∈ A+ and ρ ∈ (0, 1), we
have

F
↑

Υ↑ (t) := P↑
(
(Υ↑)α Î↑∞ < t

)
∼

M̃↑(1 + ρ̂)
Γ(1 − αρ̂)Γ(1 − αρ)

tρ, as t → 0,

(10.36)
where M̃↑ denotes the Mellin transform of (Υ↑)α Î↑∞.
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As with Theorem 10.12, the polynomial behaviour of the tail of F
↑

Υ↑ (t) al-
lows us to drop the factors 1 − ε and 1 + ε in the envelope of Theorems 9.11
and 9.13, whilst keeping the same integral test. Recall that C0 and C∞ denote
the set of positive increasing functions defined in Definitions 9.10 and 9.12. In
a similar manner to Theorem 10.12, the following result follows from simple
applications of Theorems 9.11 and 9.13 and the estimate in 10.41.

Theorem 10.14. Let (α, ρ) ∈ A+ and assume that α < Q. The upper envelope
at 0 and at ∞ of the future infimum of the stable process conditioned to stay
positive is as follows.

(i) Let f ∈ C0 such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0,

then,

P↑0

(
Jt > f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

tρ−1

f (t)αρ
dt is finite or infinite.

ii) Let g ∈ C∞ such that either

lim
t→∞

t
g(t)α

= 0 or lim inf
t→∞

t
g(t)α

> 0,

then for all x ≥ 0,

P↑x
(
Jt > g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ tρ−1

g(t)αρ
dt is finite or infinite.

In order to deduce the upper envelope of the stable process conditioned to
stay positive, we first need to compare the behaviour near 0 of F

↑

Υ↑ (t) with that
of

G↑(t) := P↑0
(
S1 < t

)
,

where we recall from (10.26) that S1 = inf{t > 0 : Xu > 1}. Proposition 10.9
and Lemma 10.13 ensures that G↑ has the same polynomial behaviour as F

↑

Υ↑ .
As we have seen with Theorems 10.12 and 10.14, the polynomial behaviour

of F
↑

Υ↑ and G↑ affords us the development of a cleaner version of the upper
envelope integral tests given in Propositions 9.14 and 9.15
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Theorem 10.15. Let Let α < Q and assume (α, ρ) ∈ A+. Hence the upper
envelope of the stable process conditioned to stay positive at 0 and at ∞ is as
follows.

(i) Let f ∈ C0 such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0,

then,

P↑0

(
Xt > f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

tρ−1

f (t)αρ
dt is finite or infinite.

ii) Let g ∈ C∞ such that either

lim
t→∞

t
g(t)α

= 0 or lim inf
t→∞

t
g(t)α

> 0,

then for all x ≥ 0,

P↑x
(
Xt > g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ tρ−1

g(t)αρ
dt is finite or infinite.

It is interesting to note from Theorems 10.14 and 10.15 that, in the param-
eter regime A+, the stable process conditioned to stay positive and its future
infimum have the same upper functions.

Finally, we consider the case when the stable process conditioned to stay
positive has no positive jumps, i.e. when α ∈ (1, 2) and ρ = α−1. As we will
see below, this assumption allows us to obtain a law of the iterated logarithm
for the upper envelope of (X,P↑0) as well as for its future infimum and for the
process at reflected its future infimum.

First, we observe that Υ↑ = 1, P↑-almost surely because of spectral negativ-
ity. Under the assumption that ξ↑ has no positive jumps, we have the following
behaviour for the lower tail distribution of Î↑∞ near 0.

Lemma 10.16. Let α ∈ (1, 2) and ρ = α−1, then

− log F
↑
(1/t) ∼

α − 1
α

(
1
α

)1/(α−1)

t1/(α−1), as t → ∞. (10.37)
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Proof Recall from Theorem 5.14 that ξ↑ is a spectrally negative Lamperti-
stable process with parameters (β, γ, γ̂) = (1, 1, α−1). Moreover its dual −ξ↑ is
a spectrally positive Lamperti-stable Lévy process with parameters (β, γ, γ̂) =

(0, α − 1, 1). According to Theorem 5.11, the process −ξ↑ has the same law as
the Lévy process associated with the spectrally positive stable process killed
on entering (−∞, 0). In other words, the spectrally negative stable process con-
ditioned to stay positive is in duality with the spectrally positive stable process
killed at entering at (−∞, 0). Indeed, since

0 < E↑[ξ↑1] < ∞,

we deduce from Proposition 5.6 that

Xt1(Xt≥0), t ≥ 0,

under P̂z, is equal in law to the process X̃ = (X(Dz−t)−, 0 ≤ t ≤ Dz), under P↑0,
for z > 0. That is to say, the laws of (Dz,P

↑

0) and (τ−0 , P̂z) are the same, where

τ−y = inf{s ≥ 0 : Xt < y}. Recall from Corollary 9.9 that D1
(d)
= Î↑∞ and so, with

the above duality in mind, for t ≥ 0,

F
↑
(t) = P↑0 (D1 ≤ t) = P̂1

(
τ−0 ≤ t

)
= P̂0

(
τ−−1 ≤ t

)
,

Since (τ−−x, x ≥ 0) is a stable subordinator under P̂0, from Lemma 8.4 we get
the desired estimate. �

The following result provides laws of the iterated logarithm for the stable pro-
cess conditioned to stay positive with no positive jumps as well as for its future
infimum process. It takes advantage of the comparison between the behaviour
near 0, of F

↑
(t) with that of G↑(t) given by Proposition 10.10.

Theorem 10.17. Assume that α ∈ (1, 2) and ρ = α−1. Then the upper envelope
of the stable process conditioned to stay positive with no positive jumps, as
well as its future infimum, are described by the following law of the iterated
logarithms,

lim sup
t→0

Xt

t1/α(log | log t|)1−1/α = α(α − 1)−
α−1
α , P↑0 − a.s.

and

lim sup
t→0

Jt

t1/α(log | log t|)1−1/α = α(α − 1)−
α−1
α , P↑0 − a.s.

The same law of the iterated logarithm holds as t → ∞ under P↑x, for any x > 0.
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This result follows from from the integral tests of Theorem 9.11 and Propo-
sition 9.14 together with the asymptotic behaviour of F

↑
and G↑, which follows

from (10.37) and Proposition 10.10, repsectively. The arguments to deduce the
laws of the iterated logarithm are similar to those used in the proof of The-
orem 8.2. It is also interesting to note that Theorem 10.17 indicates that, for
no positive jumps, the stable process conditioned to stay positive and its future
infimum satisfy the same law of the iterated logarithm despite the fact that they
do not necessarily have the same integral tests.

Our last result of this section tells us that the stable process conditioned to
stay positive with no positive jumps reflected at its future infimum also satisfies
the same law of the iterated logarithm.

Theorem 10.18. Let us assume that α ∈ (1, 2) and ρ = α−1. Then

lim sup
t→0

Xt − Jt

t1/α(log | log t|)1−1/α = α(α − 1)−
α−1
α , P↑0 − a.s.

The same law of the iterated logarithm holds as t → ∞ under P↑x, for any x > 0.

Proof We give the proof only for the setting that t → 0, with the proof for
t → ∞ having a similar structure. The details of the latter are left to the reader.

First, we observe that Xt − Jt ≤ Xt, for every t ≥ 0. Hence it is clear from
Theorem 10.17 that

lim sup
t→0

Xt − Jt

t1/α(log | log t|)1−1/α ≤ α(α − 1)−
α−1
α , P↑0 − a.s.

For the lower bound, we introduce

Λ(t) = α(α − 1)−
α−1
α t1/α(log | log t|)1−1/α, 0 < t < e−1.

We also fix ε ∈ (0, 1/2) and define the stopping times

Rn = inf
{

s ≥ 1/n :
Xs

Λ(t)
≥ (1 − ε)

}
, n ≥ 1.

From the above definition, it is clear that Rn ≥ 1/n and that Rn goes to 0 as n
goes to∞, P↑0-a.s. Moreover, spectral negativity implies that XRn = Λ(Rn)(1−ε)
on {Rn < ∞}. From Theorem 10.17, we deduce that Rn is finite, a.s.

By applying the strong Markov property, the Lamperti transform (see The-
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orem 5.14) and using that (X,P↑0) has no positive jumps, we deduce

P↑0

(
XRn − JRn

Λ(Rn)
≥ (1 − 2ε)

)
= P↑0

(
JRn ≤

εXRn

1 − ε

)
= E↑0

[
P↑XRn

(
J0 ≤

εX0

1 − ε

)]
= P↑

(
inf
t≥0

ξ↑t ≤ log
(

ε

1 − ε

))
, (10.38)

where we recall that (ξ↑,P↑) is the Lévy process underlying the Lamperti trans-
form of (X,P↑). The right-hand side of (10.38) can be computed explicitly. In-
deed, from Theorem 4.6 (iii), the descending ladder height Ĥ↑ associated to ξ↑

is a β-subordinator with parameters (1, 1, α − 1) which is killed at the time eq,
which is an independent and exponentially distributed random variable with
parameter q = Γ(α). Thus from Lemma 2.26 and Corollary 4.3, we obtain

P↑
(
inf
t≥0

ξ↑t ≤ log
(

ε

1 − ε

))
= P↑

(
Ĥ↑eq−

≥ − log
(

ε

1 − ε

))
= 1 −

(
1 − 2ε
1 − ε

)α−1

=: cε ,

which is strictly positive. Since Rn ≥ 1/n, we obtain

P↑0

(
XRp − JRp

Λ(Rp)
≥ (1 − 2ε), for some p ≥ n

)
≥ P↑0

(
XRn − JRn

Λ(Rn)
≥ (1 − 2ε)

)
> cε ,

where the right-hand side is uniformly bounded away from zero for each fixed
ε. Since Rn converges a.s. to 0 as n goes to ∞, P↑0-a.s., we have, for all ε ∈
(0, 1/2), that the left-hand side above decreases to the left-hand side below as
we take limsup on the right-hand side.

P↑0

(
Xt − Jt

Λ(t)
≥ (1 − 2ε) i.o. as t → 0

)
≥ lim sup

n→∞
P↑0

(
XRn − JRn

Λ(Rn)
≥ (1 − 2ε)

)
> 0.

The event of the left hand side is in the sigma-field ∩t>0σ{Xs : s ≤ t} which is
trivial under P↑0. Therefore

lim sup
t→0

Xt − Jt

Λ(t)
≥ 1 − 2ε P↑0 − a.s.

Since we may take ε as close to 0 as we like, we deduce the desired lower
bound. �

10.4 Stable processes conditioned to limit to 0 from above

In this section. we focus on the asymptotic behaviour near absorption of stable
processes conditioned to limit to 0 from above. Recall from Section 5.5 that
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that (X,P↓x), the stable process conditioned to limit to 0 from above starting
from x > 0, is defined by (5.32) or equivalently by the change of measure
(5.34).

According to Theorem 5.15, the process (X,P↓x) is a non-conservative pos-
itive self-similar Markov process with self-similar index α, whose underlying
Lévy process, (ξ↓,P↓), belongs to the class of hypergeometric processes with
parameters (β, γ, β̂, γ̂) = (0, αρ, 0, αρ̂) ∈ H4. Moreover its dual −ξ↓ is a hyper-
geometric process with parameters (1, αρ̂, 1, αρ). We note that the latter pro-
cess is associated to the dual of the stable process conditioned to stay positive,
i.e. (X, P̂↑x), for x ≥ 0. Since

0 < −E↓[ξ↓1] < ∞,

we have from Proposition 5.6 that the law of (X,P↓x) is equal in law to the
process X̃ = (X(D1−t)−, 0 ≤ t ≤ D1), under P̂↑0(·|Γ = z), for z ∈ (0, 1], where we
D1 was defined in (10.3) and Γ := XD1−.

We recall that we can state the previous time-reversal property as follows
(see for instance the comment after Proposition 5.6). Let

τ{0} = inf{s ≥ 0 : Xt = 0},

then, for any z ∈ (0, 1], the returned process (X(τ{0}−t)−, 0 ≤ t ≤ τ{0}) under
P↓z has the same law as (Xt, 0 ≤ t < D1) under P̂↑0(· |Γ = z). The previous
observation and Theorem 10.12 allow us to obtain the lower envelope of the
stable processes conditioned to limit to 0 from above near absorption.

Theorem 10.19. The lower envelope of the stable processes conditioned to
limit to 0 from above near absorption is as follows. Let f be an increasing
function, such that either

lim
t→0

f (t)α

t
= 0 or lim inf

t→0

f (t)α

t
> 0,

then, for any x > 0,

P↓x
(
X(τ{0}−t)− < f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

f (t)

t
1
α+1

dt is finite or infinite.

For the upper envelope of (X,P↓) at its absorption time, we first consider the
case when the process has negative jumps. Recall that X = (Xt, t ≥ 0) denotes
the running supremum process of X, i.e.

Xt = inf
s≤t

Xs, t ≥ 0.
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Note that, for e.g. z ∈ (0, 1], the law of X(τ{0}−t)− under P↓z is equal to that of Jt

under P̂↑(·|Γ = z). Time reversal of (X,P↓x) at τ{0} and Theorems 10.14, 10.15,
thus gives us the following result.

Theorem 10.20. Let us assume that (α, ρ̂) ∈ A+ and α < Q. The upper en-
velopes of the stable processes conditioned to limit to 0 from above and its past
infimum near absorption are as follows. Let f ∈ C0 such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0,

then, for any x > 0,

P↓x
(
X(τ{0}−t)− > f (t) i.o. as t → 0

)
= P↓x

(
X(τ{0}−t)− > f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

tρ̂−1

f (t)αρ̂
dt is finite or infinite.

Finally, we consider the case when the stable processes conditioned to limit
to 0 from above has no positive jumps, i.e. when α ∈ (1, 2) and ρ = 1−α−1. As
we will see below, this assumption allows us to obtain three laws of the iterated
logarithm for the upper envelope of (X,P↓x), its past infimum and the reflected
process at its past infimum. The following result is a direct consequence of
the time reversal property of (X,P↓x) at τ{0}, described below Lemma 10.37,
together with the statement of Theorems 10.17 and 10.18.

Theorem 10.21. Assume that α ∈ (1, 2) and ρ = 1 − α−1. Then the upper
envelopes near absorption of the stable processes conditioned to limit to 0
from above, its past infimum and the reflected process at its past infimum are
described by the following laws of the iterated logarithm,

lim sup
t→0

X(τ{0}−t)−

t1/α(log | log t|)1−1/α = α(α − 1)−
α−1
α , P↓x − a.s.,

lim sup
t→0

X(τ{0}−t)−

t1/α(log | log t|)1−1/α = α(α − 1)−
α−1
α , P↓x − a.s.

and

lim sup
t→0

(X − X)(τ{0}−t)−

t1/α(log | log t|)1−1/α = α(α − 1)−
α−1
α , P↓x − a.s.,

for all x > 0.
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10.5 Censored stable process

In this section, we focus on the asymptotic behaviour of censored stable pro-
cesses. We only treat the case α ∈ (0, 1). The case that α ∈ [1, 2) can also be
treated, however, it requires a level of analysis which lies beyond the space
available to us here; we give more commentary below on the associated diffi-
culties.

Recall from Section 5.6 that the censored stable process Z with probabil-
ities

{

P:= (
{

Px, x > 0), is defined by erasing the negative components of the
space-time trajectory of the stable process, shunting together the remaining
positive sections of path and then killing the resulting process at the first hit-
ting time to the state 0. According to Theorem 5.19, the process (Z,

{

P) is a
positive self-similar Markov process with self-similar index α, whose underly-
ing Lévy process (

{

ξ,
{

P) belongs to the class of hypergeometric processes witth
parameters (β, γ, β̂, γ̂) = (1, αρ, 1 − α, αρ̂). We also recall from the discussion
below Theorem 5.19 that the censored stable process is conservative if and
only if α ∈ (0, 1], otherwise it hits 0 continuously.

In the conservative case the hypergeometric Lévy process
{

ξ belongs to the
classH1 and, moreover, its dual −

{

ξ is a hypergeometric Lévy processes with
parameters (α, αρ̂, 0, αρ), which belongs to the classH4 if an only if α ∈ (0, 1).
When α = 1, the process

{

ξ oscillates and implicitly its associated exponential
functional does not converge almost surely. This is one of the difficulties that
prevents us considering this case as techniques we have developed in Chapter
9 do not apply.

In the non-conservative case, i.e. α ∈ (1, 2), the hypergeometric Lévy pro-
cess

{

ξ belongs to the class H2 \ {β̂ = 0}. More precisely, it drifts to −∞ and
its exponential functional is well defined but the behaviour of its tail distri-
bution is not covered in the analysis in this text. That said, the estimates of
the tail behaviour will follow from the Mellin transform of its exponential
functional which can be deduced from Theorem 4.13 (ii). Such estimates, to-
gether with the results in Chapter 9, will allow us to deduce the lower and
upper envelopes of the censored stable process (Z,

{

P) at its absorption time
T0 = inf{t > 0 : Zt = 0}. In the interests of brevity however, we leave the
details to the interested reader.

Let us thus focus on the case that α ∈ (0, 1). By differentiating the charac-
teristic exponent of

{

ξ and evaluating at 0, it is clear that

0 <
{

E [
{

ξ1] < ∞.

Hence, the conditions of Theorem 5.3 are fulfilled and it makes sense to talk
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about the censored stable process issued from the origin, i.e.
{

P0 is well defined.
Moreover, in the sense of weak convergence on the Skorokhod space (see Sec-
tion A.10 in the Appendix),

{

Px converges to
{

P0 as x → 0. In other words, we
may use the results of Chapter 9 to describe the lower and upper envelope of
(Z,

{

P0) at 0 and at∞.
We first describe the lower envelope of (Z,

{

P0) at 0 and at∞. Let us define

Î{∞ =

∫ ∞

0
e−α

{
ξ s ds.

From Proposition 4.27, we deduce the upper tail behaviour of the distribution
of the exponential functional Î{∞ .

Lemma 10.22. For α ∈ (0, 1) and ρ ∈ (0, 1), we have

{

F (t) :=
{

P
(
Î{∞ > t

)
∼
αΓ

(
1−α
α

)
Γ(1 − α)

sin(πρ)
sin(παρ)

t−
1−α
α , as t → ∞. (10.39)

Proof The proof is similar to that of Lemma 10.11. Recall from the above dis-
cussion that−

{

ξ is a hypergeometric Lévy processes with parameters (β, γ, β̂, γ̂)
equal to (α, αρ̂, 0, αρ) which places it in the classH1\{β = 1}. Next, we appeal
to Proposition 4.27, noting that θ̂χ = (1 − α)/α and θ̂ = 1 − α, to give us

{

P
(
Î{∞ > t

)
∼

{

M
(

1−α
α

)
ψ̂{ ′(1 − α)

t−
1−α
α , t → ∞, (10.40)

where
{

M denotes the Mellin transform of Î{∞ and ψ̂{ (z) is the Laplace trans-
form of −

{

ξ. Moreover,
{

M ((1 − α)/α) and ψ̂{ ′(1 − α) can be computed ex-
plicitly. Indeed, from the identities in Theorem 4.13 (i) and 4.37, appealing
to some straightforward manipulation using the quasi-periodic properties of
double gamma functions (see Appendix A.4) as well as standard properties of
gamma functions (see Appendix A.3), we find

{

M

(
1 − α
α

)
= −Γ

(
1 − α
α

)
π2

Γ(−α)Γ(1 − α) sin(παρ) sin(παρ̂)Γ(ρ)Γ(ρ̂)

and

ψ̂{ ′(1 − α) =
π

Γ(1 − α) sin(παρ̂)
.

The proof follows by combining and tidying up the expressions above using
the reflection and recursion formulae for gamma functions. �

For q ≥ 0, let us introduce
{

T− (−q) := {t ≥ 0 : −
{

ξ t≤ −q},

Î{{
T−(−q)

:=
∫ {

T−(−q)

0
e−α

{
ξ s ds and

{

Fq (t) :=
{

P
(
Î{{
T−(−q)

> t
)
.



10.5 Censored stable process 279

From Lemmas 10.8 and 10.22, we have that
{

Fq (t) �
{

F (t) for t large. This
equivalence together with Theorems 9.7 and 9.8 imply the following integral
tests for lower envelopes.

Theorem 10.23. Let α ∈ (0, 1). The lower envelope of the censored stable
process at 0 and at∞ is as follows.

(i) Let f be an increasing function, such that either

lim
t→0

f (t)α

t
= 0 or lim inf

t→0

f (t)α

t
> 0,

then,
{

P0

(
Zt < f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

f (t)1−α

t
1
α

dt is finite or infinite.

ii) Let g be an increasing function, such that either

lim
t→∞

g(t)α

t
= 0 or lim inf

t→∞

g(t)α

t
> 0,

then for all x ≥ 0,
{

Px

(
Zt < g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ g(t)1−α

t
1
α

dt is finite or infinite.

Next, we proceed to describe the upper envelope of the censored stable pro-
cess at 0 and at ∞ when α ∈ (0, 1). Similarly to previous sections, we first
describe the upper envelope of its future infimum J = (Jt ≥ 0) at 0 and at ∞
and then we compare them with the upper envelopes of the original process.

Recall that D1 = sup{t ≥ 0 : Zt ≤ 1}, denotes the last passage time of Z
below 1 and consider the random variable

{

Υ under
{

P, which is independent of
Î{∞ having the same law as ZD1−, under

{

P0.
The following result gives the behaviour for the lower tail distribution of

(
{

Υ)α Î{∞ near 0, with the restriction that α < Q. Its proof follows directly from
the asymptotic expansion of p̃(x), as x → 0, given in Theorem 10.5, when the
parameters (β, γ, β̂, γ̂) take the specific values (α, αρ̂, 0, αρ).
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Lemma 10.24. Let us assume that α < Q. For α ∈ (0, 1) and ρ ∈ (0, 1), we
have

F{ (t) :=
{

P
(
(
{

Υ)α Î{∞ < t
)
∼

Γ(1 − α)
{

M{
Υ

(2 − ρ)

Γ(1 − αρ̂ − α)Γ(1 − αρ)
tρ, as t → 0.

(10.41)
where

{

M{
Υ

denotes the Mellin transform of (
{

Υ)α Î{∞ .

The tail behaviour of F{ (t) and Proposition 10.9 imply that

G{ (t) :=
{

P0

(
S1 < t

)
� F{ (t), as t → 0,

where S1 = inf{t ≥ 0 : Zt > 1}. Therefore from Theorems 9.7, 9.8 and Proposi-
tions 9.14, 9.15, we deduce the following integral tests for the upper envelope.

Theorem 10.25. Let us assume that α ∈ (0, 1) and α < Q. The upper envelope
the censored stable process and its future infimum at 0 and at∞ is as follows.

(i) Let f ∈ C0 such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0,

then,

{

P0

(
Zt > f (t) i.o. as t → 0

)
=
{

P0

(
Jt > f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

tρ−1

f (t)αρ
dt is finite or infinite.

ii) Let g ∈ C∞ such that either

lim
t→∞

t
g(t)α

= 0 or lim inf
t→∞

t
g(t)α

> 0,

then for all x ≥ 0,

{

Px

(
Zt > g(t) i.o. as t → ∞

)
=
{

Px

(
Jt > g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ tρ−1

g(t)αρ
dt is finite or infinite.
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10.6 Isotropic stable processes

We conclude this Chapter by studying the lower and upper radial envelopes
for the isotropic d-dimensional stable process, denoted here by (X,P). Recall
from Section 5.7 that, for any x > 0, the radial part of a d-dimensional stable
process defined by

Zt = |Xt |1(t<τ{0}), t ≥ 0,

where τ{0} = inf{t > 0 : |Xt | = 0}. In other words the radial process is killed and
absorbed at its cemetery state whenever X hits 0 for the first time. According
to Theorem 5.21, the radial process is a positive self-similar Markov process
with self-similar index α, whose underlying Lévy process (ξ,P) has charac-
teristic exponent given by (5.50) such that 2ξ is a hypergeometric processes
with parameters (β, γ, β̂, γ̂) = (1, α/2, (d − α)/2, α/2). We also recall from the
discussion below Theorem 5.21 that the radial part of an isotropic stable pro-
cess hits 0 continuously if and only if d = 1 and α ∈ (1, 2), otherwise it is
conservative.

We first treat the conservative case, i.e when d ≥ α. The hypergeomet-
ric Lévy process 2ξ belongs to the class H1 and, moreover, its dual −2ξ is
an hypergeometric Lévy processes with parameters (β, γ, β̂, γ̂) = (1 − (d −
α)/2, α/2, 0, α/2), which belongs to the class H4, more precisely, to H1\{β =

1}, if and only if d > α. When d = α = 1, the process ξ oscillates and its
associated exponential functional does not converge almost surely. The tech-
niques we have developed in Chapter 9 therefore cannot help us in the setting
d = α = 1. Let us assume d > α. By differentiating the characteristic exponent
of ξ (cf. (5.50)) and evaluating at 0, it is clear that

0 < E
[
ξ1

]
< ∞,

which is consistent with the fact that limt→∞ |Xt | = ∞ almost surely. Note, in
this setting we may more simply identify Zt = |Xt |, t ≥ 0. The conditions of
Theorem 5.3 are fulfilled, hence process (|X|,Px) converges towards (|X|,P0)
as x goes to 0, in the sense of weak convergence on the Skorokhod space (see
Section A.10 in the Appendix); this is a completely obvious statement anyway.
We can accordingly use the results of Chapter 9 to describe the lower and upper
envelope of (|X|,P0) at 0 and at∞.

We first describe the lower envelope of (|X|,P0) at 0 and at∞ for d > α. Let
us define

Î∞ :=
∫ ∞

0
e−αξs ds =

∫ ∞

0
e−

α
2 (2ξs)ds. (10.42)
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From Proposition 4.27, we deduce the upper tail behaviour of the distribution
of the exponential functional Î∞.

Lemma 10.26. For d > α, we have

F(t) := P
(
Î∞ > t

)
∼

Γ
(
α
2

)
Γ
(

d−α
α

)
Γ
(

d−α
2

)
Γ
(

d
2

) t−
d−α
α , as t → ∞. (10.43)

Proof The proof is similar to those of Lemmas 10.11 and 10.22. Given the
properties of −2ξ listed above, taking account of the second equality in (10.42),
we may appeal to Proposition 4.27 with δ = α/2, θ̂χ = (d − α)/α and θ̂ =

(d − α)/2, to write

P
(
Î∞ > t

)
∼
M̂
(

d−α
α

)
ψ̂′

(
d−α

2

) t−
d−α
α , t → ∞, (10.44)

where M̂ denotes the Mellin transform of Î∞ and ψ̂(z) is the Laplace transform
of −2ξ. Moreover, in this case M̂((d−α)/α) and ψ̂′((d−α)/2) can be computed
explicitly. Indeed from the identities in Corollary 4.16 (i) and 4.37, we find

M̂

(
d − α
α

)
= Γ

(
d − α
α

)
Γ2

(
α
2

)
Γ2

(
d−α

2

) and ψ̂′
(

d − α
2

)
=

Γ
(
α
2

)
Γ
(

d
2

)
Γ
(

d−α
2

) ,

thus concluding the proof. �

For q ≥ 0, let us introduce T̂−(−q) := {t ≥ 0 : ξt ≤ −q},

ÎT̂−(−q) :=
∫ T̂−(−q)

0
e−αξs ds and Fq(t) := P

(
ÎT̂−(−q) > t

)
.

From Lemmas 10.26 and 10.8, we have that Fq(t) � F(t) for t large. Together
with Theorems 9.7 and 9.8 we obtain the following integral tests for envelopes
of |X|.

Theorem 10.27. Let d > α. The lower envelope of the radial isotropic d-
dimensional stable process at 0 and at∞ is as follows.

(i) Let f be an increasing function, such that either

lim
t→0

f (t)α

t
= 0 or lim inf

t→0

f (t)α

t
> 0,

then,

P0

(
|Xt | < f (t) i.o. as t → 0

)
= 0 or 1 ,
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accordingly as ∫
0+

f (t)d−α

t
d
α

dt is finite or infinite.

ii) Let g be an increasing function, such that either

lim
t→∞

g(t)α

t
= 0 or lim inf

t→∞

g(t)α

t
> 0,

then for all x ≥ 0,

Px

(
|Xt | < g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ g(t)d−α

t
d
α

dt is finite or infinite.

Remaining in the setting that α < d, we proceed to describe the upper enve-
lope as t → 0 and t → ∞, again, first taking account of the upper envelope of
J = (Jt ≥ 0), where Jt = inf s≥t |Xs|, t ≥ 0. Recall that D1 = sup{t ≥ 0 : |Xt | ≤ 1},
denotes the last passage time of |X| below 1; and consider the random variable
Υ which is independent of Î∞ and has the same law, under P, as |XD1−|, under
P0. We recall that Υ takes values on [0, 1].

The following result gives the behaviour for the lower tail distribution of
Υα Î∞ near 0. Its proof follows directly from the asymptotic expansion of p̃(x),
for x close to 0, given in Corollary 10.6, when the parameters (β, , β̂, γ̂) of the
hypergeometric process −2ξ take the specific values (1−(d−α)/2, α/2, 0, α/2).
We also recall that δ = α/2 in this case.

Lemma 10.28. For d > α, we have

F(t) := P
(
Υα Î∞ < t

)
∼

Γ
(

d
2

)
Γ
(

d−α
2

)
Γ
(
1 − α

2

) t, as t → 0. (10.45)

Lemma 10.28 and Proposition 10.9 imply that

G(t) := P0

(
S1 < t

)
� F(t), as t → 0,

where S1 = inf{t ≥ 0 : |Xt | > 1}. Therefore from Theorems 9.7, 9.8 and
Propositions 9.14, 9.15, we deduce the following integral test.

Theorem 10.29. Let us assume that d > α. The upper envelope the radial
isotropic d-dimensional stable process and its future infimum at 0 and at ∞ is
as follows.
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(i) Let f ∈ C0 such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0,

then,

P0

(
|Xt | > f (t) i.o. as t → 0

)
= P0

(
Jt > f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

dt
f (t)α

is finite or infinite.

(ii) Let g ∈ C∞ such that either

lim
t→∞

t
g(t)α

= 0 or lim inf
t→∞

t
g(t)α

> 0,

then for all x ≥ 0,

Px

(
|Xt | > g(t) i.o. as t → ∞

)
= Px

(
Jt > g(t) i.o. as t → ∞

)
= 0 or 1 ,

accordingly as ∫ ∞ dt
g(t)α

is finite or infinite.

Now, we consider the remaining case, i.e. when d = 1 and α ∈ (1, 2). In this
case the process 2ξ is a hypergeometric process with parameters (β, γ, β̂, γ̂) =

(1, α/2, (1 − α)/2, α/2) ∈ H4, Moreover its dual −2ξ is a hypergeometric pro-
cess whose parameters (β, γ, β̂, γ̂) are equal to ((1 + α)/2, α/2, 0, α/2). More-
over,

0 < −E
[
ξ1

]
< ∞. (10.46)

Let us then consider the dual of the radial isotropic stable process |Xt |1(t<τ{0}),
t ≥ 0, with α ∈ (1, 2) (see Proposition 5.5), denoted here by (Z, P̂x). The latter
is a self-similar Markov process with index α > 0, whose Lamperti represen-
tation is given by

Zt = x exp
{
ξ̂ϕ̂(tx−α)

}
, t ≥ 0,

where ϕ̂ is the right-continuous inverse of

Ît =

∫ t

0
e−αξu du, t ≥ 0.

Since ξ̂ has a positive finite mean, see (10.46), the conditions of Theorem 5.3
are fulfilled the process (Z, P̂x) converges towards (Z, P̂0) as x goes to 0, in the
sense of weak convergence on the Skorokhod space (see Section A.10 in the
Appendix). The time reversal property of Proposition 5.6 tells us that for any
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x > 0 and z ∈ (0, x], the returned process (|X(τ{0}−t)−|, 0 ≤ t ≤ τ{0}), under Pz,
has the same law as (Zt, 0 ≤ t < Dx), under P̂0(· |Γ = z).

Let us define

I∞ =

∫ ∞

0
eαξu du =

∫ ∞

0
e
α
2 (2ξu)du,

thus from Proposition 4.27, we deduce the upper tail behaviour of the distribu-
tion of the exponential functional I∞.

Lemma 10.30. For d = 1 and α ∈ (1, 2), we have

F(t) := P (I∞ > t) ∼
α

2(α − 1)
√
π

sin
(
π
α

)
Γ
(

3−α
2

)
Γ
(
α+1
α

)
Γ
(
α
2

) t−
α−1
α , as t → ∞.

(10.47)

Proof We proceed similarly as in Lemma 10.26. First, we recall from the
above discussion that 2ξ is a hypergeometric Lévy process with parameters
(β, γ, β̂, γ̂) = (1, α/2, (1 − α)/2, α/2) which belongs to the class H4 defined in
(4.35) (more precisely, it belongs toH2∩{η− γ̂ > 0}\{β = 1}). Next, we appeal
to Proposition 4.27, taking δ = α/2, θ̂χ = (α− 1)/α and θ̂ = (α− 1)/2, to write

P (I∞ > t) ∼
M
(
α−1
α

)
ψ′

(
α−1

2

) t−
α−1
α , t → ∞, (10.48)

where M denotes the Mellin transform of I∞ and ψ(z) is the Laplace transform
of 2ξ. Moreover, in this case M((α − 1)/α) and ψ′((α − 1)/2) can be computed
explicitly. Indeed from the identities in Corollary 4.16 (ii) and 4.37, we find

M

(
α − 1
α

)
= α

sin
(
π
α

)
4Γ

(
α+1
α

) and ψ′
(

d − α
2

)
=
α − 1

2

√
πΓ

(
α
2

)
Γ
(

3−α
2

) ,
thus concluding the proof. �

For q ≥ 0, we also introduce T−(−q) := {t ≥ 0 : ξt ≤ −q},

IT−(−q) :=
∫ T−(−q)

0
eαξs ds and Fq(t) := P

(
IT−(−q) > t

)
.

From Lemmas 10.30 and 10.8, we have that Fq(t) � F(t) for t large. Thus, the
previous observations and Theorems 9.7 and 9.8 imply the following integral
test for the lower envelope of (Z, P̂z), or equivalently, the radial isotropic stable
process reversed from its first visit to the origin.
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Theorem 10.31. Let d = 1 and α ∈ (1, 2). The lower envelope of the radial
isotropic stable processes near absorption is as follows. Let f be an increasing
function, such that either

lim
t→0

f (t)α

t
= 0 or lim inf

t→0

f (t)α

t
> 0,

then, for any x > 0,

Px

(
|X(τ{0}−t)−| < f (t) i.o. as t → 0

)
= 0 or 1 ,

accordingly as ∫
0+

f (t)α−1

t
2α−1
α

dt is finite or infinite.

Finally, we describe the upper envelope near absorption at the origin of the
radial isotropic stable process with α ∈ (1, 2). Let us introduce its past infimum
here denoted by (mt, t ≥ 0) where

mt = inf
s≤t
|Xs|1(s<τ{0}), t ≥ 0.

We also consider the random variable Υ̂ which is independent of I∞ and has the
same law, under P, as ZD1−, under P̂0. We recall that Υ takes values on [0, 1].

The following result gives the behaviour for the lower tail distribution of
Υ̂αI∞ near 0. As usual, its proof follows directly from the asymptotic ex-
pansion of p̃(x) for x close to 0, given in Proposition 10.7, when the pa-
rameters (β, γ, β̂, γ̂) of the hypergeometric process 2ξ take the specific values
(1, α/2, (1 − α)/2, α/2). We also recall that δ = α/2.

Lemma 10.32. For d = 1 and α ∈ (1, 2), we have

F(t) := P
(
Υ̂αI∞ < t

)
∼

α

2
√
π

sin
(
α−1
α
π
)
Γ
(

3−α
2

)
Γ
(

1
α

)
Γ
(

2−α
2

) t
1
α , as t → 0. (10.49)

Lemma 10.32 and Proposition 10.9 imply that

G(t) := P̂0

(
S1 < t

)
� F(t), as t → 0,

where S1 = inf{t ≥ 0 : Zt > 1}. Therefore from Theorems 9.7, 9.8 and Proposi-
tions 9.14, 9.15, together with the time reversal property of the radial isotropic
stable process from the hitting time τ{0}, described above, we get the following
result.

Theorem 10.33. Let us assume that d = 1 and α ∈ (1, 2). The upper envelopes
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of the radial isotropic stable process and its past infimum near absorption are
as follows. Let f ∈ C0 such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0,

then, for any x > 0,

Px

(
|X(τ{0}−t)− | > f (t) i.o. as t → 0

)
= Px

(
m(τ{0}−t)− > f (t) i.o. as t → 0

)
= 0 or 1,

accordingly as ∫
0+

t
1−α
α

f (t)
dt is finite or infinite.

10.7 Comments

There are few integral tests for lower and upper envelopes for path transfor-
mations of stable processes. The earliest work in this area is Khintchine [105],
who considered the upper envelope of the radial part of one-dimensional stable
processes. This corresponds to Theorem 10.29 in the case when α < 1. Monrad
and Silverstein [152] were the first to study the lower and upper envelopes for
the stable processes conditioned to stay positive as t → 0. In particular, they
obtained a law of the iterated logarithm in the spectrally negative case. The re-
sults in [152] are stated in terms of the stable process immediately proceeding
a local minimum. Although unknown at the time that [152] was published, the
sample paths are the same as those of the stable process conditioned to stay
positive as t → 0. Fourati [72] described the lower and upper envelopes for the
stable process conditioned to stay positive and its future infimum as t → 0 and
t → ∞, under the assumption the the process has two sided jumps. Theorems
10.12, 10.14 and 10.15 are based on these results. One negative aspect of the
method we pursue here is the need for α < Q for some of the upper envelopes.
This restriction does not appear in the work of Monrad and Silverstein [152] or
Fourati [72]. The laws of the iterated logarithm of the spectrally positive stable
processes conditioned to stay positive, its future infimum and its reflection at
its future infimum as t → 0 and t → ∞ in Theorems 10.17 and 10.18 are taken
from Pardo [160]. Theorem 10.27 is taken from Takeuchi [205, 206] where
the lower envelope of isotropic stable processes were studied as t → 0 and
t → ∞, respectively. The rest of the results presented here appear to be a new
contribution to the literature.



11

Markov additive and self-similar Markov
processes

We would like to understand self-similar Markov processes that explore the
real line (resp. Rd). That is to say, we are interested in the class of stochastic
processes that respect Definition 5.1, albeit the state-space is taken as R (resp.
Rd) in place of [0,∞).

Like the case of pssMp, it is possible to describe so-called real self-similar
Markov processes, or rssMp for short, via a space-time transformation to an-
other family of stochastic processes. Whereas pssMp are connected to Lévy
processes via the Lamperti space-time transformation, rssMp turn out to be
connected to a family of stochastic processes whose dynamics are those of a
Lévy process with characteristics that change each time an auxiliary and in-
dependent Markov chain changes state. Such a process is known as a Markov
modulated (Lévy) process or Markov additive process (MAP for short). The
picture for Rd-valued self-similar Markov processes (or just ssMp for short)
is a further generalisation of this representation in which the Markov chain is
replaced by a general Markov process.

As with Chapter 5, our interest in ssMp comes about through their relation-
ship with stable processes in all dimensions and their path transformations. We
discuss this relationship in the next chapter. However, in preparation for that,
we spend most of this chapter discussing how MAPs are naturally connected
to ssMps. We also address some of the many intrinsic properties of MAPs that
will be of future use.

11.1 MAPs and the Lamperti–Kiu transform

As alluded to above, a real self-similar Markov process with self-similarity
index α > 0 is a regular Feller process, Z = (Zt, t ≥ 0), on R\{0} such that the
origin is a cemetery state, which has the property that its probability laws Px,

288
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x ∈ R satisfy the scaling property that for all x ∈ R \ {0} and c > 0,

the law of (cZtc−α , t ≥ 0) under Px is Pcx. (11.1)

(The reader may like to revisit Section A.11 in the Appendix for a reminder of
what a Feller process is.)

In the spirit of the Lamperti transform of the previous chapter, we are able to
identify each rssMp with a so-called Markov additive process via a transforma-
tion of space and time, known as the Lamperti–Kiu representation. We shall
shortly describe this transformation in detail. However, first we must make
clear what we mean by a Markov additive process.

Definition 11.1. Let E be a finite state space such that |E| = N. A regular
Feller process, (ξ, J) = ((ξt, Jt), t ≥ 0) on R × E with probabilities Px,i, x ∈ R,
i ∈ E, and cemetery state (−∞, †), which is always visited simultaneously by
the pair (ξ, J), is called a (killed) Markov additive process if the pair (ξ, J) is
such that for any i, j ∈ E, s, t ≥ 0 and bounded and measurable f : R×E → R,

Ex,i[ f (ξt+s − ξt, Jt+s)1(t+s<ς)|Gt] = E0, j[ f (ξs, Js)1(s<ς)] (11.2)

on the event {Jt = j, t < ς}, where ς = inf{t > 0 : Jt = †} and (Gt, t ≥ 0)
is the filtration generated by (ξ, J) with natural enlargement. The process J is
thus a Markov chain on E and is called the modulator of ξ, whereas the latter
is called the ordinator.

If µ is a probability distribution on E, we write Px,µ =
∑

i∈E µiPx,i. We adopt a
similar convention for expectations.

The following proposition gives a characterisation of MAPs in terms of a
mixture of Lévy processes, a Markov chain and a family of additional jump
distributions.

Proposition 11.2. The pair (ξ, J) is a Markov additive process if and only if,
for each i, j ∈ E, there exist a sequence of iid Lévy processes (ξi,n)n≥0 and a
sequence of iid random variables (∆n

i, j)n≥0, independent of the chain J, such
that if σ0 = 0 and (σn)n≥1 are the jump times of J prior to ς, the process ξ has
the representation

ξt = 1(n>0)(ξσn− + ∆n
J(σn−),J(σn)) + ξJ(σn),n

t−σn
, t ∈ [σn, σn+1), n ≥ 0,

and ξς = −∞.

We are now ready to describe the connection between MAPs and real pos-
itive self-similar Markov processes which are killed at the origin. The next
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theorem generalises its counterpart for positive self-similar Markov processes,
namely Theorem 5.2.

Theorem 11.3 (Lamperti–Kiu transform). Fix α > 0. The process Z is a rssMp
with index α if and only if there exists a (killed) MAP, (ξ, J), on R×{−1, 1} such
that

Zt = eξϕ(t) Jϕ(t), 0 ≤ t < Iς,

where

ϕ(t) = inf
{
s > 0 :

∫ s

0
eαξu du > t

}
, 0 ≤ t < Iς, (11.3)

and Iς :=
∫ ς

0 eαξs ds is the lifetime of Z until absorption at the origin, which
acts as a cemetery state. Recall that ς is given in Definition 11.1. Here, we
interpret exp{−∞} := 0 and inf ∅ := ∞.

Intuitively speaking, the relationship of the MAP (ξ, J) to the rssMp Z is
that, up to a time change, J dictates the sign of Z, whereas exp{ξ} dictates the
radial distance of Z from the origin.

By comparing Definition 5.1 with that of the definition in (11.1), we see that
any pssMp is a rssMp. Indeed, the chain J is such that it never leaves the state
+1, unless to visit the cemetery state † (corresponding to exponential killing).
We consider the former to be a degenerate case of the latter. It turns out that
there are other ‘degenerate’ cases in which a rssMp can change sign at most
once.

In the forthcoming discussion, we want to rule out these and other cases.
Said another way, we shall henceforth only consider rssMp which have the
property that

Px(∃t > 0 : ZtZt− < 0) = 1 for all x , 0. (11.4)

The forthcoming Remark 11.8 will help shed some light on other implications
of this assumption.

11.2 Distributional and path properties of MAPs

The Lamperti–Kiu transform for rssMp resembles the Lamperti transform for
pssMp even more closely when one considers how mathematically close MAPs
are to Lévy processes. Let us spend a little time in this section dwelling on this
fact. This will also be of use shortly when we look at some explicit examples of
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the Lampert–Kiu transform. We will assume throughout this section that (ξ, J)
is back in the setting of Definition 11.1.

For each i ∈ E, it will be convenient to define, on the same probability
space, ξi as a Lévy process, which does not have monotone paths, whose law is
common to the processes ξi,n, n ≥ 1, that appear in the definition of Proposition
11.2. Similarly, for each i, j ∈ E, define ∆i, j to be a random variable whose law
is common to the variables ∆n

i, j.
Henceforth, we confine ourselves to the setting that J is an ergodic Markov

chain. Let the state space E be the finite set {1, · · · ,N}, for some N ∈ N.
Denote the transition rate matrix of the chain J by Q = (qi, j)i, j∈E . For each
i ∈ E, the characteristic exponent of the Lévy process ξi will be written Ψi.
For each pair of i, j ∈ E, define the Fourier transform Gi, j(z) = E(eiz∆i, j ) of the
jump distribution ∆i, j. WriteG(z) for the N × N matrix whose (i, j)-th element
is Gi, j(z). We will adopt the convention that ∆i, j = 0 if qi, j = 0, i , j, and also
set ∆ii = 0 for each i ∈ E.

Thanks to Proposition 11.2, we can use the components in the previous para-
graph to write down an analogue of the characteristic exponent of a Lévy pro-
cess. Define the matrix-valued function

Ψ(z) = diag(−Ψ1(z), · · · ,−ΨN(z)) +Q ◦G(z), (11.5)

for all z ∈ R, where ◦ indicates elementwise multiplication, also called Hadamard
multiplication. It is then known that

E0,i

[
eizξt ; Jt = j

]
=

(
eΨ(z)t)

i, j, i, j ∈ E, t ≥ 0, (11.6)

for all z ∈ R. Accordingly, Ψ is called the (characteristic) matrix exponent of
the MAP (ξ, J).

One aspect of the theory of MAPs which differs slightly with that of Lévy
processes concerns duality. Recall from Section 2.11 that, for a Lévy process,
the dual process describes the time-reversed process over a finite time horizon.
Thanks to stationary and independent increments, this turns out to be nothing
more than the negative of the Lévy process. The situation for MAPs is a little
more involved.

First note that, thanks to irreducibility, the Markov chain J necessarily has
a stationary distribution. We denote it by the vector π = (π1, · · · , πN). Each
MAP has a dual process, which is also a MAP. Its associated probabilities,
P̂x,i, x ∈ R, i ∈ E, are determined by the dual characteristic matrix exponent,
given by

Ψ̂(z) := diag
(
− Ψ1(−z), · · · ,−ΨN(−z)

)
+ Q̂ ◦G(−z)T,
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and Q̂ is the intensity matrix of the modulating Markov chain on E with entries
given by

q̂i, j =
π j

πi
q j,i, i, j ∈ E.

Note that the latter can also be written Q̂ = ∆−1
π Q

T∆π , where ∆π = diag(π),
the matrix with diagonal entries given by π and zeros everywhere else. The
matrix Q̂ is the intensity matrix of the time-reversed Markov chain J. Hence,
when it exists,

Ψ̂(z) = ∆−1
π Ψ(−z)T∆π, (11.7)

showing that

πiÊ0,i

[
eizξt , Jt = j

]
= π jE0, j

[
e−izξt , Jt = i

]
. (11.8)

At the level of processes, one can understand (11.8) as saying the following.

Lemma 11.4. The time-reversed process (
(
ξ(t−s)− − ξt, J(t−s)−

)
, s ≤ t) under

P0,π is equal in law to ((ξs, Js), s ≤ t) under P̂0,π .

One feature of MAPs that will become of concern later on in this book per-
tains to the difference between the MAP corresponding to a matrix exponent
Ψ and another MAP whose matrix exponent can be written ∆aΨ, where ∆a

is a diagonal matrix with strictly positive entries a(i) > 0, i ∈ E. Quite simply,
this transformation in Ψ corresponds to a simple time change in (ξ, J). Specif-
ically, whilst in state i ∈ E, time runs at the new speed a(i)t. More precisely, if
(ξ′, J′) is the MAP corresponding to ∆aΨ then

(ξ′t , J
′
t ) =

(
ξ∫ t

0 a(Js)ds, J
∫ t

0 a(Js)ds

)
, t ≥ 0.

Suppose now that we take E = {1,−1}. It is also interesting to ask how
the rssMp associated to the MAP (ξ′, J′), say Z′, relates to the one associated
to (ξ, J), previously denoted by Z. Suppose, without loss of generality, that
Z0 > 0. By considering the Lamperti representation of Z′ until it first crosses
below the origin, say T ′ = inf{t > 0 : Z′t < 0}, we note that, on {t < T ′},

ϕ′(t) = inf
{

s > 0 :
∫ s

0
eαξ

′
u du > t

}
= inf

{
s > 0 :

∫ s

0
eαξa(1)u du > t

}
= a(1)−1 inf

{
a(1)s > 0 :

∫ a(1)s

0
eαξr dr > a(1)t

}
= a(1)−1ϕ(a(1)t).
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Hence, as J′ϕ′(t) = Jϕ(a(1)t) = 1 (neither J′ nor J have left their initial state on
{t < T ′}), we have that, on {t < T },

eξ
′

ϕ′(t) J′ϕ′(t) = eξϕ(a(1)t) Jϕ(a(1)t).

Now appealing to the Markov property we can extrapolate this argument to
positive and negative segments of the path of Z′ and deduce that

Z′t = Z∫ t
0 a(sgn(Zs))ds, t ≥ 0.

As is the case with the characteristic exponent of a Lévy process, the char-
acteristic matrix exponent Ψ(z) may be extended as an analytic function on
C to a larger domain than R, depending on where the moments of ξ are well
defined.

Proposition 11.5. Suppose that z ∈ C is such that F (z) := Ψ(−iz) is defined.
Then, the matrix F (z) has a real simple eigenvalue χ(z), which is larger than
the real part of all its other eigenvalues. Furthermore, the corresponding right-
eigenvector v(z) = (v1(z), · · · , vN(z)) has strictly positive entries and may be
normalised such that

π · v(z) = 1. (11.9)

In the spirit of Section 2.8, it will also be important for us to understand how
one may establish Esscher-type changes of measure for MAPs.

Proposition 11.6. For x ∈ R and i ∈ E, define

Mt(x, i) := eγ(ξt−x)−χ(γ)t vJt (γ)
vi(γ)

, t ≥ 0, (11.10)

for some γ ∈ R such that χ(γ) is defined. Then, (Mt(x, i), t ≥ 0), is a unit-mean
martingale with respect to (Gt, t ≥ 0). Moreover, under the change of measure

dPγ
x,i

dPx,i

∣∣∣∣∣∣∣
Gt

= Mt(x, i), t ≥ 0,

the process (ξ, J) remains in the class of MAPs and, where defined, its matrix
characteristic exponent is given by

Ψγ(z) = ∆v(γ)−1Ψ(z − iγ)∆v(γ) − χ(γ)I. (11.11)

Here, I is the identity matrix and ∆v(γ) = diag(v(γ)).

Just as is the case with the Esscher transform for Lévy processes, a primary
effect of the exponential change of measure is to alter the long-term drift of the
process. This is stipulated by the strong law of large numbers and the behaviour
of the leading eigenvalue χ as a function of γ.
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Proposition 11.7. Suppose that χ is defined in some open interval D of R,
then, it is smooth and convex on D.

Note that, since Ψ(0) = Q, it is always the case that χ(0) = 0 and v(0) =

(1, · · · , 1). Hence, for D as in the previous proposition, we must necessarily
have 0 ∈ D, in which case χ′(0) is well defined and finite. When this happens,
the strong law of large numbers takes the form of the almost sure limit

lim
t→∞

ξt

t
= χ′(0), (11.12)

and we call χ′(0) the drift of the MAP.
When γ ∈ D is a non-zero root of χ, convexity dictates that, when χ′(0) < 0,

we must have that γ > 0 and χ′(γ) > 0. Conversely, when χ′(0) > 0, we must
have that γ < 0 and χ′(γ) < 0. If χ′(0) = 0, then no such root γ exists. A natural
consequence of the change of measure in Proposition 11.6 is that under Pγ

i,x,
the MAP (ξ, J) acquires a new drift, which, by inspection, must be equal to
χ′(γ). It follows that, when γ < 0, the drift of (ξ, J) switches from a positive to
a negative value and when γ > 0, the drift switches from negative to positive.

Remark 11.8. Recall from the Lamperti–Kiu transform in Theorem 11.3 that
the radial component of a rssMp, Z, is controlled by ξ of the underlying MAP.
In the presence of the assumption (11.4), it is the the long term behaviour of ξ
that dictates whether Z limits continuously to the origin or not. In particular, if
ζ = inf{t > 0 : Zt = 0}, then Zζ− = 0 when ζ < ∞. As such, the existence of
a strong law of large numbers of the form (11.12) for the underlying MAP can
be instructive.

11.3 Excursion theory for MAPs

Just as is the case with Lévy processes, the exponents of MAPs are also known
to have a Wiener–Hopf factorisation. However, in the MAP setting, the two
factors correspond to the matrix exponent of the ascending (resp. descending)
ladder processes. These are themselves MAPs with trajectories whose range
agrees with the range and state of the modulating chain at times of new max-
ima (resp. minima). In order to deal with the Wiener–Hopf factorisation for
MAPs in the next section, we first spend time in this section developing a bet-
ter understanding of what we mean by the aforementioned ascending ladder
MAP.

Let R(x)
t = (x ∨ ξt) − ξt, t ≥ 0, where ξt = sups≤t ξs. As a pair, the process

(R(x), J) is a strong Markov process. To see why, let us momentarily write J(i)
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in place of J to indicate the initial value of J. Suppose that T is any stopping
time with respect to the natural filtration of (ξ, J), then, on {T < ∞},(

(R(x)
T+t, J

(i)
T+t

) d
=

((
x ∨ sup

s≤T
ξs ∨ (sup

s≤t
ξ̃s + ξT )

)
− ξT − ξ̃t , J̃(J(i)

T )
t

)
=

((
R

(x)
T ∨ sup

s≤t
ξ̃s

)
− ξ̃t , J̃(J(i)

T )
t

)
=

(
Ỹ (Rx

T )
t , J̃(J(i)

T )
t

)
, t ≥ 0,

where, for i ∈ E, J̃(i) is an independent copy of J(i), ξ̃ is an independent copy
of ξ and, accordingly, for x, t ≥ 0, Ỹ (x) = (x ∨ sups≤t ξ̃s) − ξ̃t. It is clear that the
strong Markov property now follows.

For convenience, write R in place of R(0). Since (R, J) is a strong Markov
process, by the general theory there exists a local time at the point (0, i), which
we henceforth denote by (L(i)

t , t ≥ 0). Now consider the process

Lt :=
∑
i∈E

L(i)
t , t ≥ 0,

where each of the local time processes L(i) may be chosen up to an arbitrary
scaling constant.

Note that for a fixed i, the standard theory of local times gives us that the
inverse local time process, (L(i))−1, is a subordinator. For each i , j in E,
the points of increase of L(i) and L( j) are disjoint. It therefore follows that
(L−1,H+, J+) := ((L−1

t ,H+
t , J

+
t ), t ≥ 0) is a (killed if L∞ < ∞) bivariate Markov

additive subordinator (that is to say a MAP whose first two components are or-
dinates with non-decreasing paths and the third component is the modulator),
where

H+
t := ξL−1

t
and J+

t := JL−1
t
, if L−1

t < ∞, (11.13)

and H+
t := ∞ and J+

t := † otherwise. Note that the rate at which the process
(L−1,H+, J+) is killed (and sent to the state (∞,∞, †)) depends on the state of
the chain J+ when killing occurs. The MAP (L−1,H+, J+) has the important
role of characterising the times {t ≥ 0 : ξt = ξt}, as well as the corresponding
positions of ξ and the state of the chain J at these times.

Next define the successive excursions of ξ from its running maximum,

(εt, Jεt ) = ((εt(s), Jεt (s)), 0 ≤ s ≤ ∆L−1
t )

:= ((ξL−1
t− +s − ξL−1

t−
, JL−1

t− +s), 0 ≤ s ≤ ∆L−1
t ),

if ∆L−1
t := L−1

t −L−1
t− > 0. To be clear, where as J+

t is the value of the modulation
process J on entry to the excursion εt, Jεt (·) is the evolution of the modulation
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process J(·) during the excursion εt. In particular, J+ and Jεt should not be
confused and are only related by the equality Jεt (0) = J+

t−.
LetU(R×E) be the space ofR×E-valued paths taking the form ((ε(s), Jε(s)) :

s ≤ ζ), where ζ is the path lifetime, which are right-continuous with left limits
and for which ε(s) is strictly negative-valued for s ∈ (0, ζ) with ε(ζ) ≥ 0. The
process (

(ε, Jε), J+
)

:=
((

(εt, Jεt ), J+
t
)
, t ≥ 0 and ∆L−1

t > 0
)

(11.14)

is a Markov additive Poisson point process (see Section A.13 of the Appendix)
with family of excursion measures ni, i ∈ E, on the Skorokhod space of R × E
(see Section A.10 of the Appendix), which are concentrated on U(R × E).
Moreover, this Markov additive Poisson point process is killed at time L∞.

As a bivariate Markov additive subordinator, the process (L−1,H+, J+) has a
matrix Laplace exponent given by

E0,i
[
e−γL−1

t −λH+
t , J+

t = j
]

=
(
e−κ(γ,λ)t)

i, j, γ, λ ≥ 0,

where we are using exp(−∞) := 0 rather than stipulating that {t < L∞} and the
matrix κ(γ, λ) has the structure

κ(γ, λ) = diag
(
Φ1(γ, λ), · · · ,ΦN(γ, λ)

)
−Λ ◦K(γ, λ), γ, λ ≥ 0 (11.15)

such that, for i ∈ E, Φi(γ, λ) is the subordinator exponent that describes the
movement of (L−1,H+) when the modulating chain J+ is in state i. Moreover,
Λ is the intensity of J+ and the matrix K(γ, λ) = (K(γ, λ))i, j is such that, for
i , j in E, its (i, j)-th entry is the Laplace transform of F+

i, j(dy, dx), the joint
distribution of the additional jump incurred by (L−1,H+) when the modulating
chain changes state from i to j. The diagonal elements of K(γ, λ) are set to
unity. Later on, we will abuse our notation and write, for i ∈ E, Φi(λ) in place
of Φi(0, λ), κ(λ) in place of κ(0, λ) and F+

i, j(dx) in place of F+
i, j(R

+, dx).
For i ∈ E, we can now identify the exponents

Φi(γ, λ) = ni(ζ = ∞) + aiγ + biλ

+

∫ ∞

0

∫ ∞

0
(1 − e−γx−λy) ni(ζ ∈ dx, ε(ζ) ∈ dy, Jε(ζ) = i), (11.16)

for γ, λ ≥ 0, where ai, bi ≥ 0 and ζ = inf{s ≥ 0 : ε(s) > 0} the excursion
length. Note in particular that the matrix

diag
(
n1(ζ = ∞), · · · , nN(ζ = ∞)

)
,

encodes the respective killing rates of (L−1,H+) when J+ is in each state of E.
On a final note, since the local times L(i) may be chosen up to an arbitrary
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scaling constant, the matrix exponent κ(γ, λ) can only be defined up to pre-
multiplication of a diagonal matrix with strictly positive entries (henceforth
referred to as a strictly positive diagonal matrix).

For convenience, we assume that ξ is non-lattice. This is the case e.g. if the
jump measures associated to ξi, i ∈ E, and F+

i, j(dx), i , j, i, j ∈ E, are diffuse
on (0,∞). Now suppose that eq is an independent exponentially distributed
random variable with rate q > 0. Consider an adapted version of the Markov
additive point process of excursions described above in which each excursion
(εt, Jεt ) is marked with an independent copy of eq, denoted by e(t)

q , for t ≥ 0.
Let mt = sup{s ≤ t : ξs = ξs}. Poisson thinning dictates that the pair (meq , ξeq

)
is equal in law to the position of the process (L−1,H+) when conditioned on
{∆L−1

t < e(t)
q for all t ≥ 0} and stopped with rate matrix

diag(a1q + n1(ζ > eq), · · · , aNq + nN(ζ > eq))

= diag(a1q + n1(1 − e−qζ), · · · , aNq + nN(1 − e−qζ))

= diag(Φ1(q, 0), · · · ,ΦN(q, 0)).

In particular, the conditioned process is stopped at a random time θq with the
property that

P0,i
(
θq > t |σ(J+

s : s ≤ t)
)

= exp
(
−

∫ t

0
ΦJ+

s (q, 0) ds
)
.

The aforementioned conditioned process has matrix exponent which can be
derived from the matrix exponent κ(γ, λ). Indeed, whereas in κ(γ, λ) the sub-
ordinator exponents in each of the diagonal entries are represented as Φi(γ, λ),
in the conditioned process, this is replaced by

ni(ζ = ∞) + aiγ + biλ

+

∫ ∞

0

∫ ∞

0
(1 − e−γx−λy)e−qxni(ζ ∈ dx, ε(ζ) ∈ dy, Jε(ζ) = i), (11.17)

for γ, λ ≥ 0, which is also equal to Φi(q+γ, λ)−Φi(q, 0). Hence the conditioned
process has matrix exponent given by

κ̃(γ, λ) :=diag(Φ1(q + γ, λ) − Φ1(q, 0), · · · ,ΦN(q + γ, λ) − ΦN(q, 0))

−Λ ◦K(γ, λ), (11.18)

for γ, λ ≥ 0.
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11.4 Matrix Wiener–Hopf factorisation

Now that it is understood what the ascending ladder MAP means, we are ready
to state and prove the promised Wiener–Hopf factorisation for MAPs. Write
κ̂(γ, λ) for the matrix exponent of the ascending ladder MAP to the dual of
(ξ, J). That is to say, κ̂(γ, λ) is to Ψ̂(z) what κ(γ, λ) is to Ψ(z).

Theorem 11.9. For z ∈ R\{0} and γ ≥ 0, up to the identification of κ (or
equivalently κ̂) by a pre-multiplicative strictly positive diagonal matrix,

γI −Ψ(iz) = ∆−1
π [κ̂(γ, iz)T]∆πκ(γ,−iz).

The Wiener–Hopf factorisation, both here in the MAP setting as well as
in the original setting of Lévy processes, is a natural consequence of a well-
established method of splitting trajectories at their maximum over an indepen-
dent and exponentially distributed time. Let us therefore consider some of the
distributional properties of the MAP associated to this kind of path splitting.

For short, we will write Jmeq
= JL−1

Leq
−. Intuitively speaking, Jmeq

takes the

value of J that couples with the position ξmeq
if ξmeq

= ξeq
and otherwise it

takes the value of J that couples with the position ξmeq−
if ξmeq−

= ξeq
. The

latter occurs if ξ jumps away from its supremum at the moment that the supre-
mum is attained. Indeed such an occurrence can happen in concurrence with
a transition in the chain J away from its current state, in which case the spa-
tial component of the incoming excursion from the maximum would start by a
jump and an instantaneous switch in the state of Jε .

Taking account of the exponents (11.16) and (11.17), and in particular that
the ordinate L−1 has both a drift component and jump component, the pair
(ξeq

,meq ) has matrix Laplace transform given by

E0,i

[
e−γmeq−λξeq , Jmeq

= j
]

= E0,i

∑
t≥0

e−γL−1
t− −λH+

t−1(J+
t−= j)1{∆L−1

s <e(s)
q , s<t)1(∆L−1

t ≥e(t)
q )


+ E0,i

[∫ ∞

0
e−γL−1

t− −λH+
t−1(J+

t−= j)1{∆L−1
s <e(s)

q , s<t)a jdt
]

=
(
a jq + n j(1 − e−qζ)

)
E0,i

[∫ ∞

0
e−γL−1

t −λH+
t 1(J+

t = j)1(t<θq)dt
]

= Φ j(q, 0)
∫ ∞

0
E0,i

[
e−γL−1

t −λH+
t 1(J+

t = j)1(t<θq)

]
dt, (11.19)

for γ, λ ≥ 0, where we are using the definition exp(−∞) = 0 rather than includ-
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ing an indicator of the event {t < L∞} in the expectations. Note that the final
expectation above can be written in terms of the matrix Laplace exponent of
κ̃(γ, λ) with an added potential corresponding to diag(Φ1(q, 0), · · · ,ΦN(q, 0)),
i.e.

κ(q +γ, λ) = diag(Φ1(q +γ, λ), · · · ,ΦN(q +γ, λ))−Λ◦K(γ, λ), γ, λ ≥ 0.

Indeed, one has,

E0,i

[
e−γL−1

t −λH+
t 1(J+

t = j)1(t<θq)

]
= [e−κ(q+γ,λ)t]i, j, i, j ∈ E.

Continuing the computation in (11.19), we now have the following result.

Theorem 11.10. For i, j ∈ E, γ, λ ≥ 0 and q > 0,

E0,i
[
e−γmeq−λξeq , Jmeq

= j
]

= Φ j(q, 0)[κ(q + γ, λ)−1]i, j. (11.20)

We can go a little further in our analysis. With the help of Poisson thinning,
we have, on the event {J+

θq
= j}, that the excursion εJ+

θq
is independent of

((L−1
t ,H+

t , J
+
t ), t < θq).

In particular, on {J+
θq

= j}, we have that (meq , ξeq
) is independent of (eq −

meq , ξeq − ξeq
). Moreover, duality allows us to conclude that, when the mod-

ulating chain is sampled under its stationary distribution, on the event {J+
θq

=

j, Jeq = k} = {Jmeq
= j, Jeq = k} the pair (eq−meq , ξeq

−ξeq ) is equal in law to the

pair (m̂eq , ξ̂eq
) on {Ĵ0 = k, Ĵm̂eq

= j}, where (ξ̂, Ĵ) is equal in law to the dual of

(ξ, J) in the sense of Lemma 11.4, ξ̂t = sups≤t ξ̂s and m̂t = sup{s ≤ t : ξ̂s = ξ̂s}.
From the previous discussion, we may now deduce, for example, that, for

i, j, k ∈ E and γ1, γ2, λ1, λ2 ≥ 0,

E0,i

[
e−γ1meq−λ1ξeq e−γ2(eq−meq )−λ2(ξeq−ξeq ), Jmeq

= j, Jeq = k
]

= E0,i

[
e−γ1meq−λ1ξeq , Jmeq

= j
]
πk

π j
Ê0,k

[
e−γ2meq−λ2ξeq , Jmeq

= j
]
. (11.21)

We can also use the ideas above to prove the following technical lemma
which will be used in the proof of the MAP Wiener–Hopf factorisation. Using
familiar notation, Φ̂ j(γ, λ), j ∈ E, is to κ̂(γ, λ) what Φ j(γ, λ), j ∈ E, is to
κ(γ, λ).

Lemma 11.11. For each j ∈ E,

c j := lim
q↓0

Φ j(q, 0)Φ̂ j(q, 0)
q

(11.22)
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exists in [0,∞) and there exists

c :=
∑
j∈E

lim
q↓0

Φ j(q, 0)Φ̂ j(q, 0)
q

∈ (0,∞).

Proof On the one hand, for all i, k ∈ E and γ > 0,

E0,i

[
e−γeq , Jeq = k

]
=

[∫ ∞

0
qe−(γ+q)teQtdt

]
i,k

= q
[(

(q + γ)I −Q
)−1

]
i,k
.

On the other hand, from (11.21) and (11.20), for all i, k ∈ E and γ > 0,

E0,i
[
e−γeq , Jeq = k

]
=

∑
j∈E

E0,i
[
e−γ(meq +eq−meq ), Jmeq

= j, Jeq = k
]

=
∑
j∈E

Φ j(q, 0)[κ(q + γ, 0)−1]i, jΦ̂ j(q, 0)[κ̂(q + γ, 0)−1]k, j
πk

π j
.

Taking limits as q ↓ 0 it follows from continuity that[
(γI −Q)−1

]
i,k

=
∑
j∈E

lim
q↓0

Φ j(q, 0)Φ̂ j(q, 0)
q

[κ(γ, 0)−1]i, j[κ̂(γ, 0)−1]k, j
πk

π j
,

where the limit on the right-hand side exists because the limit exits on the
left-hand side. The statement of the theorem now follows. �

We are now ready to prove Theorem 11.9 as promised earlier.

Proof of Theorem 11.9 We start by sampling ξ over an independent and ex-
ponentially distributed time horizon denoted, as usual, by eq. By splitting at
the maximum, applying duality and appealing to the identity (11.20), we have
for γ ≥ 0

E0,i
[
e−γeq+izξeq , Jeq = j

]
=

∑
k∈E

E0,i
[
e−γ(eq−meq +meq )+izξeq eiz(ξeq−ξeq ), Jmeq

= k, Jeq = j
]

=
∑
k∈E

E0,i
[
e−γmeq +izξeq , Jmeq

= k
]π j

πk
Ê0, j[e−γmeq−izξeq , Jmeq

= k
]

=
∑
k∈E

Φk(q, 0)[κ(q + γ,−iz)−1]i,k
π j

πk
Φ̂k(q, 0)[κ̂(q + γ, iz)−1] j,k.

Noting that we can write the lefthand side above as q[((q + γ)I −Ψ(iz))−1]i, j,
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we can divide by q and take limits as q ↓ 0 to find that

[(γI −Ψ(iz))−1]i, j =
∑
k∈E

ck[κ(γ,−iz)−1]i,k
π j

πk
[[κ̂(γ, iz)T]−1]k, j,

where we recall that the constants ck, k ∈ E were introduced in (11.22). In
matrix form, the above equality can be rewritten as

(γI −Ψ(iz))−1 = κ(γ,−iz)−1∆c/π[κ̂(γ, iz)T]−1∆π , (11.23)

where ∆c/π = diag(c1/π1, · · · cN/πN). With the exception of possibly ∆c/π

(on account of the fact that some of the constants ck may be zero), all of the
matrices in (11.23) are invertible. Hence the matrix ∆c/π must also be invert-
ible and, on account of its diagonal form, it necessarily follows that ck > 0.
The proof is now completed by inverting the matrices on both left- and right-
hand sides of (11.23) and noting that, without loss of generality, the constants
ck may be taken as unity by choosing an appropriate normalisation of local
times (which, in turn, means that, for each j ∈ E, the equality in (11.22) can
be determined up to a multiplicative constant). This is equivalent to the state-
ment that κ, or equivalently κ̂, is identified up to a pre-multiplicative strictly
positive diagonal matrix. �

We may think of the factorisation in Theorem 11.9 as a space-time factori-
sation (in the sense that one captures information about the space-time point of
the maximum over an independent and exponentially distributed random time).
A purely spatial matrix Wiener–Hopf factorisation occurs by setting γ = 0. In
that case, we have that, for θ ∈ R, up to the pre-multiplication of κ (or κ̂) by a
strictly positive diagonal matrix,

−Ψ(iθ) = ∆−1
π κ̂(iθ)T∆πκ(−iθ), θ ∈ R, (11.24)

where we recall the abuse of notation, κ(−iθ) = κ(0,−iθ) and κ̂(iθ) = κ̂(0, iθ).
This is consistent with the Wiener–Hopf factorisation for Lévy processes

(2.31) as, in that setting, the dual process is its negative; hence the ascend-
ing ladder height process of the dual is equal to the descending ladder height
process. In the Lévy setting the factorisation is valid up to a meaningless mul-
tiplicative constant. This is due to the fact that the ladder height exponents
appearing in the factorisation can only be found up to a multiplicative con-
stants, corresponding to an arbitrary linear scaling in local time (which does
not affect the range of the ladder height processes themselves).

An equivalent way of stating (11.24) is to say that the Wiener–Hopf fac-
torisation in (11.24) can only be identified up to pre-multiplication of Ψ by a
strictly positive diagonal matrix. To see why this is the case, suppose, on the
right hand side of (11.24), we write κ = ∆aκ

′ and κ̂ = ∆bκ̂
′, where ∆a
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and ∆b are two strictly positive diagonal matrices. Let π′ be the vector with
entries aiπibi/

∑
j∈E a jπ jb j, for i ∈ E. Then we have

−Ψ(iθ) = ∆−1
π κ̂

′(iθ)T∆b∆π∆aκ
′(−iθ)

= (∆a∆b)∆−1
π′κ̂

′(iθ)T∆π′κ
′(−iθ), (11.25)

for θ ∈ R. Note that

(π′)T[(∆a∆b)−1Ψ(0)] =
πTΨ(0)∑
j∈E a jπ jb j

= 0,

showing that π′ is the stationary distribution of the modulating chain that cor-
responds to the matrix exponent ∆−1

abΨ, where ∆−1
ab := ∆−1

a ∆−1
b . We now see

that (11.25) identifies the factorisation of ∆−1
abΨ. Recall from the discussion

preceding Proposition 11.5, premultiplication of Ψ by a diagonal matrix cor-
responds to a linear time change, but this does not affect the spatial range of
the MAP.

11.5 Self-similar Markov processes in Rd

The notion of a self-similar process (ssMp) in higher dimensions is defined in
the same way as in the one-dimensional setting, when (11.1) it taken as the key
defining property, albeit that, now, the process is Rd-valued. The identification
of all Rd-valued self-similar Markov processes as a space-time change of a
Markov additive process also carries through, providing we understand the
notion of a MAP in the appropriate way in higher dimensions.

Definition 11.12. Suppose that E, with annexed cemetery state (−∞, †), is
metrisable to make a locally compact, complete and separable metric space. A
regular Feller process (ξ,Θ) = ((ξt,Θt), t ≥ 0) on R× E with probabilities Px,θ,
x ∈ R, θ ∈ E, is called a Markov additive process (MAP) such that, for every
bounded measurable function f : R × E → R, t, s ≥ 0 and (x, θ) ∈ R × E, on
{Θt = φ, t < ς},

Ex,θ[ f (ξt+s − ξt,Θt+s)1(t+s<ς)|Gt] = E0,φ[ f (ξs,Θs)1(s<ς)],

where ς = inf{t > 0 : Θt = †}, ξς = −∞ and with, a slight abuse of notation,
(Gt, t ≥ 0) is again taken as the filtration generated by the MAP with natural
enlargement. Similarly to Definition 11.1, Θ alone is a regular Feller processes
and referred to as the modulator, whilst ξ is called the ordinate.

In one dimension the role of Θ was played by the Markov chain J on E =
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{−1, 1}. This choice of J feeds into the positive or negative positioning of a self-
similar Markov process through the Lamperti–Kiu transform with ξ helping
to describe the radial distance from the origin. In higher dimensions we will
still use ξ to help describe a radial distance from the origin and, by taking
E = Sd−1 := {x ∈ Rd : |x| = 1}, the process Θ will help describe spatial
orientation in the spirit of a generalised polar decomposition. The following
theorem is the higher dimensional analogue of Theorem 11.3 and is attributed
to Kiu [111] with additional clarification from [1], building on the original
work of Lamperti [139]. As with Theorem 11.3, we omit its proof.

Theorem 11.13 (Generalised Lamperti–Kiu transform). Fix α > 0. The pro-
cess Z is a ssMp with index α if and only if there exists a (killed) MAP, (ξ,Θ)
on R × Sd−1 such that

Zt := eξϕ(t)Θϕ(t), t ≤ Iς, (11.26)

where

ϕ(t) = inf
{
s > 0 :

∫ s

0
eαξu du > t

}
, t ≤ Iς,

and Iς =
∫ ς

0 eαξs ds is the lifetime of Z until absorption at the origin, which acts
as a cemetery state. Here, we interpret exp{−∞} × † := 0 and inf ∅ := ∞.

Note that, in the representation (11.26), the lifetime of the process is given
by

ζ = inf{t > 0 : Zt = 0},

satisfies ζ = Iς.

For each x ∈ Rd\{0}, the skew product decomposition (for d ≥ 2), is the
unique representation

x = (|x|, arg(x)), (11.27)

where arg(x) = x/|x| is a vector on Sd−1, the d-dimensional sphere of unit
radius. Conversely any x ∈ R × Sd−1 taking the form (11.27) belongs to Rd.
The representation (11.26) therefore gives us a d-dimensional skew product
decomposition of self-similar Markov processes.

In previous sections, for MAPs whose modulator state space is finite, we
gave a very detailed analysis of how an excursion theory and some of its rami-
fications can be developed much in the spirit of the analogous theory for Lévy
processes. The analogue for MAPs which conform to the greater generality of
Definition 11.12 is a much more difficult arena to discuss and beyond the scope
of this text.
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In this text, the use of such general MAPs will only occur in the setting
of d-dimensional stable processes. As such, a result that will be of particular
interest to us pertains to isotropy. In particular, we are interested in how the
property of isotropy on Z is manifested the underlying MAP, (ξ,Θ).

Recall that a measure µ on Rd is isotropic if for B ∈ B(Rd), µ(B) = µ(U−1B)
for every orthogonal d-dimensional matrix U. In this spirit, we can thus define
an isotropic ssMp, Z = (Zt, t ≥ 0) to have the property that, for every orthogo-
nal d-dimensional matrix U and x ∈ Rd, the law of (U−1Z, Px) is equal to that
of (Z, PU−1 x).

Theorem 11.14. Suppose that, Z is a ssMp, with underlying MAP (ξ,Θ). Then
Z is isotropic if and only if ((ξ,U−1Θ),Px,θ) is equal in law to ((ξ,Θ),Px,U−1θ),
for every orthogonal d-dimensional matrix U and x ∈ R, θ ∈ Sd−1.

Proof Suppose first that Z is an isotropic ssMp. On the event {t < ζ}, since∫ ϕ(t)

0
eαξu du = t and hence

dϕ(t)
dt

= e−αξϕ(t) = |Zt |
−α,

we have that

ϕ(t) =

∫ t

0
|Zu|

−αdu. (11.28)

Let us introduce its right continuous inverse, on {t < ς}, as follows

A(t) = inf
{

s > 0 :
∫ s

0
|Zu|

−αdu > t
}
. (11.29)

Hence, we see that, on {t < ς},

(ξt,Θt) = (log |ZA(t)|, arg(ZA(t))), t ≥ 0, (11.30)

where the random times A(t) are stopping times in the filtration generated by
Z with natural enlargement.

Now suppose that U is any orthogonal d-dimensional matrix. Since Z is
isotropic, we see from (11.29) and (11.30) that, for x ∈ Rd\{0},

((ξ,U−1Θ),Plog |x|,arg(x)) = ((log |ZA(t)|, U−1 arg(ZA(t))), Px)
(d)
= ((log |ZA(t)|, arg(ZA(t))), PU−1 x)

= ((ξ,Θ),Plog |x|,U−1 arg(x)) (11.31)

and the “only if” direction is proved.
For the converse statement, suppose that the left-hand side and right-hand

side in (11.31) are equal in distribution for all orthogonal d-dimensional ma-
trices U and x ∈ Rd\{0}. Setting Z′ = U−1Z and letting A′ play the role of
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(11.29) but for Z′, since |Z′| = |Z|, and arg(Z′) = U−1 arg(Z), we have

((log |Z′A′(t)|, arg(Z′A′(t))), Px) = ((log |ZA(t)|, U−1 arg(ZA(t))), Px)

= ((ξ,U−1Θ),Plog |x|,arg(x))
(d)
= ((ξ,Θ),Plog |x|,U−1 arg(x))

= ((log |ZA(t)|, arg(ZA(t))), PU−1 x). (11.32)

This concludes the “if” part of the proof. �

Corollary 11.15. If Z is an isotropic ssMp, then |Z| is equal in law to a pssMp
and hence ξ is a Lévy process.

Proof It suffices to verify that |Z| is a Markov process with the required scal-
ing property whose semigroup has the Feller property given in Definition A.14.

The scaling property of |Z| follows directly from that of Z. Moreover we
have, for bounded measurable g : [0,∞)→ R and s, t ≥ 0, on {t < ζ},

Ex[g(|Zt+s|)1(t+s<ζ) |σ(Zu, u ≤ t)] = Ey,θ[g(eξϕ(s) )1(s<ζ)]y=log |Zt |, θ=arg(Zt)

(d)
= Ey,1[g(eξϕ(s) )1(s<ζ)]y=log |Zt |

= Ez[g(|Zs|)1(s<ζ)]z=|Zt |1,

where 1 = (1, 0, · · · , 0) ∈ Rd is the “North Pole” on Sd−1 and we have used
Theorem 11.14. This ensures the Markov property.

To verify the Feller property, we note that, for x ∈ Rd\{0}, (Z, Px) is equal in
law to

Z(x)
t := |x|eξϕ(|x|−α t)Θϕ(|x|−αt), t < |x|α

∫ ς

0
eαξu du,

under P0,arg(x). Hence for all continuous g : [0,∞)→ R vanishing at∞,

Ex[g(|Zt |)1(t<ζ)] = E0,arg(x)

[
g(|x|eξϕ(|x|−α t) )1(t<ζ)

]
= E0,1

[
g(|x|eξϕ(|x|−α t) )1(s<ζ)

]
,

where we have again used Theorem 11.14. The remaining conditions that will
identify |Z| as a regular Feller process can now be easily verified using the fact
that such properties hold for Z as a ssMp. �

11.6 Starting at the origin

In one dimension, the representation (11.3) is not meaningful when x = 0. As
with the setting of pssMp, one is equally concerned with the question as to
whether 0 may be considered as part of the state space for a rssMp. That is to
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say, the question as to whether there exists a notion of P0, which is consistent
with the family (Px, x , 0) in an appropriate sense.

Again we divide the discussion into the setting of conservative and non-
conservative rssMp. What is known in these two settings mirrors in a very
natural way Theorems 5.3 and 5.7 for pssMp.

Theorem 11.16. Assume that Z is a conservative real self-similar Markov
process. Moreover, suppose that the MAP ((ξ, J),P), associated with Z through
the Lamperti-Kiu transform, is such that ξ is not concentrated on a lattice
and its ascending ladder height process H+ satisfies E0,π[H+

1 ] < ∞. Then
P0 := limx↓0 Px exists, in the sense convergence on the Skorokhod space, under
which Z leaves the origin continuously. Conversely, if E0,π[H+

1 ] = ∞, then this
limit does not exist. Under the additional assumption that E0,π[ξ1] > 0, for
any positive measurable function f and t > 0,

E0[ f (Zt)] =
1

αÊ0,π[|ξ1|]

∑
i=±1

πiÊ0,i

[
1
I∞

f
(
i (t/I∞)1/α

)]
, (11.33)

where I∞ =
∫ ∞

0 exp{αξs}ds.

Similarly, with the same notion of recurrent extension described in Theorem
5.7, we have the following result giving a complete characterisation of when
P0 can be defined as such in the non-conservative setting.

Theorem 11.17. Assume that X is a non-conservative real self-similar Markov
process with index of self-similarity given by α > 0. Suppose that ((ξ, J),P) is
the (killed) MAP associated with X through the Lamperti–Kiu transform. Then
there exists a unique recurrent extension of X which leaves 0 continuously if
and only if there exists a Cramér number β ∈ (0, α) such∑

j=±1

E0,i[eβξ1 ; J1 = j]v j = vi, i = ±1,

or equivalently χ(β) = 0.

The same questions may be asked in dimensions d ≥ 2. However, signifi-
cantly less is known at the time of writing in terms of the characterisation of
entrance laws and there are still many open questions that direction.

11.7 Comments

The structure of real self-similar Markov processes has been investigated by
Chybiryakov [52] and Kiu [111] in the symmetric case and by Chaumont et al.
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[48] in the one-dimensional case. In Section 11.1 we summarise the represen-
tation of self-similar Markov processes in one dimension based on Chaumont
et al. [48], albeit with an interpretation of their results in terms of a two-state
Markov additive process.

The convenience of MAPs to describe the Lamperti–Kiu transform was first
noticed in Kuznetsov et al. [120]. The representation of MAPs in Proposition
11.2 is classical and has been previously explored in the context of queuing and
ruin theory; see e.g. Asmussen [7] and Asmussen and Albrecher [8]. Our pre-
sentation Section 11.2 also makes use of observations taken from Kuznetsov
et al. [120] and Kyprianou [124].

The notion of a Wiener–Hopf factorisation for Markov additive processes is
well known and its dates back to early studies of queuing theory and inventory
models. In this respect, the book of Prabhu [174] as well as Asmussen’s book
on queueing theory [7] focus predominantly on the setting of Markov additive
random walks. Kaspi [102] has explored the continuous case using excursion
theory and first showed a version of Theorem 11.9. Sections 11.3 and 11.4
are largely based on the excursion theoretic treatment of MAPs found in the
Appendix of [57].

Section 11.5 introduces general MAPs, much of which can be found in the
work of Çinlar [53, 54, 55], and how they fit into a generalised Lamperti–Kiu
transformation as found in Kiu [111], Alili et al. [1] and Kyprianou et al. [133].
The isotropic properties of MAPs in relation to their associated ssMp is taken
from Kyprianou [125].

Finally the inclusion of 0 to the state space in the definition of a rssMp in
the conservative case was resolved by Dereich et al. [57]. The representation
of the entrance law (11.33) has not been developed in the literature, with the
exception of the special setting of a stable process conditioned to avoid the
origin (cf. [129]). Nonetheless, it is not difficult to derive by copying ideas
from the proof of the analogous result in Theorem 5.3, e.g. using ideas from
[27]. Theorem 11.17 was derived in [161]. As alluded to at the end of Section
11.6, little is known about entrance laws in the general setting of d-dimensional
ssMp. The most recent contribution in this respect is due to Kyprianou et al.
[133].
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Stable processes as self-similar Markov
processes

In the previous chapter we have shown how self-similar Markov processes may
be expressed in terms of MAPs via the Lamperti–Kiu transform. Moreover,
when reflecting on the fact that the Lamperti–Kiu transform is to a ssMp what
the Lamperti transform is to a pssMp, we have also shown how MAPs play
an analogous role to Lévy processes. Ultimately, however, we are interested in
understanding the structure of the MAPs that underly stable processes, which
are of course ssMp.

This is precisely what we do in this chapter. Indeed, we look a little further
beyond the relationship of stable processes to MAPs and consider a special
family of self-similar Markov processes that are related to stable processes
through a Doob h-transform. The latter turns out to be the result of conditioning
a stable process to either avoid or limit continuously to the origin.

The highlight of this chapter, however, is the Riesz–Bogdan–Żak transform.
This uses the relationship between stable processes and their underlying MAPs
to furnish us with a remarkable connection between space-time transformed
stable processes and the conditioned stable processes considered in this chap-
ter. The Riesz–Bogdan–Żak transform turns out to be an incredibly robust tool
for developing fluctuation identities. In this respect, we will use it extensively
in Chapters 14 and 15. However, as a first example of its applicability, we re-
turn to Theorem 6.12 in this chapter and provide its missing proof using the
Riesz–Bogdan–Żak transform.

12.1 Stable process and its h-transform as ssMp

In one dimension, the most obvious example of a rssMp, which is not a pssMp,
is a two-sided jumping stable process killed on hitting the origin. Recall that
(X,Px), denotes the stable process starting from x ∈ R. The qualification of

308
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hitting the origin is an issue if and only if α ∈ (1, 2) as otherwise, the sta-
ble process almost surely never hits the origin. Nonetheless we consider both
regimes in this section. We name the underlying process that emerges through
the Lamperti–Kiu transform a Lamperti-stable MAP. For this fundamental
example, we can compute the associated characteristic matrix exponent ex-
plicitly. Recall that the state space of the underlying modulating chain in the
Lamperti-stable MAP is {−1, 1}. Accordingly we henceforth arrange any ma-
trixA pertaining to this MAP with the ordering(

A1,1 A1,−1

A−1,1 A−1,−1

)
.

Lemma 12.1. Suppose that X is stable process with two-sided jumps. The
characteristic matrix exponent of the Lamperti-stable MAP is given by

Ψ(z) =


−

Γ(α − iz)Γ(1 + iz)
Γ(αρ̂ − iz)Γ(1 − αρ̂ + iz)

Γ(α − iz)Γ(1 + iz)
Γ(αρ̂)Γ(1 − αρ̂)

Γ(α − iz)Γ(1 + iz)
Γ(αρ)Γ(1 − αρ)

−
Γ(α − iz)Γ(1 + iz)

Γ(αρ − iz)Γ(1 − αρ + iz)

 , (12.1)

for z ∈ R. Moreover, the relation (11.6) can be analytically extended in C so
that Re(iz) ∈ (−1, α).

Proof Note that it suffices only to compute Ψ1(z), q1,−1 and G1,−1(z). Indeed,
this follows by virtue of the fact that −X has the same law as X albeit with the
roles of ρ and ρ̂ interchanged and so, for example Ψ−1(z) = Ψ1(z)|ρ↔ρ̂.

We can also note that until X first enters (−∞, 0), its trajectory also agrees
with that of the pssMp given in (5.12). It follows immediately that

Ψ1(z) = Ψ∗(z) − Ψ∗(0), z ∈ R,

where Ψ∗ was defined in (5.16), and that q1,−1 = Ψ∗(0). Since q1,1 = −q1,−1 we
have that

[Ψ(z)]1,1 = −Ψ1(z) − q1,1 = −Ψ∗(z), z ∈ R.

It remains to identify [Ψ(z)]1,−1. To this end, we can appeal to the Lamperti–
Kiu transform to identify the distributional equality

e∆1,−1 =
|Xτ−0
|

Xτ−0−
,

where τ−0 = inf{t > 0 : Xt < 0}. This has the implication that

G1,−1(z) = Ex

− Xτ−0

Xτ−0−

iz , z ∈ R,
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which is convenient as this transform was computed in (5.43). We now have
that

[Ψ(z)]1,−1 = q1,−1G1,−1(z) = Ψ∗(0)
Γ(α − iz)Γ(1 + iz)

Γ(α)
=

Γ(α − iz)Γ(1 + iz)
Γ(αρ̂)Γ(1 − αρ̂)

,

for z ∈ R, as required.
The analytic extension of (12.1) is now a straightforward procedure. �

Without checking the value of χ′(0), we are able to deduce the long term be-
haviour of the Lamperti-stable MAP from the transience/recurrence properties
of the stable process.

We know that when α ∈ (1, 2), the stable process is recurrent and Px(τ{0} <
∞) = 1 for all x , 0. In that case, the Lamperti–Kiu representation dictates
that

lim
t→∞

ξt = −∞.

When α ∈ (0, 1), we also know that the stable process is transient and never
hits the origin so that Px(limt→∞ |Xt | = ∞) = 1 for all x ∈ R. Once again, the
Lamperti–Kiu transform tells us that

lim
t→∞

ξt = ∞.

Finally, when α = 1, we know that lim supt→∞ |Xt | = ∞ and lim inft→∞ |Xt | = 0
and X never hits the origin. As such, the Lamperti-Kiu representation forces us
to conclude that ξ oscillates.

There is a second example of a rssMp that we can describe to the same
degree of detail as stable processes. This comes about by a change of measure,
which corresponds to a Doob h-transform to the semigroup of a two-sided
jumping stable process killed on first hitting the origin if α ∈ (1, 2).

Proposition 12.2. Suppose that (X,Px), x ∈ R is a one-dimensional stable
process with two-sided jumps. Recall that (Ft, t ≥ 0) is the filtration generated
by X which is naturally enlarged (see Remark A.13 in the Appendix) and that
we use ζ for the lifetime of a killed process. Consider the change of measure

dP◦x
dPx

∣∣∣∣∣
Ft

=
h(Xt)
h(x)

1(t<ζ), (12.2)

where

h(x) =
(
sin(παρ̂)1(x≥0) + sin(παρ)1(x<0)

)
|x|α−1 (12.3)

and ζ = inf{t > 0 : Xt = 0}. Then (X,P◦x), x ∈ R\{0} is a rssMp with matrix



12.1 Stable process and its h-transform as ssMp 311

exponent given by

Ψ◦(z) =


−

Γ(1 − iz)Γ(α + iz)
Γ(1 − αρ − iz)Γ(αρ + iz)

Γ(1 − iz)Γ(α + iz)
Γ(αρ)Γ(1 − αρ)

Γ(1 − iz)Γ(α + iz)
Γ(αρ̂)Γ(1 − αρ̂)

−
Γ(1 − iz)Γ(α + iz)

Γ(1 − αρ̂ − iz)Γ(αρ̂ + iz)

 ,
(12.4)

for Re(iz) ∈ (−α, 1).

Proof The basic idea of the proof is to show that the change of measure (12.2)
is induced by a change of measure on the MAP underlying the stable process. A
straightforward computation using the reflection formula for gamma functions
shows that, for Re(iz) ∈ (−1, α),

detΨ(z) =
Γ(α − iz)2Γ(1 + iz)2

π2

× {sin(π(αρ − iz)) sin(π(αρ̂ − iz)) − sin(παρ) sin(παρ̂)} .

We see that detΨ(z) = 0 has a root at iz = α − 1. Indeed, one verifies

sin(π(αρ − α + 1)) sin(π(αρ̂ − α + 1)) = sin(π(−αρ̂ + 1)) sin(π(−αρ + 1))

= sin(παρ) sin(παρ̂).

In turn, this implies that χ(α − 1) = 0. Note also that, for this particular value
of γ, we have that γ ∈ (−1, α) and hence Re(iz) ∈ (−1, α) when z = −iγ.

One also easily checks that

v(α − 1) ∝
[

sin(παρ̂)
sin(παρ)

]
.

We claim that with γ = α − 1, the exponential change of measure (11.10)
corresponds precisely to (12.2) when (ξ, J) is the MAP underlying the stable
process. To see this, first note that the time change ϕ(t) is a stopping time
and so we consider the change of measure (11.10) at this stopping time. In
this respect, thanks to the Lamperti–Kiu transform, we use exp{ξϕ(t)} = |Xt |,
Jϕ(t) = sgn(Xt) and the ratio of constants, coming from (12.3), as they appear
in the expression for (12.2) matches the term vJϕ(t) (α − 1)/vJ0 (α − 1).

It is now straightforward exercise to check from (11.11) that the MAP as-
sociated to the process (X,P◦x), x ∈ R\{0}, that is to say Ψα−1(z), agrees with
Ψ◦(z), for Re(iz) ∈ (−α, 1). The reader will note that in doing this, it will be
useful to use the reflection formula for the the gamma function in dealing with
the terms coming from ∆υ(α − 1) in the expression for Ψα−1(z) coming from
(11.11). �
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It is an interesting exercise to verify the directly scaling property of (X,P◦x),
x ∈ R\{0}. This can be done much in the spirit of the computation in (5.30),
noting that the stopping time τ{0} scales with the scaling of X in a similar way
to (5.38). Indeed, if, for each c > 0, we let Xc

t = cXc−αt, t ≥ 0, and write
τ{0}c = inf{t > 0 : Xc

t = 0} (reserving τ{0} in place of τ{0}1 ), then we have

τ{0}c = cα inf{c−αt > 0 : cXc−αt = 0} = cατ{0}.

Together with the fact that, for c > 0, h(cx) = cα−1h(x), we have, for bounded
measurable f , x ∈ R\{0} and t ≥ 0,

E◦x[ f (Xc
s : s ≤ t), t < ζ] = Ex

[
cα−1h(Xc−αt)

cα−1h(x)
f (cXc−α s : s ≤ t)1(c−αt<τ{0})

]
= Ex

[
h(Xc

t )
h(cx)

f (Xc
s , s ≤ t)1(t<τ{0}c )

]
= E◦cx

[
f (Xs, s ≤ t)

]
. (12.5)

In other words, the law of (Xc,P◦x) agrees with (X,P◦cx) for x ∈ R\{0}.

Intuitively speaking, when α ∈ (0, 1), the change of measure (12.2) re-
wards paths that visit close neighbourhoods of the origin and penalises paths
that wander large distances from the origin. Conversely, when α ∈ (1, 2), the
change of measure does the opposite. It penalises those paths that approach the
origin and rewards those that stray away from the origin. As we shall shortly
see in Section 12.2, for α ∈ (0, 1), the change of measure (12.2) corresponds to
conditioning the stable process, in an appropriate sense, to limit continuously
to the origin and, when α ∈ (1, 2), corresponds to conditioning the process to
avoid the origin.

Let us now turn to higher dimensions. The most prominent example of a
d-dimensional ssMp that will be of use to us is of course the isotropic stable
process in Rd itself. Recall that (X,Px), denotes the isotropic d-dimensional
stable process starting from x ∈ Rd, whose characteristic exponent is of the
form

Ψ(z) = |z|α, z ∈ Rd,

and, accordingly, from (1.47), the underlying Lévy measure satisfies

Π(B) = c(α)
∫
Sd−1

σ1(dφ)
∫

(0,∞)
1B(rφ)

dr
rα+1 = c(α)

∫
B

1
|z|α+d dz,

for B ∈ B(Rd), where σ1(dφ) is the surface measure on Sd−1 normalised to
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have unit mass and

c(α) = 2α−1π−d Γ((d + α)/2)Γ(d/2)∣∣∣Γ(−α/2)
∣∣∣ .

The description of the underlying MAP is somewhat less straightforward to
characterise. We know however that the stable process is a pure jump process
and accordingly the underlying MAP must be too. The theorem below uses the
compensation formula for the jumps of the stable process as a way of capturing
the jump dynamics of the MAP. We will use the usual notation in the stable
setting. That is, (ξ,Θ) with probabilities Px,θ, x ∈ R, θ ∈ Sd, is the MAP
underlying the stable process. We will work with the increments ∆ξt = ξt−ξt− ∈

R, t ≥ 0, and recall that that 1 is the “North Pole”.

Theorem 12.3. Suppose that f is a positive, bounded, measurable function on
[0,∞) × R × R × Sd−1 × Sd−1 such that f (·, ·, 0, ·, ·) = 0, then, for all θ ∈ Sd−1,

E0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


=

∫ ∞

0

∫
R

∫
Sd−1

∫
Sd−1

∫
R

Vθ(ds, dx, dϑ)σ1(dφ)dy
c(α)eyd

|eyφ − ϑ|α+d f (s, x, y, ϑ, φ),

(12.6)

where

Vθ(ds, dx, dϑ) = P0,θ(ξs ∈ dx,Θs ∈ dϑ)ds, x ∈ R, ϑ ∈ Sd−1, s ≥ 0,

is the space-time potential of (ξ,Θ), σ1(φ) is the surface measure on Sd−1 nor-
malised to have unit mass and c(α) = 2α−1π−dΓ((d + α)/2)Γ(d/2)/

∣∣∣Γ(−α/2)
∣∣∣.

Proof According to the generalised Lamperti–Kiu transformation (11.26),
we have

ξt = log(|XA(t)|/|X0|), Θt =
XA(t)

|XA(t)|
, t ≥ 0,

where A(t) = inf{s > 0 :
∫ s

0 |Xu|
−αdu > t}; see also (11.29). Let f be given as

in the statement of the theorem. Writing the left-hand side of (12.6) in terms
of the stable process, we have for all θ ∈ Sd−1,

E0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


= Eθ

∑
s>0

f
(∫ s

0
|Xu|

−αdu, log |Xs−|, log (|Xs|/|Xs−|) ,Arg(Xs−),Arg(Xs)
) .
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Next note that, for t ≥ 0,

|Xs|

|Xs−|
=

∣∣∣∣∣ Xs−

|Xs−|
+

∆Xs

|Xs−|

∣∣∣∣∣ =

∣∣∣∣∣Arg(Xs−) +
∆Xs

|Xs−|

∣∣∣∣∣
and

Arg(Xs) =
Xs

|Xs|
=

Xs−

|Xs−|
+

∆Xs

|Xs−|∣∣∣∣∣ Xs−

|Xs−|
+

∆Xs

|Xs−|

∣∣∣∣∣ =

Arg(Xs−) +
∆Xs

|Xs−|∣∣∣∣∣Arg(Xs−) +
∆Xs

|Xs−|

∣∣∣∣∣ .

The compensation formula for the Poisson random measure of jumps of X
now tells us that

E0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


= Eθ

[ ∫ ∞

0
ds

∫
Sd−1
σ1(dφ)

∫ ∞

0
dr

c(α)
r1+α

f
( ∫ s

0
|Xu|

−αdu, log |Xs−|, log
∣∣∣∣∣Arg(Xs−) +

rφ
|Xs−|

∣∣∣∣∣ ,
Arg(Xs−),

Arg(Xs−) +
rφ
|Xs− |∣∣∣∣Arg(Xs−) +
rφ
|Xs− |

∣∣∣∣
)]

= E0,θ

[∫ ∞

0
dv

∫
Sd−1

σ1(dφ)
∫ ∞

0
du

c(α)
u1+α

f
(
v, ξv, log |Θv + uφ| ,Θv,

Θv + uφ
|Θv + uφ|

)]
= E0,θ

[∫ ∞

0
dv

∫
Rd

dz
c̃(α)
|z|α+d f

(
v, ξv, log |Θv + z| ,Θv,

Θv + z
|Θv + z|

)]
= E0,θ

[∫ ∞

0
dv

∫
Rd

dw
c̃(α)

|w − Θv|
α+d f

(
v, ξv, log |w|,Θv,

w
|w|

)]
, (12.7)

where in the second equality, we first make the change of variables u = r/|Xs−|

and then v =
∫ s

0 |Xu|
−αdu and in the third equality we convert to Cartesian

coordinates with c̃(α) = 2α−1π−dΓ((d + α)/2)Γ(d/2)/
∣∣∣Γ(−α/2)

∣∣∣. Converting the
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right-hand side above back to skew product variables, we thus get

E0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


= E0,θ

[∫ ∞

0
dv

∫
Sd−1

σ1(dφ)
∫ ∞

0
dr

c(α)rd−1

|rφ − Θv|
α+d f

(
v, ξv, log r,Θv, φ

)]
= E0,θ

[∫ ∞

0
dv

∫
Sd−1

σ1(dφ)
∫
R

dy
c(α)eyd

|eyφ − Θv|
α+d f (v, ξv, y,Θv, φ)

]
=

∫ ∞

0

∫
R

∫
Sd−1

∫
Sd−1

∫
R

Vθ(dv, dx, dϑ)σ1(dφ)dy
c(α)eyd

|eyφ − ϑ|α+d f (v, x, y, ϑ, φ),

(12.8)

as required. �

The radial component of an isotropic d-dimensional stable process, which
can be singled out by Corollary 11.15, has already been studied in Theorem
5.21.

The second example of a d-dimensional ssMp takes inspiration from Propo-
sition 12.2.

Proposition 12.4. In the spirit of (12.2) we define for an isotropic d-dimensional
stable process, (X,Px), x ∈ Rd\{0},

dP◦x
dPx

∣∣∣∣∣
Ft

=
|Xt |

α−d

|x|α−d 1(t<ζ), t ≥ 0, (12.9)

where (Ft, t ≥ 0) is the usual naturally enlarged filtration for X (cf. Remark
A.13 in the Appendix) and ζ = inf{t > 0 : |Xt | = 0}. For d ≥ 2, the process
(X,P◦) is a ssMp. Moreover, (|X|,P◦) is a pssMp with underlying Lévy process
that has characteristic exponent

Ψ◦(z) = 2α
Γ( 1

2 (−iz + d))

Γ(− 1
2 (iz + α − d))

Γ( 1
2 (iz + α))

Γ( 1
2 iz)

, z ∈ R. (12.10)

Proof The proof uses similar reasoning to the proof of Proposition 12.2. Re-
calling that Ψ in (5.50) is the characteristic exponent of the Lévy process ξ
which underlies the radial component of a stable process in d-dimensions, we
easily verify that Ψ(−i(α − d)) = 0. It follows that

exp{(α − d)ξt}, t ≥ 0, (12.11)

is a martingale. Moreover, under the change of measure induced by this mar-
tingale, ξ remains in the class of Lévy processes, but now with characteristic
exponent Ψ◦(z) = Ψ(z − i(α − d)), z ∈ R. Noting that ϕ(t) is a stopping time
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in the filtration of ξ, we see that (12.9) also represents the aforesaid change of
measure.

It is now clear that at least (|X|,P◦) is pssMp with Ψ◦ characterising its un-
derlying Lévy process. However, technically speaking, we don’t know if the
underlying MAP (ξ,Θ) remains in the family of MAPs under the change of
measure (12.11). Hence, it is not necessarily clear that (X,P◦) is a ssMp. This
can be resolved by appealing to calculations similar to those in (12.5) easily
tell us that this is the case, moreover the Feller property is easily seen to be
preserved by the change of measure (12.9). �

We can again note that, for d ≥ 2, the change of measure (12.9) rewards
paths that remain close to the origin and penalises those that stray far from
the origin. Recalling that stable processes are transient in dimension two and
above, we will see in the next section that, just as in Proposition 12.2 when
α < d = 1, P◦x, x ∈ Rd\{0} corresponds to conditioning the stable process to
limit continuously to the origin.

We complete this section by noting that our choice of notation P◦x, x ∈
Rd\{0}, is consistent across Propositions 12.2 and 12.4. Indeed, if we under-
stand d = 1 in the latter proposition (in particular X is taken to be a one-
dimensional symmetric stable process), then it agrees with the conclusion of
the former.

12.2 Stable processes conditioned to avoid or hit 0

In this section, as alluded to in previous sections, we demonstrate that the
change of measure that leads to P◦x, x ∈ Rd\{0}, defined by (12.2) for d = 1 and
by (12.9) for d ≥ 2, corresponds to conditioning the path of a stable process.
We exclude the case α = d = 1 from the discussion as the density in the change
of measure in (12.2) is equal to unity.

In one dimension, we shall implicitly understand that there are two-sided
jumps (i.e. 0 < αρ, αρ̂ < 1). Recall that such stable processes cannot creep and
have the property that, when α ∈ (1, 2), Px(τ{0} < ∞) = 1 for all x , 0 and
hence the process is recurrent. Otherwise, when α ∈ (0, 1], Px(τ{0} = ∞) = 1
and the process is transient. Moreover, in higher dimensions, we also recall
that the isotropic stable process cannot hit points and is transient.

Theorem 12.5. Suppose that X is a d-dimensional stable process with index
α ∈ (0, 2), where we understand it to have two-sided jumps in the case d =

1 and to be isotropic in the case d ≥ 2. Define ζ for the lifetime of killed
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trajectories on the Skorokhod space (see Section A.10 in the Appendix), for
any Borel set D, let τD := inf{s ≥ 0 : Xs ∈ D} and define Ba = {x : |x| < a}.

(i) If d > α, then, for all A ∈ Ft, t > 0,

P◦x(A, t < ζ) = lim
a→0
Px(A ∩ {t < τBa } | τBa < ∞), (12.12)

so that the process (X,P◦x), x , 0, is non-conservative.
(ii) If d < α, then, for all A ∈ Ft, t ≥ 0,

P◦x(A) = lim
a→∞
Px(A∩{t < τBc

a } | τBc
a < τ{0}), (12.13)

so that the process (X,P◦x), x , 0, is conservative.

Remark 12.6. We note that the first part of the above theorem corresponds
to conditioning the process to hit 0 continuously, whilst the second part corre-
sponds to conditioning it to avoid the origin. Accordingly we refer to (X,P◦) in
these terms.

Proof of Theorem 12.5 Recalling that τ{0} = ∞ almost surely for d > α, a
simple application of Bayes formula and the Markov property tells us that

Px(A ∩ {t < τBa } | τBa < τ{0}) = Ex

[
1(A∩{t<τBa })

PXt (τ
Ba < τ{0})

Px(τBa < τ{0})

]
. (12.14)

When 1 = d > α, Corollary 6.11 gives us that, e.g. for x > a,

Px(τBa < ∞) =
Γ(1 − αρ)

Γ(αρ̂)Γ(1 − α)

∫ 1

x−a
x+a

tαρ̂−1(1 − t)−α dt.

One may deduce that, for x, y , 0,

sup
|a|<1

Py(τBa < ∞)
Px(τBa < ∞)

< C
∣∣∣∣∣ yx

∣∣∣∣∣α−1
and lim

a→0

Py(τBa < ∞)
Px(τBa < ∞)

=
h(y)
h(x)

, (12.15)

where h was given in (12.3). Noting that the role of y is played by Xt in (12.15),
the proof of (12.12) is completed using dominated convergence in (12.14),
with the help of (3.17) and the remarks on moments in Section 2.18.

In the case that d ≥ 2(> α), we note that, for |x| > a,

Px(τBa < ∞) = P0,1(τ−log(a/|x|) < ∞),

where τ−log(a/|x|) = inf{t > 0 : ξt < log(a/|x|)} and 1 = (1, 0, · · · , 0) is the ‘North
Pole’ on Sd−1 and ξ is the Lévy process that underlies |X| via the Lamperti
transform (cf. Section 5.7). Recalling that ξ is a hypergeometric Lévy process
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with exponent (5.50), momentarily assuming its descending ladder renewal
measure has a density on (0,∞), say û, we note that it must satisfy∫ ∞

0
e−λyû(y/2)dy = 2

Γ(λ + 1
2 (d − α))

Γ(λ + 1
2 d)

.

Now appealing to Lemma 2.26 and Corollary 4.3, we deduce that

Px(τBa < ∞) ∝
∫ ∞

− log(a/|x|)
e−(d−α)z(1−e−2z)

1
2α−1dz =

∫ a/|x|

0
t(d−α)−1(1−t2)

1
2α−1dt.

Reasoning as above,

sup
|a|<1

Py(τBa < ∞)
Px(τBa < ∞)

< C
∣∣∣∣∣ yx

∣∣∣∣∣α−d
and lim

a→0

Py(τBa < ∞)
Px(τBa < ∞)

=

∣∣∣∣∣ yx
∣∣∣∣∣α−d

,

and, again, the proof is completed using dominated convergence, with the help
of (3.17).

Now recall from Theorem 6.7, when α > d(= 1), after translation and scal-
ing, also using the integral expression for the Beta function (A.18) in the Ap-
pendix, we have that, e.g. for x ∈ (0, a),

Px(τBc
a < τ{0}) = (α − 1)

( x
a

)α−1 ∫ a/x

1
(t − 1)αρ−1(t + 1)αρ̂−1dt.

As above, we can easily check that, for x, y , 0,

sup
|a|>1

Py(τBc
a < τ{0})

Px(τBc
a < τ{0})

< C
∣∣∣∣∣ yx

∣∣∣∣∣α−1
and lim

a→∞

Py(τBc
a < τ{0})

Px(τBc
a < τ{0})

=
h(y)
h(x)

.

The proof can now be completed as in the other two cases above. �

12.3 One dimensional Riesz–Bogdan–Żak transform

The changes of measure, (12.2) in one dimension and (12.9) in higher dimen-
sion, also play an important role in a remarkable space-time path transforma-
tion: the Riesz–Bogdan–Żak transform. Later on in this text, we will use it to
analyse a number of complicated path functionals of stable processes in di-
mensions one and two.

In this section, we introduce the Riesz–Bogdan–Żak transform in one di-
mension and in the next section we revisit the case of first entry into a bounded
interval to demonstrate usefulness by reproving the first entry distribution in
Theorem 6.9 and offering the promised proof of Theorem 6.12 for the resol-
vent of the stable process until first entry into a strip. Moreover, we also use it
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to prove Theorem 6.18, giving the density of the potential of a one-dimensional
stable process killed on hitting the origin, when α ∈ (1, 2). The final section of
this chapter will give the Riesz–Bogdan–Żak transform in higher dimensions.

Theorem 12.7 (The one-dimensional Riesz–Bogdan–Żak transform). Suppose
that X is a one-dimensional stable process with two-sided jumps. Define

η(t) = inf
{

s > 0 :
∫ s

0
|Xu|

−2αdu > t
}
, t ≥ 0. (12.16)

Then, for all x ∈ R\{0}, (−1/Xη(t), η(t) < τ{0}) under Px is equal in law to
(X,P◦

−1/x).

Proof First note that, if X is an (α, ρ) stable process, then −X is an (α, ρ̂)
stable process. Next, we show that (−1/Xη(t), η(t) < τ{0}) is a rssMp with index
α by analysing its Lamperti–Kiu decomposition.

To this end, note that, if (ξ̂, Ĵ) is the MAP that underlies X̂ := −X, then
its matrix exponent, say Ψ̂(z), is equal to (12.1) with the roles of ρ and ρ̂

interchanged. As X̂ is a rssMp, we have

X̂t = eξ̂ϕ(t) Ĵϕ(t), t < τ{0},

where ∫ ϕ(t)

0
eαξ̂s ds = t.

Noting that ∫ η(t)

0
e−2αξ̂ϕ(u) du = t, η(t) < τ{0},

a straightforward differentiation of the last two integrals shows that, respec-
tively,

dϕ(t)
dt

= e−αξ̂ϕ(t) and
dη(t)

dt
= e2αξ̂ϕ◦η(t) , η(t) < τ{0}.

The chain rule now tells us that
d(ϕ ◦ η)(t)

dt
=

dϕ(s)
ds

∣∣∣∣∣
s=η(t)

dη(t)
dt

= eαξ̂ϕ◦η(t) , (12.17)

and hence, ∫ ϕ◦η(t)

0
e−αξ̂u du = t, η(t) < τ{0}.

The qualification that η(t) < τ{0} only matters when α ∈ (1, 2). In that case,
the fact that Px(τ{0} < ∞) = 1 for all x ∈ R implies that limt→∞ ξ̂t = −∞

almost surely. As a consequence, it follows that
∫ ∞

0 e−αξ̂u du = ∞ and hence
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limt→∞ ϕ ◦ η(t) = ∞. That is to say, we have limt→∞ η(t) = τ{0}. Noting that
1/Ĵs = Ĵs, s ≥ 0, it now follows that

1
X̂η(t)

= e−ξ̂ϕ◦η(t) Ĵϕ◦η(t), t < τ{0},

is the representation of a rssMp whose underlying MAP has matrix exponent
given by Ψ̂(−z), whenever it is well defined. Recalling the definition of Ψ̂(z),
we see that the MAP that underlies (−1/Xη(t), t ≥ 0) via the Lamperti–Kiu
transform is identically equal in law to the MAP with matrix exponent given
by Ψ◦ given in (12.4). �

12.4 First entrance into a bounded interval revisited

As promised, now that we have the Riesz–Bogdan–Żak transformation in hand
for one-dimensional stable processes, we can return to the problem of describ-
ing the first entry of a stable process into a strip. In particular, we can finally
give the promised proof of Theorem 6.12. Throughout this section, we will
assume that X has two sided jumps; that is to say 0 < αρ, αρ̂ < 1.

Let us start our discussion by returning to Theorem 6.9. By scaling and spa-
tial homogeneity, we can capture the analogue of the conclusion of Theorem
6.9 in one formula for first entry into the interval (−1, 1)

Px(Xτ(−1,1) ∈ dy, τ(−1,1) < ∞)

=
sin(παρ̂)

π
(1 + y)−αρ(1 − y)−αρ̂

(
(x − 1)αρ̂(1 + x)αρ(x − y)−1

−(α − 1)+

∫ x

1
(t − 1)αρ̂−1(t + 1)αρ−1 dt

)
dy,(12.18)

for y ∈ (−1, 1), where (α − 1)+ = max{α − 1, 0} and

τ(−1,1) = inf{t > 0 : Xt ∈ (−1, 1)}.

We proved this result by converting the left-hand side into a statement about
a first passage problem of

{

ξ and taking advantage of the fact that the Wiener–
Hopf factorisation of

{

ξ is mathematically tractable. In the hands of the Riesz–
Bogdan-Żak transformation however, the right-hand side of (12.18) can be de-
rived directly from the conclusion of Corollary 6.3 (resp. Corollary 6.8) when
α ∈ (0, 1] (resp. when α ∈ (1, 2)).

Consider for example the case that α ∈ (0, 1]. Noting that the stable process
cannot hit points, Theorem 12.7 tells us that the range of −1/X, agrees, up to
a Doob h-transform, with the range of X. In particular, the time change that



12.4 First entrance into a bounded interval revisited 321

is involved in the Riesz–Bogdan–Żak transform is of no consequence when
considering first passage distributions. Therefore, we have that for bounded
measurable functions f on (−1, 1)∫

(−1,1)

h(y)
h(x)

f (y)Px(Xτ(−1,1) ∈ dy, τ(−1,1) < ∞)

=

∫
(−1,1)c

f (1/y)P̂1/x(Xτ+
1∧τ

−
−1
∈ dy), (12.19)

where P̂z, z ∈ R, is the law of −X issued with −X0 = z,

τ+
1 = inf{t > 0 : Xt > 1}, τ−−1 = inf{t > 0 : Xt < −1},

and h is given in (12.3). Spatial homogeneity in Corollary 6.3 allows us to
deduce that for z > 1 and x ∈ (−1, 1),

Px(Xτ+
1
∈ dz; τ+

1 < τ
−
−1)

=
sin(παρ)

π
(1 − x)αρ(1 + x)αρ̂(z − 1)−αρ(z + 1)−αρ̂(z − x)−1dz.

If we now additionally suppose that supp f ⊂ (0, 1), then for x > 1,∫
(0,1)

yα−1

xα−1 f (y)Px(Xτ(−1,1) ∈ dy, τ(−1,1) < ∞)

=
sin(παρ̂)

π

(
1 −

1
x

)αρ (
1 +

1
x

)αρ̂ ∫ ∞

1
f (1/z)(z − 1)−αρ(z + 1)−αρ̂

(
z −

1
x

)−1

dz

=
sin(παρ̂)

π
(x − 1)αρ (x + 1)αρ̂

∫ 1

0

yα−1

xα−1 f (y)(1 − y)−αρ(1 + y)−αρ̂ (x − y)−1 dy.

Comparing left- and right-hand sides above, we recover the identity for (12.18)
when y ∈ (0, 1) and α ∈ (0, 1]. Taking care to note that (−1, 0) maps to
(−∞,−1) under the inversion x 7→ 1/x, a similar computation can be used
to verify (12.18) for y ∈ (−1, 0) and α ∈ (0, 1]. Moreover, it should now be
clear that this method works equally well when α ∈ (1, 2), albeit that we need
to replace P̂1/x(Xτ+

1∧τ
−
−1
∈ dy) in (12.19) by P̂x(Xτ+

1
∈ dy, τ+

1 < τ
−
−1∧τ

{0}) and then
appeal to Corollary 6.8 in place of Corollary 6.3. As an exercise, the reader is
now encouraged to verify these computations, but also to apply this method to
derive Corollary 6.11 from Corollary 6.1.

The technique of spatial inversion via the Riesz–Bogdan–Żak transforma-
tion, can also be used to deal with potential measures, albeit that we must be
careful to take account of the time change that comes with it. This is precisely
what we will do in the proof of Theorem 6.12 which we address now.
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Proof of Theorem 6.12 Let us write

U(−1,1)
◦ (x, dy) =

∫ ∞

0
P◦x(Xt ∈ dy, t < τ+

1 ∧ τ
−
−1) dt, |x|, |y| < 1,

where we recall that the process (X,P◦x), x ∈ R\{0} is the result of the change of
measure (12.2) appearing in the Riesz–Bogdan–Żak transform, Theorem 12.7.
Let us preemptively assume that U(−1,1)

◦ (x, dy) has a density with respect to
Lebesgue measure, written u(−1,1)

◦ (x, y), for |x|, |y| < 1.
On the one hand, we have, for |x|, |y| < 1,

u(−1,1)
◦ (x, y) =

h(y)
h(x)

u(−1,1)
{0} (x, y), (12.20)

where h was given in (12.3) and u(−1,1)
{0} (x, y) is the assumed density of

U(−1,1)
{0} (x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ{0} ∧ τ+

1 ∧ τ
−
−1).

By path counting and the strong Markov Property, we have that

U(−1,1)(x, dy) = U(−1,1)
{0} (x, dy) + Px(τ{0} < τ+

1 ∧ τ
−
−1)U(−1,1)(0, dy), (12.21)

for |x|, |y| < 1, where we interpret the second term on the right-hand side as
zero if α ∈ (0, 1]. Note that the existence of the density in Theorem 6.4 together
with the above equality ensure that the densities u(−1,1)

◦ and u(−1,1)
{0} both exist.

Combining (12.20) and (12.21),we thus have

u(−1,1)
◦ (x, y) =

h(y)
h(x)

(
u(−1,1)(x, y) − Px(τ{0} < τ+

1 ∧ τ
−
−1)u(−1,1)(0, y)

)
. (12.22)

The Riesz–Bogdan–Żak transform, η(t), satisfies (12.16) and hence differ-
entiating the identity

∫ η(t)
0 |Xu|

−2αdu = t, we get

|Xη(t)|
−2αdη(t) = dt.

Let us introduce the following transformation K : R\{0} → R\{0}, by

K(x) =
x
|x|2

=
1
x
, x ∈ R\{0}.

(Our choice notation here is arguably excessive, however it will be convenient
for later reflection when considering the functionality of the Riesz-Bogdan-
Żak transformation in higher dimensions; see Section 12.6.) It follows that, for
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bounded and measurable functions f ,∫
(−1,1)

f (y)u(−1,1)
◦ (x, y) dy

= E−K(x)

[∫ ∞

0
f (−K(Xs))|Xs|

−2α1(s<τ(−1,1))ds
]

=

∫
(−1,1)c

f (−K(z))|z|−2αu(−1,1)c
(−K(x), z) dz

=

∫
(−1,1)

f (y)|y|2αu(−1,1)c
(−K(x),−K(y))|y|−2 dy, (12.23)

where the density u(−1,1)c
is ensured by the density in the integral on the left-

hand side above and we have used the easily proved fact that d(K(z)) = |z|−2dz.
Putting (12.23) and (12.22) together, noting that K(K(x)) = K(x), we conclude
that, for |x|, |y| > 1,

u(−1,1)c
(−x,−y)

= u(−1,1)c
(x, y)|ρ↔ρ̂

= |y|2α−2 h(K(y))
h(K(x))

(
u(−1,1)(K(x),K(y)) − PK(x)(τ{0} < τ+

1 ∧ τ
−
−1)u(−1,1)(0,K(y))

)
,

(12.24)

where ρ↔ ρ̂ is understood to mean that the roles of ρ and ρ̂ are interchanged.
Let us now focus, for example, on the setting y > x > 1. Appealing to

spatial homogeneity and scaling, with the help of Theorems 6.7 and 6.4, we
can develop (12.24) and get

u(−1,1)c
(x, y)

=
21−α

Γ(αρ)Γ(αρ̂)

(
|y − x|α−1

∫ ∣∣∣∣ 1−xy
y−x

∣∣∣∣
1

(s + 1)αρ−1(s − 1)αρ̂−1 ds

− (α − 1)+

∫ x

1
(s + 1)αρ−1(s − 1)αρ̂−1 ds

∫ y

1
(s + 1)αρ̂−1(s − 1)αρ−1 ds

)
,

where we have used again that |K(x) − K(y)| = |x − y|/|x||y|, and, in particular,
that |1 − K(x)K(y)| = |1 − xy|/|x||y|.

With some additional minor computations, the remaining cases follow simi-
larly giving a complete description of u(−1,1)c

(x, y) for all |x|, |y| > 1. The details
are left to the reader.

Finally, to recover the precise statement of Theorem 6.12, we need to trans-
form the identity for the symmetric interval (−1, 1) to the interval (0, a). This
is a standard procedure which uses the scaling and spatial homogeneity of the
stable process.
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Indeed, for a > 0 we have that (Xt, t ≥ 0) under Px is equal in law to
(aX(a/2)−αt/2, t ≥ 0) under P2x/a. Hence, for bounded, measurable functions
f on R and |x| > 1,∫

R

f (y)u(0,a)c
(x, y)dy =

(a
2

)α
E2x/a

∫ τ(0,2)c

0
f (aXs/2)ds

 .
Now, invoking spatial homogeneity on the right-hand side above, we get∫

R

f (y)u(0,a)c
(x, y)dy =

(a
2

)α
E 2x

a −1

∫ τ(−1,1)c

0
f (a(Xs + 1)/2)ds


=

(a
2

)α ∫
R

f (a(z + 1)/2)u(−1,1)c
(

2x
a
− 1, z

)
dz

=

(a
2

)α−1 ∫
R

f (y)u(−1,1)c
(

2x
a
− 1,

2y
a
− 1

)
dz.

Thus, we have the relation

u(0,a)c
(x, y) =

(a
2

)α−1
u(−1,1)c

(
2x
a
− 1,

2y
a
− 1

)
,

for x, y < [0, a]. �

12.5 First hitting of a point revisited

We return to the identity for the resolvent of a stable process killed on hitting
the origin in Theorem 6.18 and give the promised proof. As in the previous
section, the Riesz–Bogdan–Żak transformation will play an instrumental role
in its proof. Recall that necessarily we need α ∈ (1, 2), in which case points are
hit with probability one. Moreover, the statement of Theorem 6.18 excludes
the setting of spectrally one-sided processes, hence 0 < αρ̂, αρ < 1.

Proof of Theorem 6.18 Suppose that f is a bounded measurable function in
R. We are interested in the resolvent measure U{0}(x, dy) which satisfies∫

R

f (y)U{0}(x, dy) = Ex

[∫ ∞

0
f (Xt)1(t<τ{0}) dt

]
.

Recalling the change of measure (12.2), we have that∫
R

f (y)
h(y)
h(x)

U{0}(x, dy) = E◦x

[∫ ∞

0
f (Xt) dt

]
.



12.5 First hitting of a point revisited 325

Let us momentarily focus our attention on the setting that x, y > 0 in U{0}(x, dy).
In that case, we can write∫

[0,∞)
f (y)

h(y)
h(x)

U{0}(x, dy) = E◦x

[∫ ∞

0
f (Xt)1(Xt>0) dt

]
= E◦x

[∫ ∞

0
f (
{

Z◦t ) dt
]
,

where
{

Z◦= (
{

Z◦t , t ≥ 0) is the pssMp which is derived by censoring away the
negative sections of the path of (X,P◦x), x ∈ R in the spirit of what we have
already seen for stable processes, cf. Section 5.6. Suppose that we denote the
Lévy process that underlies Z by

{

ξ◦, with probabilities
{

P◦x, x ∈ R. Taking ac-
count of the time change in the Lamperti transform (5.4), we thus have on the
one hand that∫

[0,∞)
f (y)

h(y)
h(x)

U{0}(x, dy) =
{

P◦log x

[∫ ∞

0
f (e

{
ξ◦ t )eα

{
ξ◦ t dt

]
=

∫
R

f (ez)eαz {u◦(z − (log x)) dz

=

∫
R

f (y)yα−1 {u◦(log(y/x)) dy, (12.25)

where we have pre-emptively assumed that
{

ξ◦ has a resolvent density, which
we have denoted by {u◦. This is a reasonable assumption because of the follow-
ing heuristics.

The time change given in (5.35) that corresponds to censoring the stable
process presents a series of stopping times. As such, incorporating path cen-
soring with (12.2) we get a description of the change of measure between the
censored process

{

Z◦ and the censored stable process discussed in (5.6). In ef-
fect, this is tantamount to a Doob h-transform between the two positive-valued
processes with h function taking the form h(x) = xα−1, x ≥ 0. As we have seen
in Sections 5.4 and 5.32, this Doob h-transform also plays out as an Esscher
transform between the underlying Lévy processes

{

ξ (for the censored stable
process) and

{

ξ◦ (for
{

Z◦). In particular, we have

d
{

P◦

d
{

P

∣∣∣∣∣∣
σ(
{
ξ s:s≤t)

= e(α−1)
{
ξ t , t ≥ 0.

It is thus straightforward to show that

{u◦(x) =
{u (x)e(α−1)x, x ∈ R. (12.26)

Consolidating (12.25) and (12.26), noting in particular from (12.2) that h(x) =

s(−x)|x|α−1, where s(x) = sin(παρ)1(x≥0) + sin(παρ̂)1(x<0), we thus conclude
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that

U{0}(x, dy) = yα−1 {u (log(y/x)) dy, x, y > 0, (12.27)

where we recall that {u has been computed explicitly in Theorem 6.15.
Bringing across the specific form of {u from Theorem 6.15, we can now read

off that, for x, y > 0, U{0}(x, dy) is absolutely continuous with density, u{0}(x, y),
taking the form

u{0}(x, y)

= −
1
π2 Γ(1 − α)


sin(παρ)yα−1 − sin(παρ)(y − x)α−1 + sin(παρ̂)xα−1 y > x

sin(παρ)yα−1 + sin(παρ̂)xα−1 − sin(παρ̂)(x − y)α−1 y < x,

which is consistent with the statement of the theorem.
Note in particular that, for y > 0,

u{0}(y, y) := lim
x→y

u{0}(x, y) = −
1
π2 Γ(1 − α)yα−1(sin(παρ) + sin(παρ̂)).

We can use this limit to deal with the case that x < 0 < y. Indeed, recall the
identity (6.21) which tells us in particular that

U{0}(x, dy) = Px(τ{y} < τ{0})u{0}(y, y)dy, y > 0.

Hence, recalling the expression for Px(τ{y} < τ{0}) in Theorem 6.16, we recover
the required identity in the regime that x < 0 < y.

By working instead with −X (or equivalently censoring out the positive parts
of the path of (X,P◦x), x ∈ R) we easily conclude that the same identities hold
when x, y < 0 and x > 0 > y, simply by interchanging the roles of ρ and ρ̂. �

12.6 Riesz–Bogdan–Żak transformation in dimension d ≥ 2

We complete this chapter, as promised, by offering the d-dimensional ver-
sion of the Riesz–Bogdan–Żak transformation for higher dimensional, albeit
isotropic, stable processes. Recall that the transformation K : Rd → Rd, but
now for dimension d, is defined as follows,

K(x) =
x
|x|2

, x ∈ Rd.

This transformation inverts space through the unit sphere {x ∈ Rd : |x| = 1} and
accordingly, it is not surprising that K(K(x)) = x. To see how the K-transform
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maps Rd into itself, write x ∈ Rd in skew product form x = (|x|,Arg(x)), and
note that

K(x) = (|x|−1,Arg(x)), x ∈ Rd,

showing that the K-transform ‘radially inverts’ elements of Rd through Sd−1.

Theorem 12.8 (d-dimensional Riesz–Bogdan–Żak Transform, d ≥ 2). Sup-
pose that X is a d-dimensional isotropic stable process with d ≥ 2. Define

η(t) = inf
{

s > 0 :
∫ s

0
|Xu|

−2αdu > t
}
, t ≥ 0.

Then, for all x ∈ Rd\{0}, (K(Xη(t)), t ≥ 0) under Px is equal in law to (X,P◦K(x)).

Proof As with the proof of Theorem 12.3, it is straightforward to check that
(KXη(t), t ≥ 0) is a ssMp. Indeed, in skew product form,

KXη(t) = e−ξϕ◦η(t)Θϕ◦η(t), t ≥ 0,

and, just as in the computation (12.17), one easily verifies again that

ϕ ◦ η(t) = inf
{

s > 0 :
∫ s

0
e−αξu du > t

}
.

It is thus clear that (KXη(t), t ≥ 0) is a ssMp with underlying MAP equal to
(−ξ,Θ). To complete the proof, it therefore suffices to check that (−ξ,Θ) is
also the MAP which underlies the ssMp (X,P◦x), x ∈ Rd\{0}.

To this end, we note that (X,P◦x), x ∈ Rd\{0}, is a pure jump process and
hence entirely characterised by its jump rate. To understand why at a heuris-
tic level, note that, as a Feller process, it is in possession of an infinitesimal
generator, say L◦. Indeed, standard theory tells us that

L◦ f (x) = lim
t↓0

E◦x[ f (Xt)] − f (x)
t

= lim
t↓0

Ex[|Xt |
α−d f (Xt)] − |x|α−d f (x)
|x|α−dt

, (12.28)

for twice continuously differentiable and compactly supported functions f ,
where x ∈ Rd\{0}. That is to say

L◦ f (x) =
1

h(x)
L(h f )(x), (12.29)

where h(x) = |x|α−d and L is the infinitesimal generator of the stable process,
which has action

L f (x) = a · ∇ f (x) +

∫
Rd

[ f (x + y) − f (x) − 1(|y|≤1)y · ∇ f (x)]Π(dy), x ∈ Rd,

for twice continuously differentiable and compactly supported functions f . The
vector a ∈ Rd depends on α ∈ (0, 2), and its value is prescribed by Remark
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1.25. Straightforward algebra, appealing to the fact that Lh = 0 shows that, for
twice continuously differentiable and compactly supported functions, f , the
infinitesimal generator of the conditioned process (12.29) takes the form

L◦ f (x) = a · ∇ f (x) +

∫
Rd

[ f (x + y) − f (x) − 1(|y|≤1)y · ∇ f (x)]
h(x + y)

h(x)
Π(dy),

(12.30)

for |x| > 0, where Π is the stable Lévy measure given in (3.23). The integral
component in L◦ tells us that the instantaneous rate at which jumps arrive for
the conditioned process, when positioned at x, is given by

Π◦(x, B) :=
∫

B

h(x + y)
h(x)

Π(dy),

where |x| > 0 and B is Borel in Rd.
Since its jump rates entirely characterise (X,P◦x), x ∈ Rd\{0}, to draw the

conclusion we are working towards, we need to study the probabilities P◦y,ϑ,
y ∈ R and ϑ ∈ Sd−1, the underlying MAP via an identity similar to (12.6).
To this end, suppose that f is a positive, bounded, measurable function on
[0,∞) × R × R × Sd−1 × Sd−1 such that f (·, ·, 0, ·, ·) = 0. Write

E◦0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


= lim

t→∞
E0,θ

Mt

∑
0<s≤t

f (s, ξs−,∆ξs,Θs−,Θs)

 , (12.31)

whereMt = exp{(α − d)ξt}, t ≥ 0, is the martingale density corresponding to
(12.9) and the limit is justified by monotone convergence. Suppose we write Σt

for the sum term in the final expectation above. The semi-martingale change
of variable formula tells us that

MtΣt =M0(θ)Σ0 +

∫ t

0
Σs−dMs +

∫ t

0
Ms−dΣs + [M,Σ]t, t ≥ 0,

where [M,Σ]t is the quadratic co-variation term. On account of the fact that
(Σt, t ≥ 0), has bounded variation, the latter term takes the form [M,Σ]t =∑

s≤t ∆Mt∆Σt. As a consequence,

MtΣt =M0(θ)Σ0 +

∫ t

0
Σs−dMs +

∫ t

0
MsdΣs, t ≥ 0. (12.32)

Moreover, after taking expectations and then taking limits as t → ∞ with the
help of (12.31) and monotone convergence, as the first in integral in (12.32) is
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a martingale and Σ0 = 0, the only surviving terms give us

E◦0,θ

∑
s>0

f (s, , ξs−,∆ξs,Θs−,Θs)


= E0,θ

∑
s>0

e(α−d)(ξs−+∆ξs) f (s, , ξs−,∆ξs,Θs−,Θs)


= Eθ

[ ∫ ∞

0
ds

∫
Sd−1
σ1(dφ)

∫ ∞

0

c(α)dr
r1+α

|Xs−|
α−d

∣∣∣∣∣Arg(Xs−) +
rφ

|Xs−|
α−d

∣∣∣∣∣α−d

f
( ∫ s

0
|Xu|

−2αdu, log |Xs−|, log
∣∣∣∣∣Arg(Xs−) +

rφ
|Xs−|

∣∣∣∣∣ ,
Arg(Xs−),

Arg(Xs−) +
rφ
|Xs− |∣∣∣∣Arg(Xs−) +
rφ
|Xs− |

∣∣∣∣
)]
,

where the second equality proceeds in a similar fashion to the calculation in
(12.7). Now, picking up from the second equality of (12.8) with f (·, ξ,∆, ·, ·)
replaced by exp((α − d)(ξ + ∆)) f (·, ξ,∆, ·, ·), we get

E◦0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


= E0,θ

[ ∫ ∞

0
dv

∫
Sd−1

σ1(dφ)
∫ ∞

0
dr

c(α)e(α−d)ξv |Θv + rφ|α−d

r1+α

f
(
v, ξv, log |Θv + rφ| ,Θv,

Θv + rφ
|Θv + rφ|

) ]
= E0,θ

[∫ ∞

0
dv

∫
Rd

dz
c(α)e(α−d)ξv |Θv + z|α−d

|z|α+d f
(
v, ξv, log |Θv + z| ,Θv,

Θv + z
|Θv + z|

)]
= E0,θ

[∫ ∞

0
dv

∫
Sd−1

σ1(dφ)
∫ ∞

0
dr

c(α)rα−1

|rφ − Θv|
α+d e(α−d)ξv f

(
v, ξv, log r,Θv, φ

)]

where we have converted to Cartesian coordinates in the second equality and
back to skew product variables in the final equality after an easy change of
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variables. We may now proceed using the resolvent Vθ(ds, dx, dϑ) to get

E◦0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


=

∫ ∞

0

∫
R

∫
Sd−1

∫
Sd−1

∫
R

Vθ(dv, dx, dϑ)σ1(dφ)dy
c(α)e(α−d)xeyα

|eyφ − ϑ|α+d f (v, x, y, ϑ, φ)

=

∫ ∞

0

∫
R

∫
Sd−1

∫
Sd−1

∫
R

Vθ(dv, dx, dϑ)σ1(dφ)dw
c(α)e(α−d)xewd

|φ − ewϑ|α+d f (v, x,−w, ϑ, φ)

=

∫ ∞

0

∫
R

∫
Sd−1

∫
Sd−1

∫
R

Vθ(dv, dx, dϑ)σ1(dφ)dw
c(α)e(α−d)xewd

|ewφ − ϑ|α+d f (v, x,−w, ϑ, φ) ,

In the penultimate equality, we simply change variables y = −w, and in the
final equality, we note that |φ − ewϑ|2 = |ewφ − ϑ|2 on account of the fact that

(φ − ewϑ) · (φ − ewϑ) = 1 − 2ewϑ · φ + e2w = (ewφ − ϑ) · (ewφ − ϑ).

In conclusion, we have

E◦0,θ

∑
s>0

f (s, ξs−,∆ξs,Θs−,Θs)


=

∫ ∞

0

∫
R

∫
Sd−1

∫
Sd−1

∫
R

V◦θ (dv, dx, dϑ)σ1(dφ)dw
c(α)ewd

|ewφ − ϑ|α+d f (v, x,−w, ϑ, φ) ,

(12.33)

where for s > 0, x ∈ R, ϑ ∈ Sd−1,

V◦θ (ds, dx, dϑ) = P◦0,θ(ξs ∈ dx,Θs ∈ dϑ)ds = Vθ(ds, dx, dϑ)e(α−d)x,

is the space-time potential of (ξ,Θ).
Comparing the right-hand side of (12.33) above with that of (12.6), it now

becomes clear that the jump structure of (ξ,Θ) under P◦x,θ, x ∈ R, θ ∈ Sd−1, is
precisely that of (−ξ,Θ) under Px,θ, x ∈ R, θ ∈ Sd−1.

In conclusion, this is now sufficient to deduce that (X,P◦Kx), |x| > 0, is equal
in law to (KXη(t), t ≥ 0) under Px, as both are self-similar Markov processes
with the same underlying MAP. �

Reviewing the proofs of the previous Theorems 12.8 and 12.7 we also have
the following corollary at no extra cost.

Corollary 12.9. When d = 1, the process (ξ◦, J◦) is equal in law to (−ξ, J)
and, when d ≥ 2, the process (ξ◦,Θ◦) is equal in law to (−ξ,Θ).
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12.7 Radial asymptotics for d ≥ 2

Recall from Corollary 11.15 that |X| under both P and P◦ are positive self-
similar Markov processes. The Reisz–Bogdan–Żak transform, in particular
Corollary 12.9, tells us that the underlying Lévy processes associated via the
Lamperti transform are ξ and −ξ respectively. In this respect, two processes
(|X|,P) and (|X|,P◦) are dual to one another in the sense described in Section
5.2. Indeed, Proposition 5.6 tells us that the process (|X(Dx−t)−|, 0 ≤ t ≤ Dx),
under P0( · | |XDx−| = z), for z ≤ x in the support set of the law of |XDx−|, is
equal in law to (|X|,P◦z ), where Dx = sup{t > 0 : |Xt | ≤ x}. As remarked be-
low Proposition 5.6, there is a second way of seeing this duality. Let τ{0} =

inf{t > 0 : |Xt | = 0}. Then (|X(τ{0}−t)−|, 0 ≤ t ≤ τ{0}) under P◦z has the same law
as (|Xt |, 0 ≤ t < Dx), under P0(· | |XDx−| = z), for any z ≤ x. In particular, this
means that we can read out of Theorem 10.27 and Theorem 10.29 the result
given below, for which we recall that Jt = inf s≥t |Xs|, t ≥ 0.

Theorem 12.10. Let d > α and f be an increasing function such that either

lim
t→0

t
f (t)α

= 0 or lim inf
t→0

t
f (t)α

> 0.

holds. The lower and upper envelope of the isotropic d-dimensional stable pro-
cess conditioned to continuously absorb at 0 at 0 and at ∞ are characterised
by the following integral tests.

(i) For all |x| > 0,

P◦x(|X(τ{0}−t)−| < f (t) i.o. as t → 0) = 0 or 1 ,

accordingly as ∫
0+

f (t)d−α

t
d
α

dt is finite or infinite.

(ii) Suppose additionally that f ∈ C0 (cf. Definition 9.10), then, for all |x| > 0,

P◦x(|X(τ{0}−t)−| > f (t) i.o. as t → 0)

= P◦x(J(τ{0}−t)− > f (t) i.o. as t → 0) = 0 or 1 ,

accordingly as ∫
0+

dt
f (t)α

is finite or infinite.
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12.8 Comments

The identification of the MAP underlying the stable process when seen as a
rssMp is taken from Chaumont et al. [48] and Kuznetsov et al. [120]. Theorem
12.3 generalises a similar result for planar stable processes in [25] and is taken
from [125]. Section 12.2 is based on computations found in Kyprianou et al.
[135].

The Riesz–Bogdan–Żak transform for isotropic stable process in Theorem
12.8 was first proved by Bogdan and Żak [40], inspired by calculations in
the classical works of Reisz [177, 178]. The result in one dimension allowing
for non-symmetric stable processes, Theorem 12.7, was proved in Kyprianou
[124].

Whilst Theorem 6.12 was first proved in Profeta and Simon [175], the proof
we give here is different, relying on the Riesz–Bogran–Żak transform, and first
appeared in Kyprianou [125]. The proof of Theorem 6.18 given in this chapter
is also very recent and is taken from the same reference.

A more general perspective of Riesz–Bogdan–Żak-type transformations for
general self-similar Markov processes was recently given in Alili et al. [1]. The
proof we give here is taken from Kyprianou [125]. As part of the proof, we have
used the integration by parts formula for general semi-martingale calculus, for
which, one can refer to e.g. p86 of [176].

Theorem 12.10 is a new result which combines the new results in Chap-
ter 10 with the Riesz–Bogdan–Żak transform, in particular the conclusion of
Corollary 12.9.
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Radial reflection and the deep factorisation

We have seen that the Wiener–Hopf factorization for one-dimensional stable
processes has provided some key results, for example Theorem 3.4, based on
which many other identities can be developed. In this section we consider the
so-called deep factorisation of one-dimensional stable processes which have
both positive and negative jumps. That is to say, we consider the factorisation
of the matrix exponent of the Lamperti-stable MAP. Our main motivation for
doing this is that the factorisation contains information about the stable process
reflected in its radial maximum. In particular, by examining the deep factori-
sation, we are able to derive an exact formula for the limiting distribution of
the radially reflected stable process when α ∈ (0, 1) and ρ ∈ (0, 1), i.e. no
monotone paths.

13.1 Radially reflected stable processes when α ∈ (0, 1)

Let us start by introducing the radially reflected one-dimensional stable pro-
cesses

R(x,m)
t =

X(x)
t

M(x,m)
t

t ≥ 0,

where, as usual X(x) is a stable process with its point of issue indicated as
x ∈ R and for m > 0, M(x,m)

t = sups≤t |X
(x)
s | ∨ m, t ≥ 0. In particular R0 =

x/(x∨m). Just as we often omit the point of issue of X, we will similarly write
R without indicating its point of issue. As with many path transformations we
have considered, we assume that X has two-sided jumps.

Lemma 13.1. Suppose that X has two-sided jumps. The pair of processes
(X,R) are Feller.

333
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Proof Suppose that τ is a stopping time with respect to (Ft, t ≥ 0), the filtra-
tion generated X with natural enlargement. It is easy to verify, using the scaling
and Markov properties, that for s ≥ 0, on {τ < ∞},

M(x,m)
τ+s = M̃(x′,m′)

s , X(x)
τ+s = X̃(x′)

s ,

where, m′ = M(x,m)
τ and x′ = X(x)

τ and for constant (x′,m′), (M̃(x′,m′), X̃(x′)) is
an independent copy of (M(x′,m′), X(x′)). We thus have that, on {τ < ∞}, for
bounded, measurable f : R × (0,∞)→ [0,∞)

E[ f (X(x)
τ+s, R(x,m)

τ+s )|Fτ] = gs

(
X(x)
τ , X(x)

τ /R(x,m)
τ

)
s ≥ 0,

where gs(x,m) = E[ f (X(x)
s ,R(x,m)

s )]. It follows that the pair (R, X) is a strong
Markov process.

The remaining aspects of the Feller property can easily be derived appealing
to the continuity properties of X(x) and M(x,m) and dominated convergence. �

Whilst the process R is not necessarily Markovian alone, one might expect
the existence of a limiting distribution, in the sense of the convergence of the
law of Rt on [−1, 1] as t → ∞. The following result illustrates this prediction
in explicit detail. Its proof becomes the main motivation to examine the matrix
factorisation, also called the deep factorisation, of the underlying MAP of the
associated stable process.

Theorem 13.2. Suppose that α, ρ ∈ (0, 1). Let x ∈ (−1, 1), then under Px, R
has a limiting distribution µ, concentrated on [−1, 1], given by

dµ(y)
dy

= 2−α
Γ(α)

Γ(αρ)Γ(αρ̂)

[
(1 − y)αρ̂−1(1 + y)αρ + (1 − y)αρ̂(1 + y)αρ−1

]
,

for y ∈ [−1, 1].

To see the heuristic connection between Theorem 13.2 and the deep factori-
sation, we note from the Lamperti–Kiu transform in Theorem 11.3 that(

Xt

Mt
, sgn(Xt)

)
=

(
eξϕ(t)−ξϕ(t) , Jϕ(t)

)
, t ≥ 0. (13.1)

where ϕ(t) = inf{s > 0 :
∫ s

0 exp(ξu)du > t} and (ξ, J) is the Lamperti-stable
MAP with probabilities Px,i, x ∈ R, i ∈ {1,−1}. When α ∈ (0, 1), we know that
limt→∞ |Xt | = ∞ and hence limt→∞ ξt = ∞. Were it not for the time change ϕ(t)
in (13.1), we can see that, the limit we are after would lead us to

lim
t→∞

E0,1

[
f (e−(ξt−ξt))

]
= lim

q↓0
E0,1

[
f (e−(ξeq−ξeq ))

]
, (13.2)

for all bounded, continuous functions f , as soon as the limit exists (on either
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side of the equality), where eq is an independent and exponentially distributed
random variable. Rather than being the ordinate of a MAP, let us momentarily
suppose we are dealing with the case that ξ is a Lévy process (which, in fact,
is the case when X is symmetric). The existence of a non-trivial limit in (13.2)
is a classical question from the theory of Lévy processes for which it is needed
that limt→∞ ξt = ∞; see the discussion in Section 2.15. This helps explain the
requirement that α ∈ (0, 1) in the statement of Theorem 13.2. Indeed, in the
symmetric setting, the process ξ is a Lévy process (ignoring the role of J), and
it is known in that setting that a stationary distribution of ξ − ξ exists if and
only if limt→∞ ξt = ∞.

The above heuristic aside, the stationary distribution that we are after must
also additionally take account of the time change ϕ(t) in the limit. Nonethe-
less, the limiting expectation on the right-hand side of (13.2) can in principle
be accessed by the kind of computations that were dealt with in Section 11.4,
when splitting a MAP at its maximum; see for example (11.21). As explained
in that section, splitting at the maximum is what lies at the heart of the matrix
Wiener–Hopf factorisation for MAPs. Indeed, from (11.23), it would appear
that the distributional information we are after is hidden in the inverse ma-
trix κ(−iz)−1, where κ is the matrix Laplace exponent of the ascending ladder
height MAP of ξ given by (11.15).

With this heuristic in mind and with a view to proving Theorem 13.2 we
thus turn our attention to an appropriate development of the deep factorisation
of the stable process.

13.2 Deep inverse factorisation of the stable process

Recall that the Lamperti-stable MAP has matrix exponent, in the sense of
(11.6), given by

Ψ(z) =


−

Γ(α − iz)Γ(1 + iz)
Γ(αρ̂ − iz)Γ(1 − αρ̂ + iz)

Γ(α − iz)Γ(1 + iz)
Γ(αρ̂)Γ(1 − αρ̂)

Γ(α − iz)Γ(1 + iz)
Γ(αρ)Γ(1 − αρ)

−
Γ(α − iz)Γ(1 + iz)

Γ(αρ − iz)Γ(1 − αρ + iz)

 , (13.3)

for Re(iz) ∈ (−1, α). Moreover, from (11.24), the Wiener–Hopf factorisation
takes the form

−Ψ(iθ) = ∆−1
π κ̂(iθ)T∆πκ(−iθ), θ ∈ R, (13.4)
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up to pre-multiplication of Ψ by a strictly positive diagonal matrix. In (13.4),
we recall that κ is the matrix exponent of the ascending ladder MAP, with κ̂
being that of the dual ascending ladder MAP, and ∆π is the diagonal matrix
constructed from the stationary distribution of the underlying switching chain,
denoted by π.

In the setting of the stable process (13.4) is called the deep factorisation (to
distinguish from the actual factorisation of the characteristic exponent of the
stable process as a Lévy process). Although the form of (13.3) is relatively
appealing and we can compute directly the quantity π, it turns out to be rather
difficult to directly identify the individual exponents κ and κ̂ from an explicit
factorisation of (13.3).

There is an argument, however, which points towards one seeking instead
matrix inverse κ−1. Indeed, we can take inspiration by looking all the way
back to Theorem 2.22. In the notation given there, recalling the identity (2.33),
one may otherwise read the identity (2.34) of Theorem 2.33 in its inverse form,

1
Ψp(z)

=
1

κp(−iz)
×

1
κ̂p(iz)

, z ∈ R.

Note, a inverse factorisation holds in the MAP case by a similar direct inversion
of the statement in Theorem 11.9. The inverse factorisation points towards
potentials. Indeed 1/Ψp(z), z ∈ R, is nothing more than the Fourier transform
of the p-potential measure of the underlying Lévy process, Y , meaning∫ ∞

0
e−qtP(Yt ∈ dx)dt, x ∈ R.

Similarly, 1/κp(λ), λ ≥ 0 is the Laplace transform of the p-potential of the
ascending ladder height process, H.

We therefore adopt a method which allows us to compute the two inverse
matrix exponents κ−1 and κ̂−1 directly, without the need to directly unravel
the matrix Ψ. Our method is based around extracting the information we need
directly from fluctuation theory of the underlying MAP. It also allows us to
obtain the potential density matrices for the ascending ladder MAPs. That is to
say, the matrices u(x) and û(x), x ≥ 0, whose Laplace transforms are precisely
κ−1 and κ̂−1. These will turn out to be of importance in addressing the proof
of Theorem 13.2.

To this end, for a, b, c ∈ R, define

Ξ(a, b, c) :=
∫ 1

0
ua(1 − u)b(1 + u)cdu, (13.5)

whenever the integral can be performed. Note that the function Ξ can also be
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written in terms of the 2F1 hypergeometric function, specifically

Ξ(a, b, c) =
Γ(a + 1)Γ(b + 1)

Γ(a + b + 2) 2F1 (−c, a + 1, a + b + 2, −1) ,

providing a, b > −1. See (A.31) in the Appendix.

Theorem 13.3. Suppose that X is an α-stable process with two-sided jumps.
Then we have that, up to post-multiplication by a strictly positive diagonal
matrix, the factors κ−1 and κ̂−1 are given by the following relations.

(i) When α ∈ (0, 1) and ρ ∈ (0, 1), we have, for all λ ≥ 0,

κ−1(λ) =


Ξ(λ − 1, αρ − 1, αρ̂) Ξ(λ − 1, αρ, αρ̂ − 1)

Ξ(λ − 1, αρ̂, αρ − 1) Ξ(λ − 1, αρ̂ − 1, αρ)


and Γ(αρ̂)

Γ(1−αρ) 0
0 Γ(αρ)

Γ(1−αρ̂)

 κ̂−1(λ) =


Ξ(λ − α, αρ̂ − 1, αρ) Ξ(λ − α, αρ̂, αρ − 1)

Ξ(λ − α, αρ, αρ̂ − 1) Ξ(λ − α, αρ − 1, αρ̂)

 .
(ii) When α = 1, we have, for all λ ≥ 0,

κ−1(λ) = κ̂−1(λ) =


Ξ(λ − 1,−1/2, 1/2) Ξ(λ − 1, 1/2,−1/2)

Ξ(λ − 1, 1/2,−1/2) Ξ(λ − 1,−1/2, 1/2)

 .
(iii) When α ∈ (1, 2) and 0 < αρ, αρ̂ < 1, we have, for all λ ≥ 0,

κ−1(λ) =


Ξ(λ − 1, αρ − 1, αρ̂) Ξ(λ − 1, αρ, αρ̂ − 1)

Ξ(λ − 1, αρ̂, αρ − 1) Ξ(λ − 1, αρ̂ − 1, αρ)


−

(α − 1)
(λ + α − 1)


Ξ(λ − 1, αρ − 1, αρ̂ − 1) Ξ(λ − 1, αρ − 1, αρ̂ − 1)

Ξ(λ − 1, αρ̂ − 1, αρ − 1) Ξ(λ − 1, αρ̂ − 1, αρ − 1)


and Γ(αρ̂)

Γ(1−αρ) 0
0 Γ(αρ)

Γ(1−αρ̂)

 κ̂−1(λ) =


Ξ(λ − α, αρ̂ − 1, αρ) Ξ(λ − α, αρ̂, αρ − 1)

Ξ(λ − α, αρ, αρ̂ − 1) Ξ(λ − α, αρ − 1, αρ̂)


−

(α − 1)
λ


Ξ(λ − α, αρ̂ − 1, αρ − 1) Ξ(λ − α, αρ̂ − 1, αρ − 1)

Ξ(λ − α, αρ − 1, αρ̂ − 1) Ξ(λ − α, αρ − 1, αρ̂ − 1)

 .
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13.3 Ladder MAP matrix potentials

As alluded to above, exploring the inverse ascending ladder MAP matrix expo-
nents is equivalent to exploring their associated potential measures. For x ≥ 0
and i, j ∈ {−1, 1}, we write

Ui, j(x) =

∫ ∞

0
P0,i(H+

t ≤ x, J+
t = j, t < ς) dt.

Recall the process H+ has a cemetery state +∞ and ς is the process lifetime,
which may otherwise be identified as L∞, where L is the local time of ξ − ξ
at 0; see the discussion in Section 11.3. Assuming that Ui, j(x) is absolutely
continuous on [0,∞), for i, j ∈ {−1, 1}, if we let ui, j(x) denote its density, then
U is the unique matrix valued function such that, for λ ≥ 0,∫ ∞

0
e−λxui, j(x)dx =

∫ ∞

0
E0,i[e−λH+

t , J+
t = j]dt = [κ−1(λ)]i, j.

Similarly, we can define the matrix Û (x) for the dual MAP and, when it exists,
we will write û for its density, in which case, it necessarily satisfies∫ ∞

0
e−λxûi, j(x)dx = [κ̂−1(λ)]i, j for each i, j = ±1, λ ≥ 0.

Using the previous two matrix Laplace transforms, the following result has
Theorem 13.3 as its corollary. (Indeed, we leave the very straightforward ver-
ification of this fact as an exercise for the reader). In order to state the next
result, we need to introduce the notation

χ(a, b, c; x) = xa(1 − x)b(1 + x)c, x ≥ 0,

and a, b, c ∈ R, so that, when the integral can be performed,∫ ∞

0
e−λxχ(a, b, c; e−x)dx = Ξ(λ + a − 1, b, c), λ > 0. (13.6)

Theorem 13.4. Under the conditions of Theorem 13.3, up to post-multiplication
by a strictly positive diagonal matrix, the the ascending ladder potentialU has
a density with respect to Lebesgue measure, given by the following relations.

(i) When α ∈ (0, 1), we have, for x ≥ 0,

u(x) =


χ(0, αρ − 1, αρ̂; e−x) χ(0, αρ, αρ̂ − 1; e−x)

χ(0, αρ̂, αρ − 1; e−x) χ(0, αρ̂ − 1, αρ; e−x)


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and  Γ(αρ̂)
Γ(1−αρ) 0

0 Γ(αρ)
Γ(1−αρ̂)

 û(x)

=


χ(1 − α, αρ̂ − 1, αρ; e−x) χ(1 − α, αρ̂, αρ − 1; e−x)

χ(1 − α, αρ, αρ̂ − 1; e−x) χ(1 − α, αρ − 1, αρ̂; e−x)

 .
(ii) When α = 1, we have for x ≥ 0, u(x) = û(x) and

u(x) =


χ(0,−1/2, 1/2; e−x) χ(0, 1/2,−1/2; e−x)

χ(0, 1/2,−1/2; e−x) χ(0,−1/2, 1/2; e−x)

 .
(iii) When α ∈ (1, 2), we have, for x ≥ 0,

u(x) =


χ(0, αρ − 1, αρ̂; e−x) χ(0, αρ, αρ̂ − 1; e−x)

χ(0, αρ̂, αρ − 1; e−x) χ(0, αρ̂ − 1, αρ; e−x)


− (α − 1)e−(α−1)x

∫ 1

e−x
du


χ(−α, αρ − 1, αρ̂ − 1; u) χ(−α, αρ − 1, αρ̂ − 1; u)

χ(−α, αρ̂ − 1, αρ − 1; u) χ(−α, αρ̂ − 1, αρ − 1; u)


and Γ(αρ̂)

Γ(1−αρ) 0
0 Γ(αρ)

Γ(1−αρ̂)

 û(x) =
χ(α − 1, αρ̂ − 1, αρ; e−x) χ(α − 1, αρ̂, αρ − 1; e−x)

χ(α − 1, αρ, αρ̂ − 1; e−x) χ(α − 1, αρ − 1, αρ̂; e−x)


− (α − 1)

∫ 1

e−x
du


χ(−α, αρ − 1, αρ̂ − 1; u) χ(−α, αρ − 1, αρ̂ − 1; u)

χ(−α, αρ̂ − 1, αρ − 1; u) χ(−α, αρ̂ − 1, αρ − 1; u)

 .
Just as we can construct an ascending ladder MAP (H+, J+), we can simi-

larly construct the descending ladder MAP, henceforth referred to as (H−, J−),
and accordingly we can talk about the associated descending ladder potential
matrixU−. On our way to proving Theorem 13.4, we will see that x 7→ U−i, j(x),
x ≥ 0, is differentiable, and we will pre-emptively denote by u− the derivative
matrix of U−. (Note, a priori, as an increasing function it is Lebesgue almost
everywhere differentiable.) Denote by κ− the MAP–exponent of (H−, J−). Our
means of accessing κ̂ will be via κ−.
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Lemma 13.5. Up to pre-multiplying by a strictly positive diagonal matrix,

κ−(λ) = κ̂(λ) λ ≥ 0. (13.7)

Proof By considering Ψ(0) = Q and πTQ = 0, we can derive

π ∝

[
sin(παρ)
sin(παρ̂)

]
. (13.8)

Using this expression for π, the identity Ψ̂(z) = ∆−1
π Ψ(−z)T∆π from (11.7)

and (13.3) a straightforward computation gives us the dual Matrix exponent

Ψ̂(z) =


−

Γ(α + iz)Γ(1 − iz)
Γ(αρ̂ + iz)Γ(1 − αρ̂ − iz)

Γ(α + iz)Γ(1 − iz)
Γ(αρ̂)Γ(1 − αρ̂)

Γ(α + iz)Γ(1 − iz)
Γ(αρ)Γ(1 − αρ)

−
Γ(α + iz)Γ(1 − iz)

Γ(αρ + iz)Γ(1 − αρ − iz)

 , (13.9)

which is well defined for Re(iz) ∈ (−α, 1). It is not hard to check, by inspecting
(13.9) and (13.3), that the simpler relation Ψ(−z) = Ψ̂(z) also holds, for z ∈ R.
As a consequence, the MAP (−ξ, J) is equal in law to (ξ̂, Ĵ). Since κ− and
κ̂ are the matrix Laplace exponent of the ascending ladder height processes
of the MAPs (−ξ, J) and (ξ̂, Ĵ), respectively, it follows that κ−(λ) = κ̂(λ) as
required. �

Note that (13.7) also implies that, when it exists, up to post-multiplication
by a strictly positive matrix,

û(x) = u−(x), x ≥ 0. (13.10)

Recalling (13.3), we can also verify by inspection that

Ψ̂(z) = ∆−1
π Ψ(z − i(α − 1))|ρ↔ρ̂ ∆π , z ∈ R, (13.11)

where ρ ↔ ρ̂ means that the roles of ρ and ρ̂ are exchanged. Although com-
plicated, this identity may also be verified by comparing the relationships be-
tween Ψ̂(z), Ψα−1(z) and Ψ◦(z) in the proofs of Theorems 12.2 and 12.7.

Writing out the Wiener–Hopf factorisation (11.24) in place of Ψ̂(z) and
Ψ(z − i(α − 1)) in (13.11), we see that

κ̂(λ) = ∆−1
π κ(λ + 1 − α)|ρ↔ρ̂ ∆π , λ ≥ 0, (13.12)

or equivalently,

κ(λ)−1 = [∆π κ̂(λ + α − 1)−1∆−1
π ]

∣∣∣
ρ↔ρ̂

, λ ≥ 0. (13.13)

Hence, referring back to (13.10), we have

u(x) = [e(1−α)x∆π u
−(x)∆−1

π ]
∣∣∣
ρ↔ρ̂

, x ≥ 0. (13.14)



13.3 Ladder MAP matrix potentials 341

When combining with (13.10) and (13.14), the following lemma proves
Theorem 13.4 (i). By taking Laplace transforms using (13.6), the lemma below
also gives us Theorem 13.3 (i).

Lemma 13.6. Suppose that α, ρ ∈ (0, 1). Then for all x ≥ 0, up to post-
multiplication by a strictly positive diagonal matrix,

 Γ(αρ̂)
Γ(1−αρ) 0

0 Γ(αρ)
Γ(1−αρ̂)

u−(x)

=


χ(1 − α, αρ̂ − 1, αρ; e−x) χ(1 − α, αρ̂, αρ − 1; e−x)

χ(1 − α, αρ, αρ̂ − 1; e−x) χ(1 − α, αρ − 1, αρ̂; e−x)

 .
Proof Let T−0 := inf{t ≥ 0 : ξt < 0} and recall from Section 6.4 that m is such
that |Xt | ≥ |Xm| for all t ≥ 0. Then we claim that, for i, j = {−1, 1} and y > 0,

Py,i(T−0 = ∞, Jϕ(m) = j) = U−i, j(y), (13.15)

where we recall that ϕ is the time change in the Lamperti–Kiu transform 11.3.
To see why, suppose that we write η−i , i = ±1 for the rates at which the de-
scending ladder MAP (H−, J−) is killed. Then, appealing to the compensation
formula for Markov additive Poisson point processes (see (A.47) in the Ap-
pendix), we have

Px,i
(
T−0 = ∞, Jϕ(m) = j

)
= E0,i

[
E0,i

[∑
t≥0

1(H−t−≤x, J−t = j)

∣∣∣∣σ(J−u : u ≥ 0)
]]

= E0,i

[ ∫ ∞

0
1(H−t−≤x, ,J−t−= j) dt

]
η−j

= U−i, j(x)η−j .

Since we know that the matrix potentialU−(x) is unique up to post-multiplication
by a strictly positive diagonal matrix, we may absorb the constant η−j into the
definition of U−i, j(x).

Now note that the event {T−0 = ∞, Jϕ(m) = 1} occurs if and only if {τ(−1,1) =

∞} and furthermore the point at which X is closest to the origin is positive, i.e.
Xm > 0. Thus {T−0 = ∞, Jϕ(m) = 1} occurs if and only if {Xm > 1} does. Using
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Theorem 6.13 and, specifically, (6.11), we have that

U−1,1(x) = Px,i(T−0 = ∞, Jϕ(m) = 1)

= Pex (Xm > 1) (13.16)

=
1
2

∫ ex

1
(ex + z)G′

(
ex

z

)
z−2dz

=
1
2

∫ ex

1
(1 + 1/u)G′(u)du,

where, for x > 1,

G(x) =
Γ(1 − αρ)

Γ(αρ̂)Γ(1 − α)

∫ (x−1)/(x+1)

0
tαρ̂−1(1 − t)−α dt,

and in the final equality we have used the substitution u = ex/z. Differentiating
the above equation we get that

u−1,1(x) =
1
2

(ex + 1)G′(ex)

=
Γ(1 − αρ)

2αΓ(1 − α)Γ(αρ̂)
(ex − 1)αρ̂−1(ex + 1)αρ. (13.17)

Similarly considering the event {T−0 = ∞, Jϕ(m) = −1} we get that

u−1,−1(x) =
1
2

(ex − 1)G′(ex) =
Γ(1 − αρ)

2αΓ(1 − α)Γ(αρ̂)
(ex − 1)αρ̂(ex + 1)αρ−1.

To derive the row u−
−1, j we can use −X in the computations above, which

implies that u−
−1, j is the same as u−1,− j albeit that the roles of ρ and ρ̂ are ex-

changed. This concludes the proof of the Lemma. �

The reader will note at this point that the expression for u(x) in the state-
ment of Theorem 13.4 (i) is not precisely what one obtains by performing the
calculation in (13.14). In fact, the matrix that emerges takes the form


Γ(1 − αρ̂)

Γ(αρ)
χ(0, αρ − 1, αρ̂; e−x)

Γ(1 − αρ)
Γ(αρ̂)

χ(0, αρ, αρ̂ − 1; e−x)

Γ(1 − αρ̂)
Γ(αρ)

χ(0, αρ̂, αρ − 1; e−x)
Γ(1 − αρ)

Γ(αρ̂)
χ(0, αρ̂ − 1, αρ; e−x)


and this is equal to the expression for u(x) in the statement of Theorem 13.4
(i) post multiplied by the matrix Γ(1−αρ̂)

Γ(αρ) 0
0 Γ(1−αρ)

Γ(αρ̂)

 .
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Following the calculations above, we establish the analogue of Lemma 13.6
for the case that α ∈ (1, 2), and hence the proof of Theorem 13.4 (iii). Since
α ∈ (1, 2) we have that τ{0} := inf{t ≥ 0 : Xt = 0} < ∞ and Xτ{0}− = 0 almost
surely. Hence, for the MAP (ξ, J), it is the case that ξ drifts to −∞. Recall that
m is the unique time on [0, τ{0}] such that

|Xm| ≥ |Xt | for all t < τ{0}.

We are interested in the quantity Xm as it allows us access to u(x), x ≥ 0.

Proof of Theorem 13.4 (iii). Let T +
0 := inf{t ≥ 0 : ξt > 0} then similarly to

(13.15) we can easily derive the analogous identity

P−y,i(T +
0 = ∞, Jϕ(m) = j) = Ui, j(y),

for i, j = {−1, 1} and y > 0. Similarly to the equality (13.16), we may appeal to
Theorem 6.14 to get that

u1,1(x)

=
d
dx
Pe−x (Xm ∈ (e−x, 1))

=
α − 1

2
d
dx

∫ 1

e−x
dz

1
zα

e(2−α)x
(
(e−x + z)G

′
( z
e−x

)
− (α − 1)e−xG

( z
e−x

))
=
α − 1

2
d
dx

∫ ex

1
du

1
uα

(
(1 + u)G

′
(u) − (α − 1)G (u)

)
=
α − 1

2
e−(α−1)x

(
(1 + ex)G

′
(ex) − (α − 1)G (ex)

)
=
α − 1

2
e−(α−1)x

(
(ex − 1)αρ−1(ex + 1)αρ̂ − (α − 1)G (ex)

)
, (13.18)

where

G(z) =

∫ z

1
(t − 1)αρ−1(t + 1)αρ̂−1dt =

∫ 1

1/z
χ(−α, αρ − 1, αρ̂ − 1; u)du

and in the third equality we have used the substitution u = z/e−x. Similar proofs
give u−1

i, j (x) for the remaining i, j and this gives us the proof of the first part of
Theorem 13.4 (iii).

As alluded to earlier, the proof of the first part of Theorem 13.3 (iii) will
follow by taking Laplace transforms. Indeed, a straightforward application of
Fubini’s Theorem and a change of variable shows that, for γ > α − 1,∫ ∞

0
e−γxG(ex)dx =

1
γ

Ξ(γ − α, αρ − 1, αρ̂ − 1), (13.19)
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where we recall Ξ was defined in (13.6). Moreover, using the substitution u =

e−x, one may also easily derive that∫ ∞

0
e−(λ+α−1)x(ex − 1)αρ−1(ex + 1)αρ̂dx = Ξ(λ − 1, αρ − 1, αρ̂).

Integrating (13.18) and using the previous two integral identities, we get that,
for λ ≥ 0,

κ−1
1,1(λ) =

α − 1
2

Ξ(λ − 1, αρ − 1, αρ̂) −
(α − 1)2

2(λ + α − 1)
Ξ(λ − 1, αρ − 1, αρ̂ − 1).

Laplace transforming u−1
i, j (x) for the remaining i, j similarly completes the

proof of Theorem 13.3 (iii).
Next we can appeal to (13.14) and (13.10) and note that, up to post-multiplication

by a strictly positive diagonal matrix,

û(x) = e(α−1)x∆−1
π u(x)|ρ↔ρ̂ ∆π , x ≥ 0.

In fact, the normalisation corresponding to the statement of the theorem means
that we choose to work with the definition

û(x) = e(α−1)x∆−1
π u(x)|ρ↔ρ̂ ∆π

 Γ(1−αρ)
Γ(αρ̂) 0

0 Γ(1−αρ̂)
Γ(αρ)

 , x ≥ 0. (13.20)

Appealing to the matrix algebra

∆−1
πM∆π

 Γ(1−αρ)
Γ(αρ̂) 0

0 Γ(1−αρ̂)
Γ(αρ)

 =

 Γ(1−αρ)
Γ(αρ̂) 0

0 Γ(1−αρ̂)
Γ(αρ)

M , (13.21)

where M is any 2 × 2 matrix, we also get the relation for the second part of
Theorem 13.4 (iii).

Similarly, by observing the relation (13.12) and post multiplying by the same
matrix as in (13.20), we get the κ̂−1(λ) in Theorem 13.3 (iii).

Finally, we deal with the case that α = 1. Recall that the process X is a
Cauchy process, which has the property that

lim sup
t→∞

|Xt | = ∞ and lim inf
t→∞

|Xt | = 0.

This means that the map (ξ, J) oscillates and hence the global minimum and
maximum both do not exist so that the previous methods cannot be used. In-
stead, we focus on a two sided exit problem as an alternative approach. Note,
the method we are about to describe also works for the other cases of α, how-
ever it is lengthy. �
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Proof of Theorem 13.4 (ii). We start by referring back to the conclusion of
Theorem 6.2, which tells us in particular that, for z ∈ (0, 1), 0 ≤ v ≤ u ≤ 1 and
y ≥ 0,

Pz(1 − Xτ+
1−
∈ du, 1 − Xτ+

1−
∈ dv, Xτ+

1
− 1 ∈ dy, τ+

1 < τ
−
0 )

=
1
π

z1/2(1 − v)1/2

(1 − u − z)1/2(v − u)1/2(1 − u)(v + y)2 du dv dy,

where τ−0 := inf{t ≥ 0 : Xt < 0}. We wish to integrate v out of the above
equation. To do this, we make the otherwise subtle observation that∫ 1

u
dv (1 − v)1/2(v − u)−1/2(v + y)−2

= (u + y)−2(1 − u)
∫ 1

0
dz (1 − z)1/2z−1/2

(
1 + z

1 − u
u + y

)−2

= (u + y)−2(1 − u)
π

2 2F1

(
2, 1/2, 2, −

1 − u
u + y

)
=
π

2
(u + y)−3/2(1 − u)(1 + y)−1/2,

where in the first equality we have used the substitution z = (v − u)/(1 − u). In
the second equality we have used the integral representation of the 2F1 function
and the final equality follows from the Euler–transformation (see the Appendix
for further clarification of these identities). Hence, for z ≤ 1, u ∈ [0, 1 − z) and
y ≥ 0,

Pz(Xτ+
1
− 1 ∈ dy, 1 − Xτ+

1−
∈ du, τ+

1 < τ
−
0 )

=
1
2

z1/2

(1 − u − z)1/2(1 + y)1/2(u + y)3/2 dudy. (13.22)

Next, we have that for z ∈ (−1, 1), u ∈ [0, (1 − z) ∨ 1) and y ≥ 0,

Pz(1 − Xτ+
1−
∈ du, Xτ+

1
− 1 ∈ dy, Xτ+

1−
> −Xτ+

1−
, τ+

1 < τ
−
−1)

=
∂

∂v
∂

∂y
Pz(1 − Xτ+

1−
≤ v, Xτ+

1
− 1 ≤ y, τ+

1 < τ
−
u−1)|v=u du dy

=
∂

∂v
∂

∂y
P z+1−u

2−u

(
1 − Xτ+

1−
≤

v
2 − u

, Xτ+
1
− 1 ≤

y
2 − u

, τ+
1 < τ

−
0

)
|v=u du dy

=
1
2

(2 − u)−2

(
z+1−u

2−u

)1/2(
1 − u

2−u −
z+1−u

2−u

)1/2 (
1 +

y
2−u

)1/2 (
u+y
2−u

)3/2 du dy

=
(1 − u + z)1/2

(1 − u − z)1/2

1
(2 − u + y)1/2(u + y)3/2 du dy, (13.23)
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where in the first equality we have used that the event {Xτ+
1−
> −Xτ+

1−
, 1−Xτ+

1−
∈

du} constrains X and is equivalent to {τ+
1 < τ

−
u−1, 1 − Xτ+

1−
∈ du}. In the second

equality we have used the scaling property of X and in the third equality we
have used (13.22).

For each x ≥ 0 and j = ±1,

∂

∂u
∂

∂y
P0, j(x − H+

Tx−
≤ u; H+

Tx
− x ≤ y; J+

Tx−
= 1; J+

Tx
= 1)

=
∂

∂u
∂

∂y
P j(Xτ+

ex− ≥ ex−u; Xτ+
ex ≤ ey+x; Xτ+

ex− > 0; τ+
ex < τ−−ex )

=
∂

∂u
∂

∂y
P je−x (Xτ+

1−
≥ e−u; Xτ+

1
≤ ey; Xτ+

1−
> 0; τ+

1 < τ
−
−1)

= ey−u (e−u + je−x)1/2

(e−u − je−x)1/2

1
(ey + e−u)1/2(ey − e−u)3/2 , (13.24)

where in the first equality we have related the associated events of the two-
sided exit problem to the first passage problem of the radial ascending ladder
MAP (H+, J+) and second equality we have used the scaling property of X and
in the final equality we applied (13.23).

In addition, appealing to the Markov additive Poisson point process structure
of jumps for (H+, J+), for any x > 0, u ∈ (0, x) and i = ±1,

P0,i(x − H+
Tx−
∈ du; J+

Tx−
= 1; J+

Tx
= 1)

= E0,i

∑
t>0

1(x−H+
t−∈ du, J+

t−=1)1(H+
t−+∆H+

t >x, J+
t =1)


= ui,1(x − u)n1(−ε(ζ) ∈ [u,∞))du, (13.25)

where ∆H+
t = H+

t −H+
t− and the excursion measure n1 with canonical excursion

ε : [0, ζ]→ R were introduced in Section 11.3.
Equation (13.24) together with (13.25) gives that for x ≥ 0,

u1,1(x − u)
u−1,1(x − u)

=
P0,1(x − H+

Tx−
∈ du; J+

Tx−
= 1; J+

Tx
= 1)/d

P0,−1(x − H+
Tx−
∈ du; J+

Tx−
= 1; J+

Tx
= 1)/du

=
1 + e−(x−u)

1 − e−(x−u) .

(13.26)
Next we claim that for any x ≥ 0,∑
i=±1

u1,i(x) = (1 − e−x)−1/2(1 + e−x)1/2 + (1 − e−x)1/2(1 + e−x)−1/2. (13.27)

To see why, we refer back to Section 5.7 in which it was shown that (|Xt | :
t ≥ 0) is a positive self-similar Markov process with index α. The sum on
the left-hand side of (13.27) is precisely the potential of the ascending ladder
height process of the Lévy process which underlies the Lamperti transform
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of |X|. We can verify that the potential of the ascending ladder height process
of this Lévy process has the form given by the right-hand side of (13.27) by
inspecting the Wiener–Hopf factorisation in (5.50). Specifically, the aforesaid
ascending ladder process has Laplace exponent which is proportional to Γ((λ+

1)/2)/Γ(λ/2), λ ≥ 0. Then the identity in (13.27) can be verified by checking
that, up to a multiplicative constant, its Laplace transform agrees with [Γ((λ +

1)/2)/Γ(λ/2)]−1, λ ≥ 0.
Now we can finish the proof. Notice first that the Cauchy process is sym-

metric, thus ui, j = u−i,− j for each i, j ∈ {1,−1}. Thus from (13.27) we get

∑
i=±1

ui,1(x) = (1 − e−x)−1/2(1 + e−x)1/2 + (1 − e−x)1/2(1 + e−x)−1/2. (13.28)

Solving the simultaneous equations (13.26) and (13.28) together with the fact
ui, j = u−i,− j gives the result for u. Finally we note from (13.12) that û = u.
This finishes the proof. �

13.4 Stationary limit of the radially reflected process

Proof of Theorem 13.2 Recall that (R, X) is a Markov process. For x ∈ [−1, 1]
and j = ±1, when it exists, define

µ j(dy) := lim
t→∞
Px(|Rt | ∈ dy; sgn(Rt) = j) y ∈ [0, 1].

Notice that the stationary distribution µ is given by

µ(A) = µ1(A ∩ [0, 1]) + µ−1(−A ∩ [0, 1]), (13.29)

for Borel A in [−1, 1], and hence it suffices to establish an identity for µ j. Here
we are pre-emptively assuming that each of the two measures on the right-hand
side are absolutely continuous with respect to Lebesgue measure and so there
is no ‘double counting’ at zero in (13.29).

Recall from the discussion following Theorem 13.2 that our strategy in-
volves the computation of stationary distribution of the pair (ξ − ξ, J). We thus
make our first steps in this direction. For i, j = ±1,

E0,i

[
e−λ(ξeq−ξeq ); Jeq = j

]
=

∑
k=±1

E0,i

[
e−λ(ξeq−ξeq ); Jmeq

= k, Jeq = j
]
,

where eq is an independent and exponentially distributed random variable with
rate q and meq is the unique time at which ξ obtains its maximum on the time
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interval [0, eq]. In the spirit of the computation in (11.21), we can appeal to
duality to show that

∫ 1

0
yλµ̃ j(dy) := lim

q↓0
E0,i

[
e−λ(ξeq−ξeq ); Jeq = j

]
= lim

q↓0

∑
k=±1

E0,i

[
e−λ(ξeq−ξeq ); Jmeq

= k, Jeq = j
]

= lim
q↓0

∑
k=±1

P0,i(Jmeq
= k)Ê0, j

[
e−λξeq ; Jmeq

= k
] π j

πk

=
∑
k=±1

Φ̂k(0, 0)[κ̂(λ)−1] j,k
π j

πk
,

where, in the fourth equality, we have used the conclusion of Theorem 11.10
and we have also used the fact that, meq converges to +∞ almost surely under
P0,i as q→ ∞ on account of the fact that lim supt→∞ |Xt | = ∞.

Since [κ̂(λ)−1] j,k is the Laplace transform of û j,k, and since the latter is de-
fined up to post multiplication by a strictly positive diagonal matrix, it now
follows that, there exist constants ck, for k = ±1, such that

dµ̃ j(y)
dy

∣∣∣∣∣∣
y=e−x

= π j

∑
k=±1

û j,k(x)ck, x ≥ 0.

Said another way,

µ̃ j(dy) =
π j

y

∑
k=±1

û j,k(− log y)ckdy, y ∈ [0, 1].

The constants ck, k = ±1, can be found by noting that, for j = ±1, µ j([0, 1]) =

π j and hence, for j = ±1,

c1

(∫ ∞

0
û j,1(x)dx

)
+ c−1

(∫ ∞

0
û j,−1(x)dx

)
= 1. (13.30)

With the help of the integral representation of the hypergeometric function 2F1

given in A.31 as well as the linear combination identity for hypergeometric
functions in A.32 of the Appendix, we have from the expression in Theorem
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13.4 (i) that∫ ∞

0
[û1,1(x) − û−1,1(x)]dx

=
Γ(1 − αρ)

Γ(αρ̂)

∫ 1

0
u−α(1 − u)αρ̂−1(1 + u)αρdu

−
Γ(1 − αρ̂)

Γ(αρ)

∫ 1

0
u−α(1 − u)αρ(1 + u)αρ̂−1du

=
Γ(1 − αρ)

Γ(αρ̂)
B(1 − α, αρ̂) 2F1(−αρ, 1 − α, 1 − αρ;−1)

−
Γ(1 − αρ̂)

Γ(αρ)
B(1 − α, αρ + 1) 2F1(1 − αρ̂, 1 − α, 2 − αρ̂;−1)

= Γ(1 − αρ)Γ(1 − αρ̂).

Now subtracting (13.30) with j = −1 from the the same equation with j = 1,
it appears that

Γ(1 − αρ)Γ(1 − αρ̂)(c1 − c−1) = 0,

which is to say, c1 = c−1.

In order to evaluate either of these constants, we appeal to the definition of
the Beta function (A.18) to compute∫ ∞

0
[û1,1(x) + û1,−1(x)]dx

=
Γ(1 − αρ)

Γ(αρ̂)

∫ 1

0

(
u−α(1 − u)αρ̂−1(1 + u)αρ + u−α(1 − u)αρ̂(1 + u)αρ−1

)
du

= 2
Γ(1 − αρ)

Γ(αρ̂)

∫ 1

0
u−α(1 − u)αρ̂−1(1 + u)αρ−1du

= 2α
Γ(1 − αρ)

Γ(αρ̂)

∫ 1

0
vαρ̂−1(1 − v)−αdv

= 2αΓ(1 − α),

where in the third equality, we have made the substitution v = (1 − u)/(1 + u).
It now follows from (13.30) that

c1 = c−1 =
1

2αΓ(1 − α)

and hence e.g. on y ∈ [0, 1],

µ̃(dy) =
2−απ

Γ(αρ)Γ(αρ̂)Γ(1 − α)[sin(παρ) + sin(παρ̂)]

×
{
y−α(1 − y)αρ̂−1(1 + y)αρ + y−α(1 − y)αρ̂(1 + y)αρ−1

}
.
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What is important about our formula for µ̃ is that it agrees with the nor-
malised stationary occupation measure of (exp(−(ξ − ξ)), J), which is consis-
tent with what general theory would predict, on the assumption that its limiting
distribution exists. This leads to the conclusion that the time-changed analogue
that we are interested in (exp(−(ξϕ − ξϕ)), Jϕ) also has a limiting distribution
which is equal to its normalised stationary occupation measure (see remarks in
the Comments section at the end of this chapter).

From the definition of the time change ϕ in the Lamperti–Kiu representation
of Theorem 11.3, we know that

dϕ(t) = eαξϕ(t) dt, t > 0,

see e.g. the calculation in the proof of Theorem 11.14. In particular, for t suffi-
ciently large so that Mt > 1,

f (Rt) dt = f
(
e−(ξs−ξs)Js

)
eαξs ds (13.31)

where s = ϕ(t). Acknowledging that µ is proportional to its stationary occupa-
tion measure, it follows that, for j = ±1 and some constant, K > 0,

µ j(dy) = Kyαµ̃ j(dy), y ∈ [−1, 1]. (13.32)

Note that

1 =

∫
[−1,1]

µ(dy)

= K
21−απ

Γ(αρ)Γ(αρ̂)Γ(1 − α)[sin(παρ) + sin(παρ̂)]

×

{∫ 1

0
(1 − y)αρ̂−1(1 + y)αρ−1dy +

∫ 1

0
(1 − y)αρ−1(1 + y)αρ̂−1dy

}
.

Appealing to the hypergeometric identity (A.32) in the Appendix, the curly
brackets is equal to

1
αρ̂

2F1(1 − αρ, 1, 1 + αρ̂;−1) +
1
αρ

2F1(1 − αρ̂, 1, 1 + αρ;−1)

=
1
αρ̂

1
αρ

(αρ 2F1(1 − αρ, 1, 1 + αρ̂;−1) + αρ̂ 2F1(1 − αρ̂, 1, 1 + αρ;−1))

= 2α−1 Γ(αρ)Γ(αρ̂)
Γ(α)

and hence

K =
[sin(παρ) + sin(παρ̂)]

sin(απ)
.
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In conclusion, we have that dµ(y)/dy is equal to

2−αΓ(α)
Γ(αρ)Γ(αρ̂)


(1 − y)αρ̂−1(1 + y)αρ + (1 − y)αρ̂(1 + y)αρ−1 if y ∈ [0, 1],

(1 − |y|)αρ(1 + |y|)αρ̂−1 + (1 − |y|)αρ−1(1 + |y|)αρ̂ if y ∈ [−1, 0).

as required. �

13.5 Deep factorisation of the stable process

For stable processes with two-sided jumps, Theorem 13.3 gives the explicit
elements of the factorisation of (13.3) in an inverse form as predicted by the
relation

−Ψ(iθ) = ∆−1
π κ̂(iθ)T∆πκ(−iθ), θ ∈ R. (13.33)

That is to say, Theorem 13.3 identifies the elements of the factorisation

−Ψ(iθ)−1 = κ(−iθ)−1∆−1
π [κ̂(iθ)−1]T∆π , θ ∈ R, (13.34)

It remains to ask whether the matrix exponents κ and κ̂ can be identified in
explicit form.

Recall that we indicated a direct identification of these factors from the left-
hand side of (13.33), i.e. the matrix (13.3), is deceptively difficult. It turns out
that the factors κ and κ̂ can nonetheless be found directly, albeit using a rather
complicated method, which remains beyond the scope of this book.

It is necessary to split the presentation of the deep factorisation in two cases
according to whether α ∈ (1, 2) or α ∈ (0, 1], respectively. As before, we
exclude the case of one-sided jumps. We recall that this boils down to whether
X can hit the origin or not. Note that it suffices to give a description of κ on
account of the relation (13.12).

To state our main results, we first need to introduce some notation. The
family of subordinator exponents (also known as Bernstein functions)

κq,p(λ) :=
∫ ∞

0
(1 − e−λx)

(q ∨ p) − 1
(1 − e−x)q(1 + e−x)p e−αxdx, λ ≥ 0, (13.35)

will be of use to us, where q, p ∈ {αρ, αρ+1, αρ̂, αρ̂+1} such that q+ p = α+1.
It is easy to verify that the above expression is indeed the Laplace exponent of a
subordinator as the associated Lévy density behaves like either x−αρ−1 or x−αρ̂−1

as x ↓ 0 and like e−αx as x ↑ ∞. With this information, it is also straightforward
to verify that the mean value κ′q,p(0+) is finite.
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Theorem 13.7. When α, ρ ∈ (0, 1), or α = 1 and ρ = 1/2, up to pre-
multiplication by a strictly positive diagonal matrix, the ascending ladder MAP
exponent is given by

κ(λ)

=


καρ+1,αρ̂(λ) +

sin(παρ̂)
sin(παρ)

κ′αρ̂,αρ+1(0+) −
sin(παρ̂)
sin(παρ)

καρ̂,αρ+1(λ)
λ

−
sin(παρ)
sin(παρ̂)

καρ,αρ̂+1(λ)
λ

καρ̂+1,αρ(λ) +
sin(παρ)
sin(παρ̂)

κ′αρ,αρ̂+1(0+)

 ,
for λ ≥ 0.

The next theorem deals with the case that α ∈ (1, 2). For this we need to
introduce another family of Bernstein functions. Define

φq,p(λ) =

∫ ∞

0
(1 − e−λu)

{
(q ∨ p) − 1

(1 − e−u)q(1 + e−u)p

−
(α − 1)

2(1 − e−u)q(1 + e−u)p

}
e−udu,

for λ ≥ 0, q, p ∈ {αρ, αρ + 1, αρ̂, αρ̂ + 1} such that q + p = α + 1. Note, again,
that the density in curly brackets can be verified to be positive in all cases and
is a Bernstein function since, as before, the associated Lévy density behaves
like either x−αρ−1 or x−αρ̂−1 as x ↓ 0 and like e−x as x ↑ ∞. Once again, it is also
subsequently straightforward to verify that the mean value φ′q,p(0+) is finite.

Theorem 13.8. When α ∈ (1, 2) and 0 < αρ, αρ̂ < 1, up to pre-multiplication
by a strictly positive diagonal matrix, the ascending ladder MAP exponent is
given by

κ(λ) =



sin(παρ)φαρ+1,αρ̂(λ + α − 1)
+ sin(παρ)φ′αρ̂,αρ+1(0+)

− sin(παρ̂)
φαρ̂,αρ+1(λ + α − 1)

λ + α − 1

− sin(παρ)
φαρ,αρ̂+1(λ + α − 1)

λ + α − 1
sin(παρ̂)φαρ̂+1,αρ(λ + α − 1)

+ sin(παρ̂)φ′αρ,αρ̂+1(0+)


,

for λ ≥ 0.

13.6 Comments

No explicit examples of MAP Wiener–Hopf factorisations were known to ex-
ist prior to the introduction of the deep factorisation in Kyprianou [124] who
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proved Theorems 13.7 and 13.8. The proofs of these two theorems identify the
matrix entries by considering the asymptotic upward (resp. downward) over-
shoots of the associated MAP. In turn, this is equivalent to understanding the
asymptotic behaviour of first exit out of (resp. first entrance into) intervals
of the stable process. This approach relies heavily on an application of the
Markov Additive Renewal Theorem. The latter has been explored in the past
by Kesten [104], Lalley [138] and Alsmeyer [3, 4].

In a follow up paper, Kyprianou et al. [132] addressed the inverse deep fac-
torisation. The presentation in Sections 13.1, 13.2, 13.3 and 13.4 are lifted
directly from there. It is worthy of note that the argument using (13.31), which
leads to the claim (13.32), can be formally justified using the use of Revuz
measures, see e.g. at the bottom of p.240 in [212].

Further developments with regard to the deep factorisation in the setting of
isotropic d-dimensional stable processes were also pursued in Kyprianou et al.
[134]. Details of that work will appear in the forthcoming chapters.
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Spatial fluctuations and the unit sphere

In this chapter, we restrict ourselves to the setting of the isotropic stable pro-
cesses in dimension d ≥ 2 with index α ∈ (0, 2), denoted, as always, by
X = (Xt, t ≥ 0), with probabilities Px, x ∈ Rd. We are mostly concerned
with the setting of first passage problems in relation to the interior and exte-
rior of the unit ball and the surface of the unit sphere. These are geometrical
domains that we can take natural advantage of in our analysis by appealing to
isotropy, classical techniques from potential analysis that involve inversions of
space through spheres and the Riesz-Bogdan-Żak transform. Finally we also
devote some attention to the setting of exit problems from general domains, ap-
pealing to a relatively straightforward numerical method, known as the walk-
on-spheres algorithm. This is based on the preceding results for first passage
problem for the unit ball.

14.1 Sphere inversions

Before handling any of the promised exit problems, let us start in this and the
next section by considering two remarkably simple but effective transforma-
tions which invert space through a given sphere in Rd. Later on in the chapter,
we will be particularly interested in how these spatial transformations can be
used to manipulate integrals (traditionally known as Riesz potentials) of the
kind

Uµ(x) =

∫
D
|x − y|α−dµ(dy), x ∈ Rd, (14.1)

where µ will take the form of various finite measures on D ⊆ Rd and α ∈ (0, 2).

Fix a point b ∈ Rd and a value r > 0. A homeomorphism of Rd\{b} defined

354
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by

x∗ = b +
r2

|x − b|2
(x − b), (14.2)

is called an inversion through the sphere Sd−1(b, r) := {x ∈ Rd : |x − b| =

r}. (Recall that we have already reserved the special notation Sd−1 to mean
Sd−1(0, 1).) Amongst the many properties of this inversion, the most important
is that the exterior of Sd−1(b, r) maps to its interior and vice versa; see Figure
14.1.

b
r

x1

x∗1
x2

x∗2

Figure 14.1 Inversion relative to the sphere Sd−1(b, r).

Straightforward algebra also tells us that

r2 = |x∗ − b||x − b|, (14.3)

which, in turn, also gives us that (x∗)∗ = x, for x ∈ Rd\{b} and, in particular,

x = b +
r2

|x∗ − b|2
(x∗ − b). (14.4)

Moreover, straightforward algebra using (14.2) and (14.4) gives us, for x, y ∈
R\{b},

|x∗ − y∗| =
√

(x∗ − y∗) · (x∗ − y∗) =
r2|x − y|
|x − b||y − b|

. (14.5)

Another very important fact about inversion through the sphere Sd−1(b, r) is
that a sphere which does not pass through or encircle b will always map to
another sphere. To see why, suppose that we consider the image of any sphere
Sd−1(c,R), for c ∈ Rd and R > 0, for which |c − b| > R, and denote its image
under inversion through Sd−1(b, r) by Sd−1

∗ (c,R). We can write Sd−1(c,R) =

{x ∈ Rd : |(x − b) − (c − b)|2 = R2}, which can otherwise be written as x ∈ Rd

such that

|x − b|2 − 2(x − b) · (c − b) + |c − b|2 = R2.



356 Spatial fluctuations and the unit sphere

c

b
b + λ(c− x)

0

R

r

Figure 14.2 The sphere Sd−1(c,R) maps to the sphere Sd−1
∗ (c,R) under inversion

through Sd−1(b, r).

From (14.3) and (14.4), after a little algebra, for x ∈ Sd−1(c,R),

|x∗ − b|2 − λ(x∗ − b) · (c − b) + λ2|c − b|2 = η2

where

λ = r2/(|c − b|2 − R2) and η2 = r4R2/(|c − b|2 − R2)2.

That is to say, S∗d(c,R) = {x∗ ∈ Rd : |(x∗ − (b + λ(c− b))|2 = η2} so that S∗d(c,R)
is mapped to another sphere.

b
c

Rr

Figure 14.3 The sphere Sd−1(c,R) maps to itself under inversion through
Sd−1(b, r) provided the former is orthogonal to the latter, which is equivalent to
r2 + R2 = |c − b|2. In particular, the area contained in the right-most shaded seg-
ment is mapped to the area in the left-most shaded segment and vice versa.

We note in particular that Sd−1
∗ (c,R) = Sd−1(c,R) if and only if λ = 1, in

other words, r2 + R2 = |c − b|2. This is equivalent to requiring that the spheres
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Sd−1(c,R) and Sd−1(b, r) are orthogonal, and therefore necessarily overlapping.
What is additionally interesting about this choice of Sd−1(c,R) is that its interior
maps to its interior and its exterior to its exterior.

14.2 Sphere inversions with reflection

A variant of the transformation (14.2) takes the form

x� = b −
r2

|x − b|2
(x − b), (14.6)

for a fixed b ∈ Rd and x ∈ Rd, which similarly has the self-inverse property
(14.4). It is also quite straightforward to show that

r2 = |x� − b||x − b|, (14.7)

and

|x� − y�| =
r2|x − y|
|x − b||y − b|

. (14.8)

still hold in the spirit of (14.3) and (14.5), respectively.

c
b

rR

Figure 14.4 The sphere Sd−1(c,R) maps to itself through Sd−1(b, r) via (14.6) pro-
viding |c − b|2 + r2 = R2. However, this time, the exterior of the sphere Sd−1(c,R)
maps to the interior of the sphere Sd−1(c,R) and vice versa. For example, the re-
gion in the exterior of Sd−1(c,R) contained in the left-most shaded region maps to
the portion of the interior of Sd−1(c,R) contained by the right-most shaded region.

Intuitively speaking x� performs the same sphere inversion as x∗, albeit with
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the additional feature that there is pointwise reflection about b. As such, any
sphere Sd−1(c,R) will map to another sphere, say Sd−1

� (c,R) so long as |c −
b| < R. We are again interested in choices of c and R such that Sd−1

� (c,R) =

Sd−1(c,R). This turns out to be possible so long as R2 = r2 + |c−b|2. Moreover,
in that case, the interior of Sd−1(c,R) maps to its exterior and its exterior to its
interior; see Figure 14.4.

To see how this is possible, we need to prove a new identity for x�. We claim
that

|x� − c|2 − R2 =
|x� − b|2

r2 (R2 − |x − c|2), x ∈ Rd (14.9)

Indeed, recalling that |x� − b||x − b| = r2, we can write

x = b +
(x − b)
|x − b|

|x − b| and x� = b − |x� − b|
(x − b)
|x − b|

.

Hence, as |b − c|2 + r2 = R2 and using again that |x� − b||x − b| = r2, we have

|x� − c|2 − R2 = |(x� − b) + (b − c)|2 − R2

= |x� − b|2 − 2|x� − b|
(x − b) · (b − c)
|x − b|

− r2

=
|x� − b|2

r2

(
r2 − 2(x − b) · (b − c) − |x − b|2

)
=
|x� − b|2

r2

(
R2 − |b − c|2 − 2|x − b|

(x − b)
|x − b|

· (b − c) − |x − b|2
)

=
|x� − b|2

r2

(
R2 − |x − c|2

)
, (14.10)

which proves (14.9).
It is now immediately apparent that |x�− c|2 < R2 if and only if |x− c|2 > R2,

and |x� − c|2 = R2 if and only if |x − c|2 = R2 which is to say that Sd−1
� (c,R) =

Sd−1(c,R) and that the interior of Sd−1(c,R) maps to its exterior and its exterior
maps to its interior as claimed.

14.3 First hitting of a sphere

Let us turn to the the problem of understanding the distribution of the position
of X on first hitting of the sphere Sd−1(0, a) = {x ∈ Rd : |x| = a}. To this end,
we introduce the notation

τ�a = inf{t > 0 : |Xt | = a},
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for a > 0. Moreover, we will writeσa(dz) for the surface measure on Sd−1(0, a),
normalised to have unit total mass.

Theorem 14.1. Define the function

h�a (x, y) =
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

||x|2 − a2|α−1ad−α

|x − y|α+d−2

for |x| , a, |y| = a and a > 0. Then, if α ∈ (1, 2),

Px(Xτ�a ∈ dy) = h�a (x, y)σa(dy)1(|x|,a) + δx(dy)1(|x|=a).

for |y| = a.

Before proving this theorem, we need to address a number of preliminary
results. Our first such result lays out a unique characterisation of the desired
hitting distribution. This serve as our principal mechanism for finding it.

Theorem 14.2. For |x|, a > 0, if α ∈ (1, 2), then

Px(τ�a < ∞)

=
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)


2F1((d − α)/2, 1 − α/2, d/2; |x|2/a2), a > |x|,

(
|x|
a

)α−d
2F1((d − α)/2, 1 − α/2, d/2; a2/|x|2), a ≤ |x|.

Otherwise, if α ∈ (0, 1], then Px(τ�a = ∞) = 1, for all |x| , a > 0.

Proof From Secion 5.7, we know that |X| is a positive self-similar Markov
process. Denote the underlying Lévy processes associated through the Lam-
perti transform by ξ with probabilities Px, x ∈ R.

Px(τ�a < ∞) = Plog |x|(τ{log a} < ∞) = P0(τ{log(a/|x|)} < ∞),

where τ{z} = inf{t > 0 : ξt = z}, z ∈ R. From this observation, we note the
ability of X to hit the sphere Sd−1(0, a) with positive probability, boils down to
the ability of ξ to hit points with positive probability. In this respect, Theorem
2.18 tells us that a necessary and sufficient condition is the integrability of
(1 + Ψ(z))−1 in (2.28).

The characteristic exponent of ξ is given by Theorem 5.21 and in particular,
appealing to (A.16),

1
Ψ(z)

=
1
2α

Γ(− 1
2 iz)

Γ( 1
2 (−iz + α))

Γ( 1
2 (iz + d − α))

Γ( 1
2 (iz + d))

∼ z−α (14.11)

uniformly on R as |z| → ∞. We thus conclude from (2.28) that each sphere
Sd−1(0, a) can be reached with positive probability from any x with |x| , a if
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and only if α ∈ (1, 2). Moreover, when α ∈ (1, 2), Lemma 2.19 gives us the
identity

Px(τ�a < ∞) =
uξ(log(a/|x|))

uξ(0)
, (14.12)

where, up to a multiplicative constant, the potential density uξ can be computed
via a Laplace inversion in the spirit of the computations completed in the proof
of Theorem 6.15.

To this end, we note (again from Theorem 5.21) that the Laplace exponent
−Ψ(−iz) of ξ is well defined for Re(z) ∈ (−d, α) with roots at 0 and α − d.
The transience of X for d ≥ 2 ensures that E[ξ1] > 0 and hence, as −Ψ(−iz) is
convex for real z, we easily deduce that Re(Ψ(−iz)) > 0 for Re(z) ∈ (α − d, 0).
In particular, it follows that the Laplace transform of uξ is well defined for
Re(z) ∈ (α − d, 0) as∫

R

ezxuξ(x)dx =

∫ ∞

0
e−Ψ(−iz)tdt =

1
Ψ(−iz)

.

We may thus compute uξ as a Laplace inversion in the form

uξ(x) =
1

2πi

∫
c+iR

e−zx

Ψ(−iz)
dz, x ∈ R,

providing c ∈ (α − d, 0).
As we have seen in other cases, this integral can be computed using rel-

atively straightforward residue calculus. Indeed, from (14.11) we note that
1/Ψ(−iz) has simple poles at {2n, n ≥ 0}, and {−2n − (d − α) : n ≥ 0}.

We can construct a contour integral, γR = {c + ix : |x| ≤ R} ∪ {c + Reiθ : θ ∈
(π/2, 3π/2)}, where c ∈ (α − d, 0); see Figure 14.5.

Residue calculus now gives us

1
2πi

∫ c+iR

c−iR

e−zx

Ψ(−iz)
dz

= −
1

2πi

∫
c+Reiθ:θ∈(π/2,3π/2)

e−zx

Ψ(−iz)
dz

+
∑

0≤n≤bRc

Res
(

e−zx

Ψ(−iz)
; z = −2n − (d − α)

)
. (14.13)

Now fix x ≤ 0. Appealing again to the uniform estimate (A.16), the assumption
x ≤ 0 and the fact that the arc length of {c + Reiθ : θ ∈ (π/2, 3π/2)} is πR, we
have ∣∣∣∣∣∣

∫
c+Reiθ:θ∈(π/2,3π/2)

e−xz

Ψ(−iz)
dz

∣∣∣∣∣∣ ≤ CR−(α−1) → 0
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R

−R

γR

c

0

−2− (d− α)

−(d− α)

Figure 14.5 The contour integral γR.

as R→ ∞ for some constant C > 0. By taking limits in (14.13), we now have

uξ(x) =
∑
n≥0

Res
(

e−zx

Ψ(−iz)
; z = −2n − (d − α)

)
. (14.14)

Using the residues of the gamma function in (A.11), that is, for n = 0, 1, · · · ,
Res(Γ(z); z = −n) = (−1)n/n!, we have in (14.14), for x ≤ 0,

uξ(x) = ex(d−α)
∞∑

n=0

(−1)n Γ(n + (d − α)/2)
Γ(−n + α/2)Γ(n + d/2)

e2nx

n!

= ex(d−α) Γ((d − α)/2)
Γ(α/2)Γ(d/2)

∞∑
0

((d − α)/2)n(1 − α/2)n

(d/2)n

e2nx

n!

= ex(d−α) Γ((d − α)/2)
Γ(α/2)Γ(d/2) 2F1((d − α)/2, 1 − α/2, d/2; e2x) (14.15)

where (a)n = Γ(n + a)/Γ(a) is the Pochhammer symbol and we have used the
relation (A.13) and the recursion formula for gamma functions.

Note in particular, this tells us that

uξ(0) =
Γ((d − α)/2)
Γ(α/2)Γ(d/2) 2F1((d − α)/2, 1 − α/2, d/2; 1)

=
Γ((d − α)/2)
Γ(α/2)Γ(d/2)

Γ(d/2)Γ(α − 1)
Γ(α/2)Γ((α + d)/2 − 1)
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Feeding (14.15) back in (14.12), we have thus established the asserted identity
for Px(τ�a < ∞) when a ≤ |x|.

To deal with the case a > |x|, we can appeal to the Riesz–Bogdan–Żak
transform in Theorem 12.8 to help us. Let us momentarily set a = 1 and note
that, for |x| < 1,

Px/|x|2 (τ�1 < ∞) = Ex

 |Xτ�1
|α−d

|x|α−d 1(τ�1<∞)

 =
1
|x|α−d Px(τ�1 < ∞) (14.16)

and hence,

Px(τ�1 < ∞) =
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

2F1((d − α)/2, 1 − α/2, d/2; |x|2).

To obtain from this the desired formula for Px(τ�a < ∞), where |x| < a, we
can appeal to a straightforward scaling argument. We leave the details to the
reader. �

Theorem 14.3. Suppose α ∈ (1, 2). For all x ∈ Rd,

Px(τ�1 < ∞) =
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

∫
Sd−1
|z − x|α−dσ1(dz). (14.17)

In particular, for all x ∈ Sd−1,∫
Sd−1
|z − x|α−dσ1(dz) =

Γ
(

d
2

)
Γ(α − 1)

Γ
(
α+d

2 − 1
)
Γ
(
α
2

) . (14.18)

Proof The key to the proof are two integral identities. The first states that, for
any 0 < |a| < 1 and ν > 0,∫ π

0

(sin θ)d−2

(a2 + 2a cos θ + 1)ν
dθ = π1/2

Γ
(

d−1
2

)
Γ
(

d
2

) 2F1

(
ν, ν −

d
2

+ 1,
d
2

; a2
)
. (14.19)

The second pertains to surface integrals over Sd−1 and states that, for non-
negative and measurable f on [0,∞),∫

Sd−1
f (x · z)σ1(dz) = π−1/2

Γ
(

d
2

)
Γ
(

d−1
2

) ∫ π

0
f (|x| cos θ)(sin θ)d−2dθ. (14.20)

Recalling the statement of Theorem 14.2, allowing a to play the role of −|x|,
setting r = 1 and taking ν = (d − α)/2 in (14.19) and

f (x · z) = (|x|2 − 2x · z + 1)−(d−α)/2 = |x − z|α−d,
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we can identify, for |x| < 1,

Px(τ�1 < ∞) =
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

2F1

(d − α
2

, 1 −
α

2
,

d
2

; |x|2
)

= π−1/2
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d−1
2

)
Γ(α − 1)

∫ π

0

sind−2 θ

(|x|2 + 2|x| cos θ + 1)(d−α)/2 dθ

=
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

∫
Sd−1

1
(|x|2 − 2x · z + 1)(d−α)/2σ1(dz)

=
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

∫
Sd−1
|x − z|α−dσ1(dz).

The case that |x| > 1 can be dealt with using the same application of the Riesz–
Bogdan–Żak from Theorem 12.8 as in (14.16) so that, recalling that Kx :=
x/|x|2 is self inverse and |Kx| = 1/|x|,

Px(τ�1 < ∞) = |x|α−dPKx(τ�1 < ∞)

=
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

∫
Sd−1
|x|α−d |Kx − Kz|α−dσ1(dz)

=
Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

∫
Sd−1
|x − z|α−dσ1(dz),

where we have used that, for z ∈ Sd−1, we have Kz = z and |Kx − Kz| =

|x − z|/(|x||z|) = |x − z|/|x|.
Finally the case that |x| = 1 is recovered by taking a limit as |x| → 1 in either

of the previous cases, which leads to (14.18). �

Lemma 14.4. Suppose that α ∈ (1, 2). Write µ�x (dy) = Px(Xτ�1
∈ dy) on Sd−1

where x ∈ Rd\Sd−1. Then the measure µ�x is the unique solution to

|x − y|α−d =

∫
Sd−1
|z − y|α−dµ(dz), y ∈ Sd−1. (14.21)

Proof We begin by recalling the expression for the resolvent of the stable
process in Theorem 3.11 which states that, due to transience,∫ ∞

0
Px(Xt ∈ dy)dt = C(α)|x − y|α−ddy, x, y ∈ Rd,

where C(α) is an unimportant constant in the following discussion. Suppose



364 Spatial fluctuations and the unit sphere

now that we fix an arbitrary y ∈ Sd−1. Then a straightforward application of the
strong Markov property tells us that, for x ∈ Rd\Sd−1,

∫ ∞

0
Px(Xt ∈ dy)dt = Ex

[
1(τ�1<∞)

∫ ∞

0
Pz(Xt ∈ dy)|z=Xτ�1

dt
]

= Ex

[
1(τ�1<∞)C(α)|Xτ�1

− y|α−d
]

dy

= C(α)
∫
Sd−1
|z − y|α−dPx(Xτ�1

∈ dz)dy,

which shows that µ�x is a solution to (14.21).
Let us now address the issue of uniqueness in (14.33). Suppose that ν is a

signed measure on Sd−1 which satisfies

∫
Sd−1

∫
Sd−1
|z − y|α−d |ν|(dz) |ν|(dy) < ∞. (14.22)

Here, we understand |ν| = ν+ + ν−, when we represent ν = ν+ − ν−. We claim
that ∫

Sd−1
|z − y|α−dν(dz) = 0 (14.23)

implies that that the measure ν ≡ 0. The significance of this claim is that
it would immediately imply that (14.21) has a unique solution in the class of
probability measures by setting ν = µ−µ�x , where µ(dy) is any other probability
measure supported on Sd−1 which solves (14.21). Indeed, with this choice of ν,
(14.22) holds on account of the fact that, for |x| , 1,∫

Sd−1

∫
Sd−1
|z − y|α−dµ�x (dz)µ(dy) =

∫
Sd−1
|x − y|α−dµ(dy) ≤ (1 + |x|)α−d,

where we have used rotational symmetry in the inequality so that the largest
value the integrand can take occurs when y = −x/|x| (note that α− d < 0 so we
need to minimise |x − y|).

Verifying the claim (14.23) is not too difficult. Indeed, if we write pt(z) for
the transition density of X, that is, Px(Xt ∈ dy) = pt(y − x)dy, then a standard
Fourier inverse tells us that, for x ∈ Rd,

pt(x) = (2π)−d
∫
Rd

eiθ·xe−|θ|
αtdθ.
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note that

C(α)
∫
Sd−1

∫
Sd−1
|z − y|α−d ν(dz) ν(dy)

=

∫
Sd−1

∫
Sd−1

∫ ∞

0
pt(z − y) dt ν(dz) ν(dy)

=

∫
Sd−1

∫
Sd−1

∫ ∞

0
(2π)−d

∫
Rd

eiθ·(z−y)e−|θ|
αtdθ dt ν(dz) ν(dy)

= (2π)−d
∫ ∞

0
dt

∫
Rd

dθ e−|θ|
αt

(∫
Sd−1

e−iθ·yν(dy)
) (∫

Sd−1
eiθ·zν(dz)

)
= (2π)−d

∫ ∞

0
dt

∫
Rd

dθ e−|θ|
αt |φ(θ)|2,

where φ(θ) =
∫
Sd−1 eiθ·zν(dz). The assumption that

∫
Sd−1 |z − y|α−dν(dz) = 0 thus

implies that φ ≡ 0, which, in turn, implies ν ≡ 0, as claimed, and hence (14.21)
has a unique solution. �

Proof of Theorem 14.1 As usual, a scaling argument means that it is suffi-
cient to deal with the case a = 1. First assume that |x| > 1. Starting with the
equality (14.18) we want to apply the transformation (14.2) through the sphere
Sd−1(x, (|x|2−1)1/2) remembering that this transformation maps Sd−1 to itself. If
we write y = rA(θ), where r = |y| > 0 and A(θ) = Arg(y) for parameterisation
θ = (θ1, · · · , θd−1), where θ j ∈ [0, π] and θd−1 ∈ [0, 2π) then

dy = rd−1J(θ)dθdr =
2πd/2

Γ(d/2)
rd−1σ1(dθ)dr, (14.24)

where J is the part of the Jacobian of y with respect to (r, θ) which depends
on θ and σ1(dy) is the surface measure on Sd−1 normalised to have unit mass.
Recall the transformation Kz = z/|z|2. Suppose now that we write z = wA(θ)
and set y = Kz = w−1A(θ), then, if we set r = w−1,

dy = rd−1J(θ)
∣∣∣
r=w−1 dθ

dr
dw

dw = w−2d · wd−1J(θ)dwdθ = |z|−2ddz. (14.25)

Now taking account of the fact that, transforming through the sphere Sd−1(x, (|x|2−
1)1/2), i.e. z 7→ z∗ = x + Kz̃, where z̃ = (1− |x|2)−1(z− x), we can work with the
differential change of Cartesian variables

dz∗ = (|x|2 − 1)2d |z − x|−2d
d∏

i=1

dzi

(|x|2 − 1)
= (|x|2 − 1)d |z − x|−2ddz, (14.26)

where z = (z1, · · · , zd). In particular, writing z = rA(θ) and z∗ = r∗A(θ∗), and
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appealing to (14.24) and (14.5), this tells us that

2πd/2

Γ(d/2)
(r∗)d−1σ1(dθ∗)dr∗ =

{
2πd/2

Γ(d/2)
(|x|2 − 1)d−1

|z − x|2d−2 rd−1σ1(dθ)
}{

(|x|2 − 1)
|z − x|2

dr
}
.

In particular, we note that since |z∗| = 1 if and only if |z| = 1, then we can
identify the change of variable in the surface measure σ1 satisfies

σ1(dz∗) =
(|x|2 − 1)d−1

|z − x|2d−2 σ1(dz), z ∈ Sd−1.

Taking account of (14.3), this can equivalently be written as

1
|z∗ − x|d−1σ1(dz∗) =

1
|z − x|d−1σ1(dz), z ∈ Sd−1. (14.27)

Returning to (14.18), with the help of (14.5) and (14.3) for the transforma-
tion (14.2) in Sd−1(x, (|x|2 − 1)1/2) and (14.27), this gives us for x ∈ Rd\Sd−1

and y ∈ Sd−1,

Γ
(

d
2

)
Γ(α − 1)

Γ
(
α+d

2 − 1
)
Γ
(
α
2

) =

∫
Sd−1
|z∗ − x|d−1|z∗ − y∗|α−d σ1(dz∗)

|z∗ − x|d−1

=
(|x|2 − 1)α−1

|y − x|α−d

∫
Sd−1

|z − y|α−d

|z − x|α+d−2σ1(dz), (14.28)

where we recall that the transformation (14.2) maps Sd−1 to itself. In other
words,

|x − y|α−d =

∫
Sd−1
|z − y|α−d

Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

(|x|2 − 1)α−1

|z − x|α+d−2 σ1(dz),

which, by the uniqueness given in Lemma 14.4, establishes the statement of
the theorem for |x| > 1.

Finally for the case |x| < 1, we can appeal to similar reasoning as in the
proof of Theorem 14.2 and use the Riesz–Bogdan–Żak transform to establish
the identity. The details are left to the reader. �

Remark 14.5. Although we have excluded the setting that X is a Brownian
motion, that is, the case α = 2, our analysis can be easily adapted to include
it. In that case, the conclusion of Theorems 14.1 and 14.2 provide us with the
classical Newtonian Poisson potential formula. Indeed, for |x| < a,

Px(τ�a < ∞) = 1 =

∫
Sd−1(0,a)

ad−2(a2 − |x|2)
|z − x|d

σa(dz). (14.29)
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Similarly we can also reproduce the classical conclusion for the case that X is
a Brownian motion that, for |x| > a,

Px(τ�a < ∞) =

(
|x|
a

)2−d

=

∫
Sd−1(0,a)

ad−2(|x|2 − a2)
|z − x|d

σa(dz). (14.30)

The identities (14.29) and (14.30) will be of use later.

Next we turn our attention to deriving the resolvent of the stable process
killed on hitting Sd−1. We will appeal to the simple principle of path counting.
To this end, write the associated resolvent measure as

U�(x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ�1 )dt, x, y ∈ Rd\Sd−1.

Theorem 14.6. Suppose we write Q(x) = Px(τ� < ∞), for x ∈ Rd. Then, for
all x, y ∈ Rd\Sd−1,

U�(x, dy) = 2−απ−d/2 Γ((d − α)/2)
Γ(α/2)

|x − y|α−d
(
1 − Q

(
y

|y − x|

∣∣∣∣∣x − y
|y|2

∣∣∣∣∣)) dy.

Proof Let us preemptively assume that U�(x, dy) has density with respect
to Lebesgue measure, written u�(x, y), x, y ∈ Rd\Sd−1. As alluded to above,
straightforward path counting and the strong Markov property tells us that

u�(x, y) = Cα|x − y|α−d −Cα

∫
Sd−1
|z − y|α−dh�1 (x, z)σ1(dz),

where for convenience we have written Cα = 2−απ−d/2Γ((d − α)/2)/Γ(α/2). In
order to deal with the integral on the right-hand side above, we need to split
our computations into the cases that |x| < 1 and |x| > 1.

First assume that |x| > 1. We appeal to a sphere inversion of the type (14.2)
via the sphere Sd−1(x, (|x|2 − 1)1/2) in a manner similar to the computation in
(14.28). Indeed, reading only the second equality of (14.28), we see that

Cα

∫
Sd−1
|z − y|α−dh�1 (x, z)σ1(dz)

= Cα

Γ
(
α+d

2 − 1
)
Γ
(
α
2

)
Γ
(

d
2

)
Γ(α − 1)

|x − y|α−d
∫
Sd−1
|z∗ − y∗|α−dσ1(dz∗)

= Cα|x − y|α−dQ(y∗),

where in the second equality above, we have used Theorem 14.3. Recalling
that y∗ = x + (|x|2 − 1)(y − x)/|y − x|2, a straightforward piece of algebra tells
us that

|y∗|2|y − x|2 = |y|2
∣∣∣∣∣x − y

|y|2

∣∣∣∣∣2
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and the result follows as soon as we note that isometry implies that Q(y∗) =

Q(|y∗|y/|y|).
For the case that |x| < 1, we can again appeal to the Riesz–Bogdan–Żak

transform in Theorem 12.7. Recall that this transform states that, for x , 0,
(KXη(t), t ≥ 0) under PKx is equal in law to (Xt, t ≥ 0) under P◦x, where η(t) =

inf{s > 0 :
∫ s

0 |Xu|
−2αdu > t}. Noting that, since

∫ η(t)
0 |Xu|

−2αdu = t, if we write
s = η(t), then

|Xs|
−2αds = dt, t > 0,

and hence we have that, for |x| < 1 and x ∈ Rd\Sd−1,∫
Rd

f (y)
|y|α−d

|x|α−d u�(x, y)dy =

∫ ∞

0
Ex

[
|Xt |

α−d

|x|α−d f (Xt); t < τ�
]

dt

= E◦x

[∫ ∞

0
f (Xt)1(t<τ�)dt

]
= EKx

[∫ ∞

0
f (KXs)1(s<τ�)|Xs|

−2αds
]

=

∫
Rd

f (Ky)|y|−2αu�(Kx, y)dy

=

∫
Rd

f (z)|z|2(α−d)u�(Kx,Kz)dz,

where we recall that Kx = x/|x|2 and we have used (14.25) in the final equality.
We can now appeal to the expression we have just derived for u� previously on
account of the fact that |Kx| = 1/|x| > 1. Equation (14.5) for the transform K
tells us that |Ky−Kx| = |x−y|/|x||y|. Hence we have for |x| < 1 and y ∈ Rd\Sd−1,

u�(x, y) = Cα|x|α−d |y|α−d |Kx − Ky|α−d
(
1 − Q

(
Ky

|Ky − Kx|
|Kx − KKy|

))
= Cα|x − y|α−d

(
1 − Q

(
y

|y − x|
|x − Ky|

))
as required. �

14.4 First entrance and exit of a ball

Let us start by defining the stopping times

τ⊕a := inf{t > 0 : |Xt | < a} and τ	a := inf{t > 0 : |Xt | > a}.

for a > 0. Recall that X is transient in dimension d ≥ 2 and hence Px(τ⊕a <

∞) < a for all |x| ≥ a and Px(τ	a < ∞) = 1 for all |x| ≤ 1.
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We will first establish the distribution of Xτ	a and then use the Riesz–Bogdan–
Żak transform to give directly the distribution of Xτ⊕a . The fact that the Riesz–
Bogdan–Żak transform lies behind the relationship between the distributions
of Xτ	a and Xτ⊕a should reassure the reader that one uses a single function, albeit
with symmetries relative to the ball of unit radius, to describe both.

Theorem 14.7. Define the function

ga(x, y) = π−(d/2+1) Γ(d/2) sin(πα/2)

∣∣∣a2 − |x|2
∣∣∣α/2∣∣∣a2 − |y|2
∣∣∣α/2 |x − y|−d

for x, y ∈ Rd\Sd−1 and a > 0.

(i) Suppose that |x| < a, then

Px(Xτ	a ∈ dy) = ga(x, y)dy, |y| ≥ a. (14.31)

(ii) Suppose that |x| > a, then

Px(Xτ⊕a ∈ dy, τ⊕a < ∞) = ga(x, y)dy, |y| ≤ a. (14.32)

The proof of the above theorem is quite involved and we need to pass first
through an intermediate result, which offers an analogous approach to the use
of Lemma 14.4 in proving Theorem 14.1. We omit its proof as it follows an
almost identical thread to that of Lemma 14.4.

Lemma 14.8. Uniquely in the class of probability distributions supported on
the exterior of Sd−1, we have that, for |x| < 1, µ	x (dz) := Px(Xτ	1

∈ dz) solves

|x − y|α−d =

∫
|z|≥1
|z − y|α−dµ(dz), |y| > 1. (14.33)

and, for |x| > 1, again uniquely in the class of probability distributions sup-
ported on the interior of Sd−1, µ⊕x (dz) := Px(Xτ⊕1

∈ dz, τ⊕1 < ∞) solves

|x − y|α−d =

∫
|z|≤1
|z − y|α−dµ(dz), |y| < 1. (14.34)

We now turn our attention to showing that the unique solution to (14.33) and
(14.34) are given by µ	x (dz) = g1(x, z)dz, |z| > 1 > |x| and µ⊕x (dz) = g1(x, z)dz,
|z| < 1 < |x|, respectively.

Proof of Theorem 14.7 (i) We only give the proof in the case that a = 1. The
proof for general a > 0 is achieved using the scaling property. For example,
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for Borel set D and |x| < 1,∫
D

ga(x, z)dz = Px(Xτ	a ∈ D)

= Px/a(Xτ	1
∈ a−1D)

=

∫
a−1D

g1(x/a, z)dz

=

∫
D

g1(x/a, y/a)a−ddy

Hence ga(x, y) = g1(x/a, y/a)/ad.
For the case a = 1, the proof is complete as soon as we can verify that

|x − y|α−d = cα,d

∫
|z|≥1
|z − y|α−d |1 − |x|

2|α/2

|1 − |z|2|α/2
|x − z|−ddz (14.35)

for |y| > 1 > |x|, where

cα,d = π−(1+d/2) Γ(d/2) sin(πα/2).

Starting with the integral on the right-hand side of (14.35), we will appeal
to the transformation (14.6) through the sphere Sd−1(x, (1 − |x|2)1/2), noting in
particular that

|z� − y�| = (1 − |x|2)
|z − y|

|z − x||y − x|
and |z|2 − 1 =

|z − x|2

1 − |x|2
(1 − |z�|2) (14.36)

where the second identity comes from (14.10). A similar analysis of the differ-
ential calculus associated to (14.6) gives us

dz� = (1 − |x|2)d |z − x|−2ddz, z ∈ Rd (14.37)

just as in (14.26).
Now we can use (14.36) and (14.37) to compute, for |x| < 1 < |y|,

cα,d

∫
|z|≥1
|z − y|α−d |1 − |x|

2|α/2

|1 − |z|2|α/2
|x − z|−ddz

= cα,d |y − x|α−d
∫
|z� |≤1

|z� − y�|α−d

|1 − |z�|2|α/2
dz�. (14.38)

Next we perform another transformation of the type (14.6), albeit through
the sphere Sd−1(y�, (1 − |y�|2)1/2). In a similar fashion to the calculation that
led to the right-hand side of (14.38), using (14.7) and the second equality in
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(14.36) we obtain

cα,d

∫
|z|≥1
|z − y|α−d |1 − |x|

2|α/2

|1 − |z|2|α/2
|x − z|−ddz

= cα,d |y − x|α−d
∫
|w|≥1

|1 − |y�|2|α/2

|1 − |w|2|α/2
|w − y�|−ddw. (14.39)

The question now remains as to whether the integral on the right-hand side
of (14.39) is equal to 1/cα,d. We resolve this issue by recalling that the surface
of a sphere of radius r is given by 2πd/2rd−1/Γ(d/2). Moreover, writing, for
|y�| < 1, ∫

|w|≥1

1
|1 − |w|2|α/2

|w − y�|−ddw

=
2πd/2

Γ(d/2)

∫ ∞

1
rd−1dr

∫
Sd−1(0,r)

1
|1 − |z|2|α/2

|z − y�|−dσr(dz)

=
2πd/2

Γ(d/2)

∫ ∞

1

rd−1dr
|1 − r2|α/2

∫
Sd−1(0,r)

|z − y�|−dσr(dz) (14.40)

where σr(dz) is the surface measure on Sd−1(0, r), normalised to have unit total
mass. In order to continue, we recall Remark 14.5, in particular the Newtonian
Poisson formula (14.29) which∫

Sd−1(0,r)

rd−2(r2 − |y�|2)
|z − y�|d

σr(dz) = 1, |y�| < 1 < r. (14.41)

The identity (14.41) allows us to continue to develop the right-hand side of
(14.40) so that we have∫

|v|≥1

1
|1 − |w|2|α/2

|v − y�|−ddw =
πd/2

Γ(d/2)

∫ ∞

1

2r
(r2 − 1)α/2(r2 − |y�|2)

dr.

(14.42)
A further change of variable, first s = (r2 −1)/(1− |y�|2) and the representation
of the beta function in (A.18)∫ ∞

1

2r
(r2 − 1)α/2(r2 − |y�|2)

dr =
1

(1 − |y�|2)α/2

∫ ∞

0
s−α/2(1 + s)−1ds

=
1

(1 − |y�|2)α/2
Γ(α/2)Γ(1 − α/2)

=
π

sin(απ/2)
1

(1 − |y�|2)α/2
.

Plugging back into (14.42), and then into (14.39), we end up with∫
|z|≥1
|z − y|α−d |1 − |x|

2|α/2

|1 − |z|2|α/2
|x − z|−ddz =

π1+d/2

Γ(d/2) sin(απ/2)
=

1
cα,d
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as required.
The identity (14.35) is thus affirmed for all |x| < 1 < |y| and hence the first

part of Theorem 14.7 is proved. �

Proof of Theorem 14.7 (ii) As with the case of part (i), a standard scaling ar-
gument allows us to reduce the proof to the case that a = 1. In that case, we
can appeal to the Riesz–Bogdan–Żak transform in Theorem 12.8 and note that
for Borel set D ⊆ {u : |u| ≤ 1} and |x| > 1,

Px(Xτ⊕1
∈ D) = P◦Kx(KXτ	1

∈ D),

where we recall that Kx = x/|x|2 and P◦x, x , 0, is the result of the Doob
h-transform in (12.9). It follows that

Px(Xτ⊕1
∈ D)

=

∫
KD

|y|α−d

|Kx|α−d g1(Kx, y)dy

= cα,d

∫
KD
|z|d−α|Kx|d−α

|1 − |Kx|2|α/2

|1 − |y|2|α/2
|Kx − y|−ddy

= cα,d

∫
D
|z|2d |1 − |x|

2|α/2

|1 − |z|2|α/2
|x − z|−d |z|−2ddz (14.43)

where KD = {Kx : x ∈ D} and we have used the change of variable y = Kz
together with (14.25) in the final equality. The required identity now follows
directly from (14.43). �

Recalling that in dimensions d ≥ 2, the stable process is transient, it makes
sense to compute the probability that the ball of radius a around the origin is
never entered. That is to say, to compute the total mass of the measure µ⊕. Nat-
urally one can do this by marginalising the distribution given in Theorem 14.7,
however it turns out to be simpler to make use of the Lamperti representation
of |X|.

Lemma 14.9. We have for |x| > a,

Px(τ⊕a = ∞) =
Γ(d/2)

Γ((d − α)/2)Γ(α/2)

∫ (|x|2/a2)−1

0
(u + 1)−d/2uα/2−1du.

Proof From Theorem 5.21 we have the Wiener-Hopf factorisation of the
characteristic exponent of ξ, the Lévy process appearing in the Lamperti trans-
form of |X|. In particular, its descending ladder height process has Laplace
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exponent given by Γ((λ + d − α)/2)/Γ((λ + d)/2), λ ≥ 0. If we denote its de-
scending ladder height potential measure by U−ξ , then, from (2.38), we have
that ∫

[0,∞)
e−λxU−ξ (dx) =

Γ((λ + d)/2)
Γ((λ + d − α)/2)

, λ ≥ 0.

In light of Corollary 4.3, this transform can be inverted explicitly and, pre-
emptively assuming that it has a density, denoted by u−ξ (x), x ≥ 0, we have∫

[0,∞)
e−2λxu−ξ (x)dx =

∫ ∞

0
e−λx 1

Γ(α/2)
e−(d−α)x/2(1 − e−x)α/2−1dx,

so that

U−ξ (dx) =
2

Γ(α/2)
e−(d−α)x(1 − e−2x)α/2−1dx.

Next, with the help of Lemma 2.26 we note that

Px(τ⊕a < ∞) =
Γ((d − α)/2)
Γ(d/2)Γ(α/2)

∫ ∞

log(|x|/a)
2e−(d−α)y(1 − e−2y)α/2−1dy

=
Γ((d − α)/2)
Γ(d/2)Γ(α/2)

∫ ∞

(|x|/a)2−1
(u + 1)−d/2uα/2−1du

where, in the second equality, we have made the substitution u = e2y − 1.
Recalling from (A.18) that

Γ(d/2)Γ(α/2)
Γ((d − α)/2)

=

∫ ∞

0
(u + 1)−d/2uα/2−1du,

the proof is complete. �

The conclusion of Theorem 14.7 also gives us the opportunity to study the
the potentials

U	a (x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ	a )dt

and

U⊕a (x, dy) =

∫ ∞

0
Px(Xt ∈ dy, t < τ⊕a )dt,

for |x|, |y| < a and |x|, |y| > a, respectively.

Theorem 14.10. For a > 0, define the function

ua(x, y) = 2−απ−d/2 Γ(d/2)
Γ(α/2)2 |x − y|α−d

∫ ζa(x,y)

0
(u + 1)−d/2uα/2−1du, (14.44)

where ζa(x, y) = (a2 − |x|2)(a2 − |y|2)/a2|x − y|2.
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(i) In the case that |x|, |y| < a,

U	a (x, dy) = ua(x, y)dy.

(ii) In the case that |x|, |y| > a,

U⊕a (x, dy) = ua(x, y)dy.

Proof As with Theorem 14.7, it suffices to consider the case that a = 1 thanks
to scaling. The method of the proof of the first part boils down to counting
paths. More precisely, suppose we momentarily assume density of U	1 (x, dy)
exists, for |x|, |y| < a, and write it as u	1 (x, y). we have by the strong Markov
property that,

κα,d |x − y|α−d = u	1 (x, y) +

∫
|z|>1

κα,d |z − y|α−dµ	x (dz),

for |x|, |y| < 1, where κα,d = 2−απ−d/2Γ((d − α)/2)/Γ(α/2). To complete the
proof, it thus suffices to show that

|x − y|α−d −

∫
|z|>1
|z − y|α−dg1(x, z)dz

=
Γ(d/2)

Γ(α/2)Γ((α − d)/2)
|x − y|α−d

∫ ζ1(x,y)

0
(u + 1)−d/2uα/2−1du, (14.45)

where we recall that the kernel g1 was given in Theorem 14.7. To this end,
start with the integral on the left-hand side of (14.45). From (14.38) we have
already shown that, by performing the transformation (14.6) through the sphere
Sd−1(x, (1 − |x|2)1/2),∫

|z|>1
|z − y|α−dg1(x, z)dz

= π−(d/2+1) Γ(d/2) sin(πα/2)
∫
|z|≥1
|z − y|α−d |1 − |x|

2|α/2

|1 − |z|2|α/2
|x − z|−ddz

= π−(d/2+1) Γ(d/2) sin(πα/2)|y − x|α−d
∫
|w|≤1

|w − y�|α−d

|1 − |w|2|α/2
dw. (14.46)

Next, we want to apply the transformation (14.2) through the sphere Sd−1(y�, (|y�|2−
1)1/2), noting that a similar calculation to the one in (14.10) will give us that,
if w∗ = y� + |w − y�|−2(w − y�)(|y�| − 1), then

|w∗|2 − 1 =
|w − y�|
|y�|2 − 1

(|w|2 − 1)

and also a similar calculation to the one in (14.26) shows us that

dw∗ = (|y�|2 − 1)d |w − y�|−2ddw.
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Following the manipulations in (14.40) and (14.42), albeit using (14.30) in
place of (14.29), recalling that |y�| > 1, we get∫

|w|≤1

|w − y�|α−d

|1 − |w|2|α/2
dw

=

∫
|w∗ |≤1

(|y�|2 − 1)α/2

|1 − |w∗|2|α/2
|w∗ − y�|−ddw∗

=
2πd/2

Γ(d/2)
(|y�|2 − 1)α/2

∫ 1

0

rd−1dr
(1 − r2)α/2

∫
Sd−1(0,r)

|z − y�|−dσr(dz)

=
πd/2

Γ(d/2)
(|y�|2 − 1)α/2

∫ 1

0

2r
(1 − r2)α/2(|y�|2 − r2)

(
|y�|
r

)2−d

dr

=
πd/2

Γ(d/2)
(|y�|2 − 1)α/2|y�|2−d

∫ 1

0
vd/2−1(1 − v)−α/2(|y�|2 − v)−1dv,

(14.47)

where we have made the change of variable v = r2 in the final equality. Note
however that, with the help of (A.31), (A.33) and (A.35) the integral on the
right-hand side of (14.47) satisfies∫ 1

0
vd/2−1(1 − v)−α/2(|y�|2 − v)−1dv

= |y�|−2 Γ(d/2)Γ(1 − α/2)
Γ(1 + (d − α)/2) 2F1(1, d/2, 1 + (d − α)/2; |y�|−2)

= |y�|−2(1 − |y�|−2)−α/2
Γ(d/2)Γ(1 − α/2)
Γ(1 + (d − α)/2)
× 2F1((d − α)/2, 1 − α/2, 1 + (d − α)/2; |y�|−2)

=
Γ(d/2)Γ(1 − α/2)

Γ((d − α)/2)
|y�|d−2(|y�|2 − 1)−α/2

×

∫ |y� |−2

0
s

(d−α)
2 −1(1 − s)

α
2 −1ds (14.48)

Now putting (14.48) into (14.47), then into (14.46) and the latter into the left-
hand side of (14.45), we get

|x − y|α−d

1 − Γ(d/2)
Γ(α/2)Γ((d − α)/2)

∫ |y� |−2

0
s

(d−α)
2 −1(1 − s)

α
2 −1ds


=

Γ(d/2)
Γ(α/2)Γ((d − α)/2)

|x − y|α−d
∫ 1

|y� |−2
s

(d−α)
2 −1(1 − s)

α
2 −1ds

=
Γ(d/2)

Γ(α/2)Γ((d − α)/2)
|x − y|α−d

∫ |y� |2−1

0
(1 + u)−

d
2 u

α
2 −1du
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where, in the final equality, we made the change of variables u = (1 − s)/s.
Recalling from the second equality in (14.36) that |y�|2 − 1 = ζ1(x, y), we
finally come to rest at the conclusion that the left-hand side of (14.45) agrees
with the required right-hand side, thus completing the proof.

For part (ii) of the theorem we set a = 1 as usual, with the general case
deduced by scaling. We can use similar reasoning as in the proof of Theorem
14.6 and note from the Riesz–Bogdan–Żak transform in Theorem 12.7 that

|Xs|
−2αds = dt, t > 0.

Hence, for |x| > 1,∫
|y|>1

|z|α−d

|x|α−d u⊕1 (x, z) f (z)dz = E◦x

∫ τ⊕1

0
f (Xt)dt


= EKx

∫ τ	1

0
f (KXη(t))dt


= EKx

∫ τ	1

0
f (KXs)|Xs|

−2αds


=

∫
|y|<1

u	1 (Kx, y) f (Ky)|y|−2αdy

where we have pre-emptively assumed that the resolvent associated to (11.19)
has a density, which we have denoted by u⊕1 (x, y). In the integral on the right-
hand side above, we can make the change of variables y = Kz, which is equiv-
alent to z = Ky. Noting that dy = dz/|z|2d, we get∫

|y|>1

|z|α−d

|x|α−d u⊕1 (x, z) f (z)dz =

∫
|z|>1

u	1 (Kx,Kz) f (z)
|z|2α

|z|2d dz,

from which, together with the help of identity (14.44), we can conclude that a
density for U⊕1 does indeed exist and, for |x|, |z| > 1,

u⊕1 (x, z) =
|x|α−d

|z|α−d u	1 (Kx,Kz)
|z|2α

|z|2d

= 2−απ−d/2 Γ(d/2)
Γ(α/2)2

|x|α−d

|z|α−d

|z|2α

|z|2d |Kx − Kz|α−d
∫ ζ1(Kx,Kz)

0
(u + 1)−d/2uα/2−1du.

Hence, after a little algebra, for |x|, |z| > 1,

u⊕1 (x, z) = 2−απ−d/2 Γ(d/2)
Γ(α/2)2 |x − z|α−d

∫ ζ1(x,z)

0
(u + 1)−d/2uα/2−1du

where we have again used the fact that |Kx − Kz| = |x − z|/|x||z| so that

ζ1(Kx,Kz) = (|x|2 − 1)(|z|2 − 1)/|x − z|2 = ζ1(x, z)
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and the result is proved. �

14.5 Walk-on-spheres and first exit of general domains

In the previous sections, we have provided a very extensive analysis of first
exit (and thanks to the Riesz–Bogdan–Żak transform) and first entrance of the
stable process into a sphere. But are there other domains D for which exit
distributions of the form Px(XτD ∈ dy : τD < ∞) can be identified explicitly,
where τD = inf{t > 0 : Xt < D}? Despite there being an extensive literature, in
particular in the arena of potential analysis, there are very few scenarios, aside
from those already reported on in this and previous chapters, where explicit
identities can be obtained.

Classical Monte Carlo simulation is a method to empirically inform the dis-
tribution of the first exit position XτD by appealing to numerical experiments.
Indeed, suppose {Xi

τi
D

: i = 1, · · · , n} are n independent runs of the path of

the stable process until first exiting a given domain D, where Xi
0 = x and

τi
D = inf{t > 0 : Xi

t < D}, for i = 1, · · · , n. Then appealing to the Law of Large
Numbers to conclude then under appropriate conditions,

1
n

n∑
i=1

f (Xi
τi

D
) ≈ Ex[ f (XτD )],

for bounded measurable f : Rd 7→ Rd, provides a numerical algorithm for
simulating the, otherwise deterministic, expectation Ex[ f (XτD )]. One of the
problems here is that it is not clear how to efficiently simulate the path of a
stable process. For sure, simulating an entire path until first existing D will be
a costly operation.

It turns out that the problem of first exit of the stable process from the unit
ball can be used to form the basis of a very exact algorithm that provides a
shortcut to the suggested Monte Carlo algorithm above. The algorithm is called
walk-on-spheres and consists of constructing a sequence of exit problems from
judiciously sized and positioned balls such that the algorithm ends with the
exact distribution of XτD . Naturally there will be some constraints on the type
of domain that is permitted, but the method is nonetheless robust. As such we
will, by default unless otherwise mentioned, assume that D is an (open) convex
domain, but not necessarily bounded.

The walk-on-spheres algorithm consists of constructing a sequence of ran-
dom variables χ = (χi, i = 0, · · · ,N) where N is random and dependent on
the evolution of χ and χN is exactly equal in distribution to XτD . The algorithm
evolves as follows:
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1. Set χ0 = x ∈ D
2. Given χn−1 and that the algorithm has not yet ended, define the radius

rn := sup{r > 0 : Sd−1(0, r) ⊆ D}

and set

Bn = {x ∈ Rd : |x − χn−1| ≤ rn}, (14.49)

the largest ball centred at χn−1 that is contained in the closure of D.
3. Next, given χn−1 and rn, sample the point χn from the distribution of XτBn

.
Equivalently, χn = χn−1 + ∆n, where ∆n is independently sampled using
Theorem 14.7 (i) according to the law of Xτ	r under P0 with r = rn.

4. If χn < D, then N = n and the algorithm stops.
5. Otherwise, go to step 2.

r1
r3

r2

D

B1

B2

B3 χ1

χ2

χ3

χ0 = x

Figure 14.6 Steps of the walk-on-sphere algorithm until exiting the convex do-
main D in the stable setting. In this realisation, N = 3.

The next theorem shows that the walk-on-spheres algorithm comes to an end
remarkably fast. Heuristically speaking, it shows that the probability that the
algorithm takes more than n steps decays exponentially in n, irrespective of the
choice of χ0 ∈ D.

Theorem 14.11. Suppose that D is a convex domain such that Dc has positive
d-dimensional Lebesgue measure. For χ0 = x ∈ D the terminal value χN is
equal in law to XτD under Px. Moreover, there exists a constant p = p(α, d) > 0
(independent of x and D) and an integer-valued random variable Γ, defined on
the same probability space as (X,Px), such that N ≤ Γ almost surely, where

Px(Γ = k) = (1 − p)k−1 p, k ∈ N.
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This implies that

Px(N ≥ k) ≤ (1 − p)k−1, k ≥ 1. (14.50)

It is worth remarking that, although Γ has the same distribution for each
x ∈ D, it is not the same random variable for each x ∈ D as they are con-
structed on different probability spaces. It is also trivial to note that the walk-
on-spheres algorithm offers efficient convergence. Within the assumptions of
Theorem 14.11, it is clear that, whenever Ex[| f (XτD )|] < ∞,

lim
n→∞

1
n

n∑
i=1

f (χi
N i ) = Ex[ f (χN)] = Ex[ f (XτD )] =: u f (x), (14.51)

almost surely where (χi
n, n ≤ N i), i ≥ 1 are iid copies of the walk-on-spheres

with χi
0 = x ∈ D, i ≥ 1. Moreover, with the slightly stronger assumption that

Ex[ f (XτD )2] < ∞, in the sense of weak convergence,

lim
n→∞

n1/2

1
n

n∑
i=1

f (χi
N i ) − u f (x)

 d
=⇒ N(0,Var( f (χN))), (14.52)

whereN(µ, σ2) is a Gaussian random variable with mean µ and standard devi-
ation σ.

We can provide relatively simple sufficient analytical conditions on f to
ensure that Ex[| f (XτD )|] < ∞.

Lemma 14.12. Suppose that D convex and bounded and that f : Rd 7→ R is
continuous and satisfies ∫

Rd

| f (z)|
1 + |z|d+α

dz < ∞. (14.53)

Then Ex[| f (XτD )|] < ∞ for all x ∈ D.

Proof On account of the fact that D is bounded, we can define a ball of suffi-
ciently large radius R > 0, say

B(x,R) := {z ∈ Rd : |z − x| ≤ R},

centred at x, such that D is compactly embedded in B(x,R) and hence τD ≤
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τB(x,R) almost surely, irrespective of the initial position of X. Then

Ex[| f (XτD )|]

= Ex[| f (XτD )|1(τD=τB(x,R))] + Ex[| f (XτD )|1(τD<τB(x,R))]

≤ Ex[| f (XτB(x,R) )|] + sup
y∈B(x,R)\D

| f (x)|

= E[| f (x + RXτB(0,1) )|] + sup
y∈B(x,R)\D

| f (y)|

= π−(d/2+1) Γ(d/2) sin(πα/2)
∫
|y|>1

| f (x + Ry)|∣∣∣1 − |y|2∣∣∣α/2 |y|d dy + sup
y∈B(x,R)\D

| f (y)|

= C
∫
Rd

| f (z)|
1 + |z|d+α

dy + sup
y∈B(x,R)\D

| f (y)| < ∞, (14.54)

for some constant C ∈ (0,∞) which does not depend on x (this is ensured
thanks to the boundedness of D). In the inequality we have used the fact that,
on {τD < τB(x,R)}, we have XτD ∈ B(x,R)\D, moreover, that, as a continuous
function in Rd, f is bounded in B(x,R)\D. In the second equality, we have used
spatial homogeneity and the scaling property of stable processes. In the third
equality, we have used Theorem 14.7. The fourth equality follows by changing
variables z = x + Ry in the integral, appropriately estimating the denominator
and using (14.53). �

Proof of Theorem 14.11 The distributional equivalence of the terminal value
of the algorithm, χN , and the first point of exit from D of the stable process,
XτD , is a straightforward consequence of the Markov property and stationary
and independent increments.

For the remaining part of the proof, we need more notation. For convenience,
we shall henceforth write X(x) = (X(x)

t : t ≥ 0) to indicate the dependency of X
on its initial position X0 = x (and thus is equivalent to writing (X,Px)). For any
x = (x1, · · · , xd) ∈ Rd such that x1 > 0, we have

V = {(z1, · · · , zd) ∈ Rd : z1 > 0}

for the open half-space containing x and denote its boundary

∂V = {(z1, · · · , zd) ∈ Rd : z1 = 0}.

Finally write 1 = (1, 0, · · · , 0) ∈ Rd for the ‘North Pole’ of Sd−1.
Without loss of generality, by appealing to the spatial homogeneity and

isotropy of X which allows us to appropriately choose our coordinate system,
we may suppose that x = |x| 1 ∈ D is such that ∂V is a tangent hyperplane to
both D and B1; recall the latter of these two was defined in (14.49). The scaling
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property of X ensures that we can write

X(x)
s = |x|X̂(1)

|x|−α s, s ≥ 0, (14.55)

where X̂(x) is equal in law to X(x). Note that

τB(x,|x|) = inf{t > 0: X(x)
t < B(x, |x|)}

= |x|α inf{|x|−αt > 0: |x|X̂(1)
|x|−αt < B(x, |x|)}

= |x|α inf{u > 0: X̂(1)
u < B(1, 1)}

C |x|α τ̂B(1,1). (14.56)

It follows that

X(x)
τB1

= |x|X̂(1)
|x|−α |x|α τ̂B(1,1)

(d)
= |x|X(1)

τB(1,1)
. (14.57)

A similar computation will show that X(x)
τV is equal in distribution to |x| X(1)

τV .
Next, with the same assumptions on the coordinate system that allows us to

wrte x = |x| 1, we define the indicator random variables

ID = 1(XτB1
<D) and IV = 1(XτB1

<V).

Sometimes we will write ID(x) and IV (x) to indicate that X0 = x. Note by
convexity of D, we have that

Px(ID ≥ IV ) = 1 for all x ∈ D. (14.58)

Moreover, independently of x ∈ D, from Theorem 14.7 and the scaling in
(14.57), we have

Px(XτB1
< V)

= P1(XτB(1,1) < V)

=
Γ(d/2)
π(d+2)/2 sin(πα/2)

∫
x1<−1

∣∣∣1 − |x|2∣∣∣−α/2 |x|−d dx

=: p(α, d),

which is a number in (0, 1).
Now suppose we condition on the previous positions of the walk-on-spheres,

χ0, · · · , χk−1 as well as on the event {N > k − 1}. As noted previously, thanks
to stationary and independent increments as well as isotropy, we can always
choose a coordinate system, or equivalently reorient and scale D in such a way
that χk = |χk |1. This has the implication that, with the aforesaid conditioning,
1{N=k} is independent of χ0, · · · , χk−2 and equal in law to ID(χk−1). On the other
hand, the event IV (χk−1) is independent of χ0, · · · , χk−1 and equal in law to a
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Bernoulli random variable with probability of success p = p(α, d). In particu-
lar, the sequence IV (χk), k ≥ 0 is a sequence of iid Bernoulli trials. That is to
say, if we define

Γ = min{n ≥ 1: IV (χk) = 1},

then it is geometrically distributed with parameter p.
As observed in (14.58), we also have that Px(ID ≥ IV )|x=χk = 1, k < N, that

is to say, {IV (χk) = 1} ⊆ {ID(χk) = 1}, for k < N, and hence

min{n ≥ 1: ID(χk) = 1} ≤ min{n ≥ 1: IV (χk) = 1}

almost surely. In other words, we have N ≤ Γ, almost surely, as required and
(14.50) follows immediately. �

Thanks to Theorem 14.10 (i), where an expression for

U	a (x, dy) := Ex

∫ τ	a

0
1(Xt∈dy)dt


is given, the walk-on-spheres algorithm can also be used to evaluate expres-
sions such as

u f ,g(x) := Ex[ f (XτD )] + Ex

[∫ τD

0
g(Xs) ds

]
, x ∈ D, (14.59)

for all f satisfying (14.53) and g such that the second expectation above is
finite. A simple way to guarantee this is to ensure that g is uniformly bounded
and the domain D is bounded.

Suppose the latter are true, it is straightforward to compare any moment
Ex

[(∫ τD

0 g(Xs) ds
)n]

with Ex[τn
D], for n ∈ N. Moreover, as D is bounded, we

can easily compare Ex[τn
D] with the n-th moment of the time it takes X to exit

a sufficiently large ball centred at x, say B(x,R). Then, recalling the jumps
of X arrive as a Poisson point process with intensity Π given by (3.23), we
known that, after an exponential amount of time with parameter Π({x : |x| >
R}) < ∞, a jump will occur which is sufficient to ensure that X exits B(x,R),
and hence D. It follows that we can stochastically bound τD by an exponential
random variable. This ensures the existence of all of its moments and hence
Ex

[(∫ τD

0 g(Xs) ds
)n]

< ∞ for all n ∈ N.

Lemma 14.13. Suppose that D is convex and bounded, f satisfies (14.53) and
g is bounded and measurable. Then, for x ∈ D, we have the representation

u f ,g(x) = Ex[ f (χN)] + Ex

N−1∑
n=0

U	1 [rαn g(χn + rn·)](0)

 ,
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where

U	a [g](x) =

∫
|y|<a

g(y)U	a (x, dy).

As before, this suggests that the walk-on-spheres algorithm provides us a
Monte Carlo method for evaluating u f ,g via the Strong Law of Large Numbers;
the Central Limit Theorem again gives us the rate of convergence. Indeed, as-
suming that D is convex and bounded, that f satisfies (14.53) and g is bounded
and measurable, we have

lim
n→∞

1
n

n∑
i=1

ωi
f ,g = u f ,g(x),

almost surely, where ωi
f ,g, i ≥ 1, are iid copies of

ω f ,g = f (χN) +

N−1∑
n=0

U	1 [rαn g(χn + rn·)](0).

Moreover, when additionally
∫
Rd f (x)2(1 + |x|α+d)−1 dx < ∞. then Var(ω f ,g) <

∞ and in the sense of weak convergence,

n1/2

1
n

n∑
i=1

ωi
f ,g − u f ,g(x)

 d
=⇒ N(0,Var(ω f ,g)).

Proof of Lemma 14.13 Given the walk-on-spheres (χn, n ≤ N) with χ0 = x ∈
D, define σn jointly with χn so that, given χn−1, (χn, σn) is equal in law to
(XτBn

, τBn ) under Pχn−1 . We can now represent the second expectation on the
right hand side of (14.59) in the form

Ex

∑
n≥0

1(χn∈D)

∫ σn+1

0
g(χn + X(n+1)

s ) ds

 , x ∈ D, (14.60)

where X(n), n ≥ 0, are independent copies of (X,P0). Applying Fubini’s Theo-
rem, then conditioning each expectation on Fn B σ(χk : k ≤ n) followed by
Fubini’s Theorem again, we have

Ex

[∫ τD

0
g(Xs) ds

]
=

∑
n≥0

Ex

1(χn∈D) Ey

[∫ τBr

0
g(Xs) ds

]∣∣∣∣∣∣
y=χn,r=rn


=

∑
n≥0

Ex

[
1(χn∈D)U	rn

[g](χn)
]

= Ex

N−1∑
n=0

U	rn
[g](χn)

 .
The proof is completed once we show that U	r [g](x) = rαU	1 [g(x + r·)](0),
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for r > 0, x ∈ Rd and bounded, measurable g. To this end, we appeal to spatial
homogeneity and familiar computations using the scaling property of stable
processes to compute

U	r [g](x) = Ex

∫ τ	r

0
g(Xt) dt


= E0

∫ τ	r

0
g(x + Xt) dt


= E0

∫ τ	1

0
rα g(x + r Xs) ds


= rα U	1 [g(x + r ·))](0),

which completes the proof. �

14.6 Comments

The sphere inversions discussed in Sections 14.1 and 14.2 are classical tech-
niques from potential analysis of both Brownian motion and stable processes.
Of many possible published texts in this field, we refer to the monographs of
Port and Stone [173] for the former and Bliedtner and Hansen [36] for the lat-
ter. Section 14.3 is based on Port [172] albeit with a modern interpretation of
the proofs, taking advantage of the Lamperti representation of stable processes
as given in [125]. In the case of Theorem 14.1 we opt for a slightly different
representation of the sphere hitting probability, working directly with hyperge-
ometric functions rather than Legendre functions as originally given in [172].
The integral identities (14.19) and (14.20), used in the proof of Theorem 14.3,
can be found in formula 3.655.2 of [82] and [37], respectively. Section 14.4
is based on Blumenthal et al. [39], again with a modern interpretation coming
from [36] and [125].

The basic idea of the ‘Walk-on-Spheres’ algorithm originates in the setting
of Brownian motion from the classical paper of Muller [155]. Unlike the stable
setting the Brownian version of the algorithm does not end after a finite number
of steps. As the Brownian motion approaches the boundary of the domain D,
the sequence of inscribed spheres will typically become arbitrarily small in
size (not necessarily in a monotone way). In order to bring the algorithm to
an end, Muller suggests that once the walk-on-spheres algorithm comes within
ε > 0 of the boundary, then it should end and adopt the closest point on the
boundary as its terminal position. Muller [155] and Motoo [154] proved that
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with the aforementioned stopping on hitting an ε-thickening of the boundary,
the mean number of steps in the algorithm is of order | log ε|.

Since this foundational work, a significant volume of literature has evolved,
largely in the numerical analysis domain, addressing variants of this problem
as well as new proofs of the original Muller–Motoo results. The literature is
far to extensive to give a complete list here, but some key references include
[151, 33, 186, 187, 94, 93]. Moreover, applications of this method in the diffu-
sive setting are also quite significant. Examples include turbulent fluids, con-
taminant transport in fractured rocks, chaotic dynamics and disordered quan-
tum ensembles; see [112, 113, 192]. The theory for walk-on-spheres algorithm
in the stable setting that we describe here naturally presents significantly dif-
ferent behaviour on account of the inclusion of jumps. The results discussed in
Section 14.5 appeared in [126].



15

Applications of radial excursion theory

In this chapter, we continue our analysis of fluctuations of the isotropic stable
processes in dimension d ≥ 2 with index α ∈ (0, 2). We consider the notion of
excursions from the radial minimum and how this informs the distribution of
the point of closest reach to the origin within the range of X. In turn, this allows
us to look at the problem of first passage into and out of the unit sphere in
greater detail, including more information about the law of the pre-entry (resp.
pre-exit) position as well as the point of closest reach prior to first entry (resp.
first exit). In the spirit of Theorem 13.2 we also consider the d-dimensional
stable process reflected in its radial maximum.

15.1 Radial excursions

One of the principal tools that we will use in our computations is that of ra-
dial excursion theory of X from its running minimum, and similarly from its
running maximum. Recall that X is a self-similar Markov process whose un-
derlying MAP (ξ,Θ), via the general Lamperti–Kiu decomposition (11.26),
has probabilities written P = (Px,θ, x ∈ R, θ ∈ Sd−1). Moreover, |X| is a positive
self-similar Markov process whose underlying Lévy process is ξ.

In the spirit of the discussion in Section 11.3, by considering, say, ` = (`t, t ≥
0), the local time at 0 of the reflected Lévy process ξt − ξt

, t ≥ 0, where
ξ

t
:= inf s≤t ξs, t ≥ 0, we can identify the descending ladder MAP (H−t ,Θ

−
t ),

t ≥ 0, of the process (ξ,Θ) in the obvious way. That is, we write

(H−t ,Θ
−
t ) = (−ξ`−1

t
,Θ`−1

t
), t < `∞,

and otherwise, we send (H−t ,Θ
−
t ) to a cemetery state, say (∞, †). It is worth

noting that, in the language of killed processes that we have used in previous
chapters, we have explicitly identified the killing time as `∞.

386
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Because ξ alone is a Lévy process, it is also the case that H−, alone, is a
subordinator. Hence, although the local time ` pertains to the reflected Lévy
process ξ − ξ, it serves as an adequate choice for the local time of the Markov
process (ξ − ξ,Θ) on the set {0} × Sd−1.

More precisely, suppose we define

gt = sup{s < t : ξs = ξ
s
} and dt = inf{s > t : ξs = ξ

s
},

which code the left and right end points of excursions of ξ from its minimum,
respectively. The regularity of ξ for (−∞, 0) and (0,∞) ensures that both gt and
dt are well defined for t ≥ 0, as is g∞ = limt→∞ gt. For all t > 0 such that
dt > gt the process

(εgt
(s),Θε

gt
(s)) := (ξgt+s − ξgt

,Θgt+s), 0 ≤ s ≤ ςgt
:= dt − gt,

codes the excursion of (ξ − ξ,Θ) from the set (0,Sd−1) which straddles time t.
Such excursions live in the space of U(R × Sd−1), the space of càdlàg paths
((ε(s),Θε(s)), 0 ≤ s ≤ ς) with lifetime ς = inf{s > 0 : ε(s) < 0} > 0 such
that (ε(0),Θε(0)) ∈ {0} × Sd−1, (ε(s),Θε(s)) ∈ (0,∞) × Sd−1, for 0 < s < ς, and
ε(ς) ∈ (−∞, 0).

The excursions of (ξ−ξ,Θ) form a ‘Markov additive Poisson point process’;
see Definition A.19 in the Appendix. In the current setting, we can describe it
using Maisonneuve’s theory of so-called exit systems.

For t > 0, let Rt = dt − t, and define the set

G = {t > 0 : Rt− = 0,Rt > 0} = {gs : s ≥ 0}

of the left extrema of excursions from 0 for ξ − ξ. Necessarily G is a countable
set of times. Recall that, we used (Ft, t ≥ 0) to denote the filtration generated
by X. However, for convenience and precision of what shortly follows, we
will insist that (Ft, t ≥ 0) is naturally enlarged (which thus implies it is right-
continuous, see Remark A.13 in the Appendix).

By an additive functional A = (At, t ≥ 0) with respect to (Ft, t ≥ 0), we
mean that A0 = 0, t 7→ At is non-decreasing, A is right-continuous, At is Ft-
measurable and, for s, t ≥ 0, At+s = At + ϑt ◦ As, where (ϑt, t ≥ 0), is the
Markov shift operator, with each of these statements holding P-almost surely.

Maisonneuve’s theory of exit systems now implies that there exist an ad-
ditive functional, A = (At, t ≥ 0), supported by the closure of the times
{t ≥ 0 : (ξt − ξt

,Θt) ∈ {0} × Sd−1}, with Ex,θ[
∫ ∞

0 e−tdAt] < ∞, for all x ∈ R,
θ ∈ Sd−1, and a family of excursion measures, (Nθ, θ ∈ Sd−1), such that

(i) the map θ 7→ Nθ is a kernel from (Sd−1,B(Sd−1)) to the Skorokhod space
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of R × Sd−1, cf. Section A.10 in the Appendix, which is concentrated on
U(R × Sd−1)

(ii) Nθ(1 − e−ς) < ∞;
(iii) for x , 0 and θ ∈ Sd−1, we have the exit formula

Ex,θ

∑
t∈G

F((ξs,Θs), s < g) H(εt,Θ
ε
t )


= Ex,θ

[∫ ∞

0
F((ξs,Θs), s < g)NΘt (H(ε,Θε))dAt

]
, (15.1)

where F is continuous and H is measurable on the space of càdlàg paths
D(R × Sd−1), see Section A.10 in the Appendix;

(iv) under any measure Nθ the process (ε(s)),Θε(s), s < ς) is Markovian with
the same semigroup as (ξ,Θ) killed at its first hitting time of (−∞, 0] ×
Sd−1.

Let us make a number of remarks concerning (15.1). First, the choice of
additive functional A is not uniquely defined. A different choice of A will result
in a different definition of the excursion measures (Nθ, θ ∈ Sd−1). That said,
there is a natural choice we can make here, which is A = `.

Second, the reader should be careful not to confuse the index t of (εt(s),Θε
t (s))

with the index s. The former is the local time to which the excursion is associ-
ated, the latter is the time into the excursion. As such,

(εt,Θ
ε
t ) = ((εt(s),Θε

t (s)), s ≤ ςt)

is the entire excursion whose left end point begins at real time `−1
t− , where ςt is

the excursion lifetime.
Finally, we also note that thanks to path regularity of ξ for the upper and

lower half-line, every excursion indexed by t ∈ G is an accumulation point of
increasing index times ti in G. That is to say, for any ε such that t − ε > 0, if
{ti : i ≥ 1} = G ∩ (t − ε, t), then supi≥1 ti = t.

Taking account of the Lamperti–Kiu transform (11.26), it is natural to con-
sider how the excursion of (ξ − ξ,Θ) from {0} × Sd−1 translates into what we
might refer to as a radial excursion theory for the process

Υt := eξt Θt, t ≥ 0. (15.2)

To see why ‘radial excursion theory’ is an appropriate terminology here, if
we ignore the time change in (11.26), we see that the radial minima of the
process Υ agree with the radial minima of the stable process X. Indeed, there
is a bijection between excursions of (ξ − ξ,Θ) from {0} × Sd−1 and excursions
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of (Υt/ inf s≤t |Υs|, t ≥ 0), from Sd−1, or equivalently excursions of Υ from its
running radial infimum. Moreover, we see that, for all t > 0 such that dt > gt,

Υgt+s = eξgt eεgt (s)Θε
gt

(s) = |Υgt
|eεgt (s)Θε

gt
(s), s ≤ ςgt

.

This will be useful to keep in mind in the forthcoming excursion computations.

The exit system (15.1) for the process (15.2) will turn out to be important
for developing the main results of this chpater. Let us provide some further
motivating discussion in this respect. From Theorem 5.21 we know explicitly
the Wiener–Hopf factorisation of the Lévy process ξ. Moreover, referring to
the discussion in Section 4.1, it is not difficult to see that both the ascending
and descending ladder height processes of ξ are subordinators with infinite
jump activity. This implies the previously mentioned fact that ξ is regular for
both the upper and lower half-lines. In turn, this means that when X is started
from any point on Sd−1(0, r), it instantaneously visits both the interior and the
exterior of Sd−1(0, r) almost surely.

These facts, together with the property that paths are right-continuous with
left-limits, ensure that, with

G(t) := inf{s ≥ 0 : |Xs| = inf
u≤s
|Xu|}, t ≥ 0,

the quantity XG(t) is well defined as the point of closest reach to the origin up
to time t in the sense that XG(t)− = XG(t) and

|XG(t)| = inf
s≤t
|Xs|.

The process (G(t), t ≥ 0) is increasing and hence

G(∞) = lim
t→∞
G(t)

exists almost surely. Moreover, G(∞) = G(t) for all t sufficiently large as
limt→∞ |Xt | = ∞ thanks to transience of stable processes in high dimension.
Hence

|XG(∞)| = inf
s≥0
|Xs|.

We can now use (15.1) to develop distributional identities for XG(∞). We
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have, for bounded measurable f on Rd,

Ex[ f (XG(∞))] = Elog |x|,arg(x)

∑
t∈G

f (eξt Θt)1(ςt=∞)


= Elog |x|,arg(x)

[∫ ∞

0
f (eξt Θt)NΘt (ς = ∞)d`t

]
= Elog |x|,arg(x)

[∫ `∞

0
f (e−H−t Θ−t )NΘ−t

(ς = ∞)dt
]

=

∫
|z|<|x|

U−x (dz) f (z)Narg(z)(ς = ∞), (15.3)

where

U−x (dz) :=
∫ ∞

0
Plog |x|,arg(x)(e−H−t Θ−t ∈ dz, t < `∞)dt, |z| ≤ |x|.

Thanks, again, to the transience of X, which implies that limt→∞ ξt = ∞, we
know that (H−,Θ−) experiences killing at a rate that occurs, in principle, in a
state-dependent manner, specifically Nθ(ς = ∞), θ ∈ Sd−1. Isotropy allows us
to deduce that all such rates take a common value and, thanks to the arbitrary
scaling of local time `, we can choose this common value to be unity. Said
another way, `∞ is exponentially distributed with rate 1.

In conclusion, we reach the identity

Ex[ f (XG(∞))] =

∫
|z|<|x|

U−x (dz) f (z) (15.4)

or equivalently, the law of XG(∞) under Px, x , 0, is nothing more than the
quantity U−x (dz), |z| ≤ |x|. From this analysis and the conclusion of Lemma
14.9, we also get another handy identity which will soon be of use. For r < |x|,
Px(τ⊕r = ∞) = Px(|G(∞)| > r), where

τ⊕r = inf{t > 0 : |Xt | < r},

and hence

Px(τ⊕r = ∞) =

∫
r<|z|<|x|

U−x (dz)

=
Γ(d/2)

Γ((d − α)/2)Γ(α/2)

∫ (|x|2/r2)−1

0
(u + 1)−d/2uα/2−1du. (15.5)

Another identity where we gain some insight into the quantity U−x is the first
passage result in Theorem 14.7. For example the following identity emerges
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very quickly from (15.1). Indeed, for bounded measurable functions f , g on
Rd, noting that the range of Υ and X are the same,

Ex[g(XG(τ⊕1−)) f (Xτ⊕1
); τ⊕1 < ∞]

= Elog |z|,arg(x)

∑
t∈G

1(eξt>1)1(eξt+εt (ςt )<1)g(eξt Θt) f (eξt+εt(ςt)Θεt (ςt))


=

∫
1<|z|<|x|

U−x (dz)
∫
|y||z|<1

Narg(z)(eε(ς)Θε(ς) ∈ dy; ς < ∞)g(z) f (|z|y). (15.6)

With judicious computations, by restricting the computation above to the case
g ≡ 1, one might expect to be able to extract an identity for U−x from (14.32).
For example, developing (15.6) we might write, for |x| > 1 and bounded mea-
surable f on [0,∞),

Ex[ f (|Xτ⊕1
|); τ⊕1 < ∞]

=

∫
1<|z|<|x|

U−x (dz)
∫

y>log |z|
Narg(z)(|ε(ς)| ∈ dy; ς < ∞) f (|z|e−y)

=

∫
1<|z|<|x|

U−x (dz)
∫

y>log |z|
ν(dy) f (|z|e−y), (15.7)

where we have appealed to isotropy to ensure that ν(dy) := Narg(z)(|ε(ς)| ∈
dy, ς < ∞) does not depend on the value of z. Since, for each excursion ε,
|ε(ς)| on {ς < ∞} is the magnitude of the (downwards) increment in the loga-
rithm of the radial minimum, we also note that ν is also Lévy measure of the
subordinator H−.

Recall from Theorem 5.21 that the Wiener–Hopf factorisation for ξ is known,
namely

Ψ(θ) =
Γ( 1

2 (−iθ + α))

Γ(− 1
2 iθ)

×
Γ( 1

2 (iθ + d))

Γ( 1
2 (iθ + d − α))

, θ ∈ R. (15.8)

The normalisation of ` (i.e. the choice that `∞ is exponential with rate 1) is
equivalent to the requirement that Φ−(0) = 1, where Φ− is the Laplace expo-
nent of H− and hence

Φ−(λ) =

∫
(0,∞)

(1−e−λy)ν(dy) =
Γ((d − α)/2)Γ((λ + d)/2)
Γ(d/2)Γ((λ + d − α)/2)

, λ ≥ 0. (15.9)

In the spirit of Proposition 4.1, we can invert the identity 15.9 to find ν. For the
sake of brevity, the details are left to the reader and we have

ν(dy) =
αΓ((d − α)/2)

Γ(d/2)Γ(1 − α/2)
(1 − e−2y)−

α
2 −1e−dydy, y > 0. (15.10)

Despite the fact that the left-hand side of (15.7) and (15.10) are explicitly
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available, it seems difficult to back out an expression for the measure U−x in a
straightforward manner. Nonetheless, with careful approximation, we will do
precisely this in the next section.

15.2 Point of closest reach to the origin

Our objective here is to make the identity (15.4) explicit and, thereby, we will
obtain a concrete formula for the measure U−x (dy), |y| < |x|, which is stated as
a corollary immediately after the main result of this section below.

Theorem 15.1. The law of the point of closest reach to the origin is given by

Px(XG(∞) ∈ dy) = π−d/2 Γ (d/2)2

Γ ((d − α)/2) Γ (α/2)
(|x|2 − |y|2)α/2

|x − y|d |y|α
dy,

for |y| < |x|.

Corollary 15.2. For all |x| > 0,

U−x (dy) = π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)
(|x|2 − |y|2)α/2

|y|α|y − x|d
, |y| < |x|. (15.11)

Before embarking on the proof of Theorem 15.1, let us introduce some no-
tation. First define, for x , 0, |x| > r, δ > 0 and continuous, positive and
bounded f on Rd,

∆δ
r f (x) :=

1
δ
Ex

[
f (arg(XG∞ )), |XG∞ | ∈ [r − δ, r]

]
. (15.12)

The crux of our proof will be to establish a limit of ∆δ
r f (x) in concrete terms

as δ→ 0.
Note that, by conditioning on first entry into the ball of radius r, with the

help of the first entrance law (14.32) and (15.4), we have

∆δ
r f (x)

=
1
δ

∫
|y|∈[r−δ,r]

Px(Xτ⊕r ∈ dy; τ⊕r < ∞)Ey
[
f (arg(XG∞ )); |XG∞ | ∈ [r − δ, |y|]

]
=

1
δ

Cα,d

∫
|y|∈[r−δ,r]

dy

∣∣∣∣∣∣ r2 − |x|2

r2 − |y|2

∣∣∣∣∣∣α/2 |y − x|−dEy
[
f (arg(XG∞ )); |XG∞ | ∈ [r − δ, |y|]

]
=

1
δ

Cα,d |r2 − |x|2|α/2
∫
|y|∈(r−δ,r]

dy
|y − x|−d

|r2 − |y|2|α/2

∫
r−δ≤|z|≤|y|

U−y (dz) f (arg(z)),

(15.13)
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where

Cα,d = π−(d/2+1)Γ (d/2) sin
(
πα

2

)
.

Our next objective is to try and replace
∫

r−δ≤|z|≤|y| U
−
y (dz) f (arg(z)) by a simpler

object which can be asymptotically estimated in the limit. To this end, we need
some technical lemmas.

ε

r
r − δ

y

(H−
σ−r−δ−

,Θ−
σ−r−δ−

)

Cr,δ,ε(y)

Figure 15.1 The process (H−,Θ−) in relation to the domain Cr,δ,ε(y).

Lemma 15.3. Suppose that f is a bounded continuous function on Rd and
r > 0. Then

lim
δ→0

sup
|y|∈(r−δ,r]

∣∣∣∣∣∣∣∣
∫

r−δ≤|z|≤|y| U
−
y (dz) f (z)∫

r−δ≤|z|≤|y| U
−
y (dz)

− f (y)

∣∣∣∣∣∣∣∣ = 0.

Proof Suppose that Cr,δ,ε(y) is the geometric region which coincides with the
intersection of a cone with axis of symmetry along y with radial extent ε, say
Cε, and the annulus {z ∈ Rd : r − δ ≤ |z| ≤ r}; see Figure 15.1. Chose ε, δ such
that

sup
z∈Cr,δ,ε(y)

| f (z) − f (y)| < ε′,
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for some choice of ε′ � 1. We have

sup
|y|∈(r−δ,r]

∣∣∣∣∣∣∣∣
∫

r−δ≤|z|≤|y| U
−
y (dz) f (z)∫

r−δ≤|z|≤|y| U
−
y (dz)

− f (y)

∣∣∣∣∣∣∣∣
≤ ε′ + 2|| f ||∞ sup

|y|∈(r−δ,r]

∫
r−δ≤|z|≤|y| U

−
y (dz)1(z<Cr,δ,ε(y))∫

r−δ≤|z|≤|y| U
−
y (dz)

. (15.14)

In order to deal with the second term in the right-hand side of (15.14), taking
inspiration from the computations in (15.6) and (15.7), note that, for |y| ∈ (r −
δ, r],

sup
|y|∈(r−δ,r]

∫
r−δ≤|z|≤|y|

U−y (dz)1(z<Cr,δ,ε(y))ν

(
log

(
|z|

r − δ

)
,∞

)
= sup
|y|∈(r−δ,r]

Py(Xτ⊕r−δ−
< Cr,δ,ε(y), τ⊕r−δ < ∞)

= sup
β∈(r−δ,r]

Pβ1(Xτ⊕r−δ−
< Cr,δ,ε(β1), τ⊕r−δ < ∞)

≤ sup
β∈(r−δ,r]

Pβ1(Θ−σ−r−δ− < Cε ∩ S
d−1, σ−r−δ < ∞)

≤ sup
β∈(r−δ,r]

Pβ1(υε < σ−r−δ)

≤ Pr1(υε < σ−r−δ), (15.15)

where 1 = (1, 0, · · · , 0) is the ‘North Pole’ on Sd,

σ−r−δ = inf{t > 0 : H−t < r − δ}

and

υε = inf{t > 0 : Θ−t < Cε ∩ S
d−1}.

Right-continuity of paths now ensures that the right-hand side above tends to
zero as δ→ 0.

On the other hand, from (15.5)∫
r−δ≤|z|≤|y|

U−y (dz) = Py(τ⊕r−δ = ∞) = P |y|
(r−δ) 1

(τ⊕1 = ∞), (15.16)

where we have used isotropy and scaling in the final equality. From (15.5) and
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(15.10), a rather tedious computation shows that

lim
η↓1

ν
(
log η,∞

)
Pη1(τ⊕1 = ∞)

= lim
η↓1

α

Γ(α/2)Γ(1 − α/2)

(∫ ∞

log η
(1 − e−2v)−

α
2 −1e−dvdv

) ∫ η2−1

0
(u + 1)−d/2uα/2−1du


=

1
Γ(1 + α/2)Γ(1 − α/2)

.

Hence

lim
δ→0

sup
|y|∈(r−δ,r]

∫
r−δ≤|z|≤|y| U

−
y (dz)1(z<Cr,δ,ε(y))∫

r−δ≤|z|≤|y| U
−
y (dz)

≤ lim
δ→0

sup
|y|∈(r−δ,r]

∫
r−δ≤|z|≤|y| U

−
y (dz)1(z<Cr,δ,ε(y))

ν(log (|z|/(r − δ)) ,∞)
ν(log (|z|/(r − δ)) ,∞)∫

r−δ≤|z|≤|y| U
−
y (dz)

≤ lim
δ→0

sup
|y|∈(r−δ,r]

∫
r−δ≤|z|≤|y| U

−
y (dz)1(z<Cr,δ,ε(y))ν(log (|z|/(r − δ)) ,∞)

ν(log (|y|/(r − δ)) ,∞)Py(τ⊕r−δ = ∞)

≤ lim
δ→0

sup
1<η<1+ δ

(r−δ)

Pr1(υε < σ−r−δ)
ν(log η,∞)Pη1(τ⊕1 = ∞)

= 0,

and thus plugging this back into (15.14) gives the result. �

With Lemma 15.3 in hand, noting in particular the representation (15.16),
we can now return to (15.13) and note that, for each ε > 0, we can choose δ
sufficiently small such that (recall the notation in (15.12))

∆δ
r f (x) = D(ε)∆δ

r1(x)

+
1
δ

Cα,d |r2 − |x|2|α/2
∫
|y|∈(r−δ,r]

dy
|y − x|−d

|r2 − |y|2|α/2
f (arg(y))Py(τ⊕r−δ = ∞),
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where, |D(ε)| < ε and for |x| > r,

lim sup
δ→0

|∆δ
r1(x)|

≤ lim sup
δ→0

∣∣∣∣∣∣1δCα,d |r2 − |x|2|α/2
∫
|y|∈(r−δ,r]

dy
|y − x|−d

|r2 − |y|2|α/2
Py(τ⊕r−δ = ∞)

∣∣∣∣∣∣
= lim sup

δ→0

∣∣∣∣∣1δ (
Px(τ⊕r−δ = ∞) − Px(τ⊕r = ∞)

)∣∣∣∣∣
=

Γ(d/2)
Γ((d − α)/2)Γ(α/2)

∣∣∣∣∣∣∣ d
dv

∫ (|x|2/v2)−1

0
(u + 1)−d/2uα/2−1du

∣∣∣∣∣∣∣
v=r

=
2Γ(d/2)

Γ((d − α)/2)Γ(α/2)

(
|x|2 − r2

)α/2−1
rd−1−α|x|2−d,

where in the third equality we have used Lemma 14.9.
We can now say that, if the limit exists,

lim
δ→0

∆δ
r f (x)

= lim
δ→0

Cα,d |r2 − |x|2|α/2
1
δ

∫
|y|∈(r−δ,r]

dy
|y − x|−d

|r2 − |y|2|α/2
f (arg(y))Py(τ⊕r−δ = ∞)

= lim
δ→0

Cα,d |r2 − |x|2|α/2

δ

∫ r

r−δ
%d−1d%

∫
Sd−1(0,%)

σ%(dθ)
|%θ − x|−d

|r2 − %2|α/2
f (θ)P%θ(τ⊕r−δ = ∞)

= lim
δ→0

Cα,d |r2 − |x|2|α/2

δ

∫ r

r−δ
%d−1d%

P%1(τ⊕r−δ = ∞)
|r2 − %2|α/2

∫
Sd−1(0,%)

σ%(dθ)|%θ − x|−d f (θ),

(15.17)

where, in the second equality, we have switched from d-dimensional Lebesgue
measure to the generalised polar measure %d−1d% × σ%(dθ), so that % > 0 is the
radial distance from the origin and σ%(dθ) is the surface measure on Sd−1(0, %),
normalised to have unit mass. In the third equality we have used isotropy to
write P%θ(τ⊕r−δ = ∞) = P%1(τ⊕r−δ = ∞) for θ ∈ Sd−1.

Noting the continuity of the integral
∫
Sd−1(0,%) σ%(dθ)|%θ − x|−d f (θ) in %, the

proof of Theorem 15.1 is complete as soon as we can evaluate the limit

lim
δ→0

1
δ

∫ r

r−δ
%d−1d%

P%1(τ⊕r−δ = ∞)
|r2 − %2|−α/2

(15.18)

in (15.17). To this end, we need a technical lemma.

Lemma 15.4. Let Dα,d = Γ(d/2)/Γ((d − α)/2)Γ(α/2). Then

lim
δ→0

sup
%∈[r−δ,r]

∣∣∣∣∣(%2 − (r − δ)2)−α/2rαP%1(τ⊕r−δ = ∞) −
2Dα,d

α

∣∣∣∣∣ = 0.
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Proof Appealing again to Lemma 14.9, we start by noting that

sup
%∈[r−δ,r]

∣∣∣∣∣∣∣Dα,d

∫ %2/(r−δ)2−1

0
uα/2−1du − P%1(τ⊕r−δ = ∞)

∣∣∣∣∣∣∣
≤ sup

%∈[r−δ,r]
Dα,d

∫ %2/(r−δ)2−1

0

∣∣∣(1 + u)−d/2 − 1
∣∣∣ uα/2−1du

≤ sup
%∈[r−δ,r]

Dα,d

∫ %2/(r−δ)2−1

0

∣∣∣∣∣∣1 − (r − δ)d

%d

∣∣∣∣∣∣ uα/2−1du

≤ Dα,d

∣∣∣∣∣∣1 − (r − δ)d

rd

∣∣∣∣∣∣ 2
α

(
r2 − (r − δ)2

)α/2
(r − δ)−α, (15.19)

which tends to zero as δ→ 0. Furthermore,

sup
%∈[r−δ,r]

∣∣∣∣∣∣∣Dα,d

∫ %2/(r−δ)2−1

0
uα/2−1du −

2Dα,d

α
(%2 − (r − δ))α/2r−α

∣∣∣∣∣∣∣
= sup

%∈[r−δ,r]

2Dα,d

α
(%2 − (r − δ)2)α/2

∣∣∣(r − δ)−α − r−α
∣∣∣

≤
2Dα,d

α
(r2 − (r − δ))α/2

∣∣∣(r − δ)−α − r−α
∣∣∣ , (15.20)

which also tends to zero as δ→ 0. Summing (15.19) and (15.20) in the context
of the triangle inequality and dividing by r−α(r2−(r−δ))α/2 we can also deduce
that

lim
δ→0

sup
%∈[r−δ,r]

∣∣∣∣∣(%2 − (r − δ)2)−α/2rαP%1(τ⊕r−δ = ∞) −
2Dα,d

α

∣∣∣∣∣ = 0,

and the lemma is proved. �

We are now ready to evaluate (15.18), and identify its limit, thereby com-
pleting the proof of Theorem 15.1. Appealing to Lemma 15.4, for all ε > 0,
there exists a δ sufficiently small,

∣∣∣∣∣∣1δ
∫ r

r−δ
d%
P%1(τ⊕r−δ = ∞)

(r2 − %2)α/2
−

2Dα,dr−α

α

1
δ

∫ r

r−δ

(%2 − (r − δ)2)α/2

(r2 − %2)α/2
d%

∣∣∣∣∣∣
<
ε

δ

∫ r

r−δ

(%2 − (r − δ)2)α/2

(r2 − %2)α/2
d%. (15.21)
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Next note that

lim
δ→0

1
δ

∫ r

r−δ

(%2 − (r − δ)2)α/2

(r2 − %2)α/2
d%

= lim
δ→0

1
δ

∫ r

r−δ

[
% − (r − δ)

r − %

]α/2 [
% + (r − δ)

r + %

]α/2
d%

= lim
δ→0

∫ 1

0

[ u
1 − u

]α/2 [
2r − 2δ + δu
2r − δ + δu

]α/2
du

=

∫ 1

0
(1 − u)−α/2uα/2du

= Γ(1 − α/2)Γ(1 + α/2), (15.22)

where we have used the substitution % = (r− δ) + uδ in the second equality and
dominated convergence in the third.

Proof of Theorem 15.1 Putting the pieces together, we can take limits in (15.21)
using (15.22) to deduce that

lim
δ→0

1
δ

∫ r

r−δ
d%
P%1(τ⊕r−δ = ∞)

(r2 − %2)α/2
=

2
α

Dα,dΓ(1 − α/2)Γ(1 + α/2)r−α,

which, in turn, can be plugged into (15.17) and we find that

lim
δ→0

∆δ
r f (x)

=
2
α

Dα,dΓ(1 − α/2)Γ(1 + α/2)Cα,d

× rd−α−1|r2 − |x|2|α/2
∫
Sd−1(0,r)

σr(dθ)|rθ − x|−d f (θ)

= π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)
rd−α−1|r2 − |x|2|α/2

∫
Sd−1(0,r)

σr(dθ)|rθ − x|−d f (θ).

Now suppose that g is another bounded measurable function on [0,∞), then

Ex[g(|XG(∞)|) f (arg(XG(∞)))]

= π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)

∫ |x|

0

∫
Sd−1(0,r)

rd−1drσr(dθ)
|r2 − |x|2|α/2

rα|rθ − x|d
f (θ)g(r)

= π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)

∫
|y|<|x|

||y|2 − |x|2|α/2

|y|α|y − x|d
f (arg(y))g(|y|),

which is equivalent to the statement of Theorem 15.1. �

Let us now return to the problem of first entrance into and first exit from
a ball. From the proof of Theorem 14.7, we saw that these two problems are



15.2 Point of closest reach to the origin 399

essentially the same thanks to the Riesz–Bogdan-Żak transform. In this section
we aim to enrich one (and hence both) of these problems by looking at a more
detailed distributional spatial analysis of how first passage occurs. Recall the
first passage times

τ⊕a := inf{t > 0 : |Xt | < a} and τ	a := inf{t > 0 : |Xt | > a}.

Theorem 15.5 (Triple law at first entrance/exit of a ball). Fix r > 0 and define,
for x, z, y, v ∈ Rd\{0},

wx(z, y, v) := π−3d/2 Γ((d + α)/2)
|Γ(−α/2)|

Γ(d/2)2

Γ(α/2)2

||z|2 − |x|2|α/2||y|2 − |z|2|α/2

|z|α|z − x|d |z − y|d |v − y|α+d .

(i) Write

G(τ⊕r −) = inf{s < τ⊕r : |Xs| = inf
u<τ⊕
|Xu|}

for the point of closest reach from the origin immediately before first entry
into Sd−1(0, r). For |x| > |z| > r, |y| > |z| and |v| < r,

Px(XG(τ⊕r −) ∈ dz, Xτ⊕r − ∈ dy, Xτ⊕r ∈ dv; τ⊕r < ∞) = wx(z, y, v) dz dy dv.

(ii) Define H(t) = inf{s ≤ 0 : |Xs| = supu≤t |Xu|}, t ≥ 0, and write

H(τ	r −) = inf{s < τ	r : |Xs| = sup
u<τ	r

|Xu|}.

for the point of furthest reach from the origin immediately before first exit
from Sd−1(0, r). For |x| < |z| < r, |y| < |z| and |v| > r,

Px(XH(τ	r −) ∈ dz, Xτ	r − ∈ dy, Xτ	r ∈ dv) = wx(z, y, v) dz dy dv.

The reader will note that the dependency of the density wx on r appears only
in the restriction of the variable v. Indeed, it is easy to verify that the

wx/r(z/r, y/r, v/r)d(z/r)d(y/r)d(v/r) = wx(z, y, v)dzdydv,

which agrees with the scaling property of the probabilities in the statement of
Theorem 15.5.

Marginalising the first triple law in Theorem 15.1 to give the joint law of
the pair (XG(τ⊕r −), Xτ⊕r ) or the pair (Xτ⊕r −, Xτ⊕r ) is not necessarily straightforward
(although arguably, could be done using some of the integral manipulations
presented in the previous sections). Whist an analytical computation for the
marginalisation should be possible, and likely complicated, we provide a prob-
abilistic proof, appealing to fluctuation identities.
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Corollary 15.6 (First entrance/exit and closest reach). Fix r > 0 and define,
for x, z, v ∈ Rd\{0},

wx(z, •, v) :=
Γ(d/2)2

πd |Γ(−α/2)|Γ(α/2)
||z|2 − |x|2|α/2

||z|2 − |v|2|α/2|z − v|d |z − x|d
.

(i) For |x| > |z| > r |v| < r,

Px(XG(τ⊕r −) ∈ dz, Xτ⊕r ∈ dv; τ⊕r < ∞) = wx(z, •, v)dz dv.

(ii) For |x| < |z| < r and |v| > r,

Px(XH(τ	r −) ∈ dz, Xτ	r ∈ dv) = wx(z, •, v) dz dv.

Corollary 15.7 (First entrance/exit and preceding position). Fix r > 0 and
define, for x, z, y, v ∈ Rd\{0},

wx(•, y, v) :=
Γ((d + α)/2)Γ(d/2)
πd |Γ(−α/2)|Γ(α/2)2

(∫ ζr(x,y)

0
(u + 1)−d/2uα/2−1du

)
|x − y|α−d

|v − y|α+d dv dy,

where

ζr(x, y) := (|x|2 − r2)(|y|2 − r2)/r2|x − y|2.

(i) For |x|, |y| > r |v| < r,

Px(Xτ⊕r − ∈ dy, Xτ⊕r ∈ dv; τ⊕r < ∞) = wx(•, y, v)dy dv.

(ii) For |x|, |y| < r and |v| > r,

Px(Xτ	r − ∈ dy, Xτ	r ∈ dv) = wx(•, y, v) dy dv.

We need a number of preliminary results first before we can engage with the
proof of the above theorem.

In a similar spirit to the role of the local time `, we can construct the local
time L for the process ξ − ξ, where ξ is the running maximum of ξ. As such,
(H+,Θ+) gives us the ascending ladder MAP, where H+ = ξL−1 and Θ+ = ΘL−1 .
Note that there is no killing of the ascending ladder MAP as limt→∞ ξt = ∞.

Suppose we define

U+
x (dz) =

∫ ∞

0
Plog |x|,arg(x)(eH+

t Θ+
t ∈ dz)dt, |z| ≥ |x|. (15.23)

Lemma 15.8. For |x| > 0,

U+
x (dz) = π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)
||z|2 − |x|2|α/2

|z|α|x − z|d
, |z| > |x|. (15.24)
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Proof The Riesz–Bogdan–Żak transform in Theorem 12.8 shows that, for
x , 0, (KXη(t), t ≥ 0) under PKx is equal in law to (Xt, t ≥ 0) under P◦x, where

dP◦x
dPx

∣∣∣∣∣
σ(Xs,s≤t)

=
|Xt |

α−d

|x|α−d , t ≥ 0, (15.25)

and η(t) = inf{s > 0 :
∫ s

0 |Xu|
−2αdu > t}. Moreover, in Theorem 12.5 we

see that P◦x, x ∈ Rd\{0} can be understood as the stable process conditioned
to limit continuously to origin. In Corollary 12.9 we also showed that the ef-
fect of the change of measure (15.25) on the underlying MAP (ξ,Θ), when
issued from (log |x|, arg(x)), x ∈ R, is that it is equal in law to (−ξ,Θ) issued
from (− log |x|, arg(x)). The Riesz–Bogdan–Żak transform thus ensures that,
for Borel A ⊆ {z ∈ Rd : |z| < |x|},

|z|α−d

|x|α−d Plog |x|,arg(x)(eH+
t Θ+

t ∈ A) = P− log |x|,arg(x)(e−H−t Θ−t ∈ KA, t < `∞),

where KA = {Kz : z ∈ A}. Hence, back in (15.23), we have, for |x| > 0,

U+
x (dz) = π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)
||z|−2 − |x|−2|α/2

|z|−α
∣∣∣(z/|z|2) − (x/|x|2)

∣∣∣d |x|
α−d

|z|α−d

dz
|z|2d

= π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)
||z|2 − |x|2|α/2

|z|α|x − z|d
, |z| > |x|. (15.26)

where we have used the fact that

|Kx − Kz| =
|x − z|
|x||z|

, (15.27)

which is a special case of (14.5). �

One notices that the analytical structure of the potential measures U−x (dz)
and U+

x (dz) are identical albeit that the former is supported on |z| < |x| and the
latter on |z| > |x|.

Proposition 15.9. For θ ∈ Sd−1, we have

Nθ
(
eε(ς)Θε(ς) ∈ dy; ς < ∞

)
=
απ−d/2

2
Γ((d − α)/2)
Γ(1 − α/2)

|1 − |y|2|−α/2|θ − y|−ddy, |y| ≤ 1.

Proof Take |x| > r > r0 > 0 and suppose that f : Rd 7→ [0,∞) is continuous
with support which is compactly embedded in the ball of radius r0. We have,
on the one hand, from Theorem 14.7, the identity

Ex[ f (Xτ⊕r ); τ⊕r < ∞] = π−(d/2+1)Γ (d/2) sin
(
πα

2

) ∫
|y|<r

|r2 − |x|2|α/2

|r2 − |y|2|α/2
|x−y|−d f (y)dy.



402 Applications of radial excursion theory

On the other hand, from (15.6), we also have

Ex[ f (Xτ⊕r ); τ⊕r < ∞] =

∫
r<|z|<|x|

U−x (dz)
∫
|y||z|<r

Narg(z)( f (|z|eε(ς)Θε(ς)); ς < ∞).

Note that, for each z ∈ Rd\{0},

z 7→ Narg(z)( f (|z|eε(ς)Θε(ς)); ς < ∞)

is bounded thanks to the fact that f is bounded and its support is compactly
embedded in the ball or radius r0. Indeed, there exists an ε > 0, which depends
only on the support of f , such that |z|eε(ς) < r0 − ε if f (|z|eε(ς)) > 0. Hence,
since |z| > r, we have ε(ς) < log((r0 − ε)/r) when f (|z|eε(ς)) > 0 and thus

sup
r<|z|<|x|

∣∣∣Narg(z)( f (|z|eε(ς)Θε(ς)); ς < ∞)
∣∣∣ ≤ || f ||∞ν(− log((r0 − ε)/r),∞) < ∞.

Moreover, since we can write

Narg(z)( f (|z|eε(ς)Θε(ς)); ς < ∞) = N1( f (|z|eε(ς)Θε(ς)?arg(z)); ς < ∞), (15.28)

where, for any a ∈ Sd, the operation ? a rotates the sphere so that the ‘North
Pole’, 1 = (1, 0, · · · , 0) ∈ Sd−1 moves to a, using a straightforward dominated
convergence argument, we see that Narg(z)( f (|z|eε(ς)Θε(ς)); ς < ∞) is continu-
ous in z thanks to the continuity of f .

Appealing to Lemma 15.3, we thus have that

Narg(x)( f (|x|eε(ς)Θε(ς)); ς < ∞)

= lim
r↑|x|

∫
r<|z|<|x| U

−
x (dz)

∫
|y||z|<r Narg(z)( f (|z|eε(ς)Θε(ς)); ς < ∞)∫

r<|z|≤|x| U
−
x (dz)

= lim
r↑|x|

Ex[ f (Xτ⊕r ); τ⊕r < ∞]
Px(τ⊕r = ∞)

.

Substituting in the analytical form of the ratio on the right-hand side above
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using (15.28) and (14.32), we may continue with

Narg(x)( f (|x|eε(ς)Θε(ς)); ς < ∞)

= lim
r↑|x|

π−d/2 Γ((d − α)/2)
Γ(1 − α/2)

(|x|2 − r2)α/2
∫
|y|<r |r

2 − |y|2|−α/2|x − y|−d f (y)dy∫ (|x|2−r2)/r2

0 (u + 1)−d/2uα/2−1du

= π−d/2 Γ((d − α)/2)
Γ(1 − α/2)

∫
|y|<|x|
||x|2 − |y|2|−α/2|x − y|−d f (y)dy

× lim
r↑|x|

rα[(|x|2 − r2)/r2]α/2∫ (|x|2−r2)/r2

0 (u + 1)−d/2uα/2−1du

=
απ−d/2

2
Γ((d − α)/2)
Γ(1 − α/2)

∫
|y|<|x|
|x|α||x|2 − |y|2|−α/2|x − y|−d f (y)dy, (15.29)

where we have used that the support of f is compactly embedded in the ball of
radius |x| to justify the first term in the second equality. �

Proposition 15.10. For x ∈ Rd\{0}, and continuous g : Rd 7→ [0,∞) whose
support is compactly embedded in the exterior of the ball of radius |x|,

Narg(x)

(∫ ς

0
g(|x|eε(u)Θε(u))du

)
= 2−α

Γ((d − α)/2)2

Γ(d/2)2

∫
|x|<|z|

g(z)U+
x (dz).

Proof Fix 0 < r < |x|. Recall from the Lamperti–Kiu representation in The-
orem 11.13 that Xt = exp{ξϕ(t)}Θ(ϕ(t)), t ≥ 0, where

∫ ϕ(t)
0 exp{αξu}du = t. In

particular, this implies that, if we write s = ϕ(t), then

eαξs ds = dt, t > 0, (15.30)

Splitting the occupation over individual excursions, we have with the help of
(15.1) that

Ex

∫ τ⊕r

0
g(Xt)dt


= Ex

[∫ ∞

0
1(eξs>r)g(eξsΘs)eαξs ds

]
=

∫
r<|z|<|x|

U−x (dz)Narg(z)

(∫ ς

0
g(|z|eε(s)Θε(s))(|z|eε(s))αds

)
. (15.31)

Note that the left-hand side is necessarily finite as it can be upper bounded
by Ex

[∫ ∞
0 g(Xt)dt

]
, which, considering Theorem 3.11, can easily be verified to

be finite for the given assumptions on g.
Straightforward arguments, similar to those presented around (15.28), tell
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us that for continuous g with compact support that is compactly embeded in
the exterior of ball of radius |x|, we have that, for r < |z| < |x|,

Narg(z)

(∫ ς

0
g(|z|eε(s)Θε(s))eαε(s)ds

)
=

∫ ∞

0
Narg(z)

(
g(|z|eε(s)Θε(s))eαε(s); s < ς

)
ds

is a continuous function. Accordingly we can again use Lemma 15.3 and The-
orem 14.7 and write, for x ∈ Rd,

Narg(x)

(∫ ς

0
g(|x|eε(s)Θε(s))(|x|eε(s))α

)

= lim
r↑|x|

∫
r<|z|<|x| U

−
x (dz)Narg(z)

(∫ ς

0 g(|z|eε(s)Θε(s))(|z|eε(s))α
)∫

r<|z|≤|x| U
−
x (dz)

=

Ex

[∫ τ⊕r
0 g(Xs)ds

]
Px(τ⊕r = ∞)

= 2−απ−d/2 Γ((d − α)/2)
Γ(α/2)

× lim
r↑|x|

∫
|x|<|z| dz 1(r<|z|)g(z)|x − z|α−d

∫ ζr(x,z)
0 (u + 1)−d/2uα/2−1du∫ (|x|2−r2)/r2

0 (u + 1)−d/2uα/2−1du

= 2−απ−d/2 Γ((d − α)/2)
Γ(α/2)

∫
|x|<|z|

g(z)|x − z|−d(|z|2 − |x|2)α/2dz,

where in the final equality we have used dominated convergence (in particular
the assumption on the support of g). By inspection, we also note that the right-
hand side above is equal to

2−α
Γ((d − α)/2)2

Γ(d/2)2

∫
|x|<|z|

g(z)|z|αU+
x (dz).

The proof is completed by replacing g(z) by g(z)|z|−α. �

Proof of Theorem 15.5 (i) Appealing to the Lévy system compensation for-
mula for the jumps of X, we have, on the one hand,

Ex[ f (XG(τ⊕r −))g(Xτ⊕r −)h(Xτ⊕r ); τ⊕r < ∞]

= Ex

∑
t>0

f (XG(t−))g(Xt−)h(Xt)1(|XG(t−) |>r)1(|Xt |<r)


= Ex

∫ τ⊕r

0
f (XG(t))g(Xt)k(Xt)

 , (15.32)

where continuous Rd-valued functions f , g, h are such that the first two are
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compactly supported in {z ∈ Rd : |z| > r} and the third is compactly supported
in the open ball of radius r and

k(y) =

∫
|y+w|<r

Π(dw)h(y + w).

On the other hand, a calculation similar in spirit to (15.31), using (15.1), fol-
lowed by an application of Proposition 15.10, tells us that

Ex

∫ τ⊕r

0
f (XG(t))g(Xt)k(Xt) dt


=

∫
r<|z|<|x|

U−x (dz) f (z)Narg(z)

(∫ ς

0
g(|z|eε(s)Θε(s))k(|z|eε(s)Θε(s))(|z|eε(s))αds

)
= 2−α

Γ((d − α)/2)2

Γ(d/2)2

∫
r<|z|<|x|

U−x (dz) f (z)
∫
|z|<|y|

U+
z (dy)g(y)k(y)|y|α.

Putting the pieces together, we get

Ex[ f (XG(τ⊕r −))g(Xτ⊕r −)h(Xτ⊕r ); τ⊕r < ∞]

= 2−α
Γ((d − α)/2)2

Γ(d/2)2

×

∫
r<|z|<|x|

∫
|z|<|y|

∫
|w−y|<r

U−x (dz)U+
z (dy)Π(dw) f (z)g(y)|y|αh(y + w)

= cα,d

∫
r<|z|<|x|

∫
|z|<|y|

∫
|v|<r

||z|2 − |x|2|α/2||y|2 − |z|2|α/2

|z|α|z − x|d |z − y|d |v − y|α+d f (z)g(y)h(v) dy dz dv

where

cα,d =
Γ((d + α)/2)
|Γ(−α/2)|

Γ(d/2)2

π3d/2Γ(α/2)2 .

This is equivalent to the statement of part (i) of the theorem.

(ii) The second statement in the theorem is a straightforward application of
the Riesz–Bogdan–Żak transformation, with computations in the style of those
used to prove, for example, the second part of Theorem 14.10. For the sake of
brevity, the proof is left as an exercise for the reader. �

Proof of Corollary 15.6 As in the proof of Theorem 15.5, we only prove (i).
Part (ii) can be derived appealing to the Riesz–Bogdan–Żak transformation.

From (15.6) (albeit replacing the role of 1 by r), (15.11) and Proposition
15.9, more specifically (15.29), we have that for bounded measurable functions
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f , g on Rd,

Ex[g(XG(τ⊕r −)) f (Xτ⊕r ); τ⊕r < ∞]

=

∫
r<|z|<|x|

U−x (dz)Narg(z)( f (|z|eε(ς)Θε(ς))1(|z|eε(ς)<r); ς < ∞)g(z)

=
Γ(d/2)2 sin(πα/2)
πd |Γ(−α/2)|Γ(α/2)

∫
r<|z|<|x|

∫
|v|<r

||z|2 − |x|2|α/2

||z|2 − |v|2|α/2|z − v|d |z − x|d
f (v)g(z) dz dv.

The desired result now follows. �

Proof of Corollary 15.7 As with the previous proof, we only deal with (i).
Setting f ≡ 1 in (15.32), we see with the help of Theorem 14.10 and the jump
measure (3.23) that

Ex[g(Xτ⊕r −)h(Xτ⊕r ); τ⊕r < ∞]

= Ex

∫ τ⊕r

0
g(Xt)k(Xt) dt


=

2αΓ((d + α)/2)
πd/2|Γ(−α/2)|

∫
|y|>r

g(y)
∫
|y+w|<r

1
|w|α+d dw h(y + w)ur(x, y)dy

=
2αΓ((d + α)/2)
πd/2|Γ(−α/2)|

∫
|y|>r

∫
|v|<r

g(y)h(v)
1

|v − y|α+d ur(x, y) dv dy

where we recall that

k(y) =

∫
|y+w|<r

Π(dw)h(y + w)

and ur is the potential density given in (14.44). The result now follows. �

15.3 Deep factorisation in d-dimensions

The manipulations we have made in the previous section, in particular in Propo-
sition 15.10, are precisely what we need to demonstrate an analogue of the
deep Wiener–Hopf factorisation. To this end, let us introduce some new nota-
tion. Define the resolvents

Rz[ f ](θ) = E0,θ

[∫ ∞

0
e−zξt f (Θt)dt

]
, θ ∈ Sd−1,Re(z) ∈ (0, d − α), (15.33)

as well as

ρ̂z[ f ](θ) = E0,θ

[∫ `∞

0
e−zH−t f (Θ−t )dt

]
=

∫
|y|<1
|y|z f (arg(y))U−θ (dy), (15.34)
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for Re(z) > −(d − α) and

ρz[ f ](θ) = E0,θ

[∫ ∞

0
e−zH+

t f (Θ+
t )dt

]
=

∫
|y|>1
|y|−z f (arg(y))U+

θ (dy) (15.35)

for Re(z) > 0 and bounded measurable f : Sd−1 7→ [0,∞). Note, for the
expression (15.35) the ladder MAP is not killed as limt→∞ |Xt | = ∞.

It is not immediately clear why the restrictions on Re(z) are thus imposed for
each of Rz[ f ](θ), ρ̂z[ f ](θ) and ρz[ f ](θ). Let us spend a little while justifying
the need as such.

First, recall from Theorem 3.11, that the free potential measure of a stable
process issued from x ∈ Rd has density given by

u(x, y) =
Γ((d − α)/2)
2απd/2Γ(α/2)

|y − x|α−d, y ∈ Rd.

Accordingly, taking account of (15.30), it is straightforward to compute

Rz[ f ](θ) = E0,θ

[∫ ∞

0
e−(z+α)ξs f (Θs)eαξs ds

]
= Eθ

[∫ ∞

0
|Xt |
−(α+z) f (arg(Xt))dt

]
=

∫
Rd

f (arg(y))
u(θ, y)
|y|α+z dy,

where we have used stationary and independent increments in the second equal-
ity. Converting the final integral to generalised polar coordinates, i.e. y = rθ,
for r > 0 and θ ∈ Sd−1, we see that, for uniformly bounded f , the integral is
well defined for large r as long as

∫ ∞
rα−dr−(α+z)rd−1dr < ∞, i.e. Re(z) > 0, and

well defined for small r as long as
∫

0+
r−(α+z)rd−1dr < ∞, i.e. d−α−Re(z) > 0.

Appealing to (15.26), we note that, for θ ∈ Sd−1 and Re(z) ≥ 0,

ρz[ f ](θ) = π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)

∫
|y|>1

f (arg(y))
(|y|2 − 1)α/2

|y|α+z|y − θ|d
dy.

Converting the above integral to generalised polar coordinates, it becomes
apparent that the integral is well defined as soon as

∫ ∞
r−z−1dr < ∞, i.e.

Re(z) > 0. Similarly appealing to Corollary 15.2, we also note that

ρ̂z[ f ](θ) = π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)

∫
|y|<1

f (arg(y))
(|y|2 − 1)α/2

|y|α−z|y − θ|d
dy.

Again converting to generalised polar coordinates, we see that the integral is
well defined providing

∫
0+

rd−α+z−1dr < ∞, i.e. Re(z) > −(d − α).
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Theorem 15.11 (Deep factorisation of the d-dimensional isotropic stable pro-
cess). Suppose that f : Sd−1 7→ [0,∞) is bounded and measurable. Then

Rc−iλ[ f ](θ) = Cα,d ρiλ+d−α−c
[
ρc−iλ[ f ]

]
(θ), θ ∈ Sd−1, λ ∈ R, c ∈ (0, d − α),

(15.36)
where Cα,d = 2−αΓ((d − α)/2)2/Γ(d/2)2.

Proof From the second and third equalities of equation (15.31) (taking r →
0) and Proposition 15.10, providing the left-hand side is finite, which it is for
c ∈ (0, d − α) and λ ∈ R, we have

Rc−iλ[ f ](θ) =

∫
|w|<1

U−θ (dw)Narg(w)

(∫ ς

0
(|w|eε(s))−c+iλ f (Θε(s))

)
= 2−α

Γ((d − α)/2)2

Γ(d/2)2

∫
|w|<1

U−θ (dw)
∫
|w|<|y|

f (arg(y))|y|−c+iλU+
w(dy).

(15.37)

Note that, by conditional stationary and independent increments, for any w ∈
Rd\{0} and c > 0,∫

|w|<|y|
|y|−c+iλ f (arg(y))U+

w(dy) = Elog |w|,arg(w)

[∫ ∞

0
e−c+iλH+

t f (Θ+
t )dt

]
= |w|−c+iλE0,arg(w)

[∫ ∞

0
e−c+iλH+

t f (Θ+
t )dt

]
= |w|−c+iλ

∫
1<|y|
|y|−c+iλ f (arg(y))U+

arg(w)(dy),

(15.38)

where, by (15.26), converting to polar coordinates, the right-hand side is uni-
formly bounded by an integral of O

(∫ ∞
r−c−1dr

)
< ∞. Hence plugging (15.38)

back in (15.37), we have

Rc−iλ[ f ](θ) = 2−α
Γ((d − α)/2)2

Γ(d/2)2 ρ̂c−iλ[ρc−iλ[ f ]](θ), λ ∈ R, c ∈ (0, d − α).

Finally, we note from (15.26) that, making the change of variables y = Kw,
so that arg(y) = arg(w), |y| = 1/|w| and dy = |w|−2ddw and, for θ ∈ Sd−1,
|θ − Kw| = |θ − w|/|w|, we have

ρ̂c−iλ[ f ](θ) = π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)

∫
|y|>1
|y|−c+iλ f (arg(y))

(|y|2 − 1)α/2

|y|α|θ − y|d
dy

= π−d/2 Γ(d/2)2

Γ((d − α)/2)Γ(α/2)

∫
|w|<1
|w|c−iλ+α−d f (arg(w))

(1 − |w|2)α/2

|θ − w|d |w|α
dw

= ρiλ+d−α−c[ f ](θ), λ ∈ R, c ∈ (0, d − α)
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which is also uniformly bounded by an integral of O
(∫ ∞

rc−(d−α)−1dr
)
< ∞.
�

The reader is reminded that Theorem 15.11 is stated for dimension d ≥ 2
and for isotropic processes. However, if we are careful about assumptions, it is
easily verified that the theorem also holds in dimension d = 1 and is consistent
with (13.34). Recall that in dimension d ≥ 2 we have limt→∞ |Xt | = ∞ almost
surely. This is a crucial part of the proof of Theorem 15.11. Accordingly when
checking the proof in dimension d = 1, we should confine ourselves to the
additional assumptions that the process is symmetric and α ∈ (0, 1).

The aforementioned case was discussed in Sections 13.2 and 13.5. In that
case, Θ and Θ+ live on the states {−1, 1} and hence, in the definitions of the
resolvents (15.33) and (15.34), we have f : {1,−1} 7→ [0,∞). In effect we
can thus reduce these resolvents to matrices. Accordingly we prefer to write
(for all appropriate z ∈ C), Rz( j, k) = Rz[1k]( j) and ρz[1k]( j) = ρz( j, k), for
j, k ∈ {1,−1}, where 1k = 1k(·) is the indicator function of the state k. The
factorisation (15.36) now reads (up to an unimportant multiplicative constant)

Rc−iλ( j, k) = ρiλ+d−α−c
[
ρc−iλ[1k]

]
( j)

=
∑
`=1,−1

E0, j

[∫ ∞

0
e−(iλ+d−α−c)H+

t 1`(Θ+
t )dt

]
ρc−iλ[1k](`)

=
∑
`=1,−1

ρiλ+d−α−c( j, `)ρc−iλ(`, k), k, ` ∈ {1,−1}. (15.39)

In the same notation as Theorem 13.3, we have e.g. that

ρc−iλ( j, k) = E0, j

[∫ ∞

0
e−(c−iλ)H+

t 1k(Θ+
t )dt

]
=

∫ ∞

0
e−(c−iλ)yu j,k(y)dy

:= κ−1
i, j (c − iλ),

where (u j,k, j, k ∈ {1,−1}) is the potential density of (H+,Θ+). We can also
easily check that det(Ψ(c − iλ)) , 0 and hence Ψ(c − iλ) is invertible. By per-
forming an analytical extension in the definition ofΨ, we note that Rc−iλ( j, k) =

[Ψ−1(1 − α − c + iλ)] j,k. As such, we see that (15.39) agrees with the matrix
Wiener–Hopf factorisation in (13.34).



410 Applications of radial excursion theory

15.4 Radial reflection

In Section 13.1, we discussed the reflection of a stable process in its radial
maximum for one dimensional stable processes. Naturally we can develop this
notion to the setting of higher dimensions with reflection in the sphere of the
radial maximum.

Define Mt = sups≤t |Xs|, t ≥ 0. In a similar spirit to the computations in
Section 13.1, it is a straightforward exercise to show that (Xt, Xt/Mt), t ≥ 0 is a
Markov process which lives on Rd×B(0, 1), where B(0, 1) = {x ∈ Rd : |x| ≤ 1}.
Thanks to the transience of X, it is clear that limt→∞ Mt = ∞. As in the one-
dimensional setting, thanks to repeated scaling of X by its radial maximum, we
can expect that the limt→∞ Xt/Mt exists as a weak limit.

Theorem 15.12. For all bounded measurable f : B(0, 1) 7→ R and x ∈ R\{0}

lim
t→∞
Ex[ f (Xt/Mt)]

= π−d/2 Γ((d + α)/2)
Γ(α/2)

∫
Sd−1

σ1(dφ)
∫
|w|<1

f (w)
|1 − |w|2|α/2

|φ − w|d
dw, (15.40)

where σ1(dy) is the surface measure on Sd−1, normalised to have unit mass.

Remark 15.13. Although we are dealing with the case d ≥ 2, we can verify
that the above limiting identity agrees with the stationary distribution for the
radially reflected process in one dimensional symmetric case, given in Theo-
rem 13.2 when ρ = 1/2, if we set d = 1 and α ∈ (0, 1) in (15.40). Indeed, note
that Sd−1 = {−1, 1} and hence σ1 = δ−1 + δ1, in which case,∫

Sd−1
σ1(dφ)

∫
|w|<1

f (w)
|1 − |w|2|α/2

|φ − w|d
dw

=

∫ 1

0
f (u)(1 − u2)α/2(1 − u)−1du +

∫ 1

0
f (u)(1 − u2)α/2(1 + u)−1du

=

∫ 1

0
f (u)

(
(1 + u)α/2(1 − u)(α/2)−1 + (1 + u)(α/2)−1(1 − u)α/2

)
du

Proof of Theorem 15.12 Recall from the description of the Riesz–Bogdan–
Żak transform, in particular Corollary 12.9, that (ξ,Θ) under the change of
measure in (15.25), or equivalently the MAP change of measure

dP◦x,θ
dPx,θ

∣∣∣∣∣∣
σ((ξs,Θs),s≤t)

= e(α−d)(ξt−x), t ≥ 0. (15.41)

is equal in law to (−ξ,Θ). Recalling the excursion theory laid out in Section
15.1, we have for q > 0, x ∈ Rd\{0} and bounded measurable g, whose support
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is compactly embedded in the ball of unit radius,

E− log |x|,arg(x)[g(e−(ξeq−ξeq )
Θeq )]

= Elog |x|,arg(x)

[
e(α−d)ξeq

|x|α−d g(e
−(ξeq−ξeq

)
Θeq )

]
= |x|d−αElog |x|,arg(x)

[∑
g∈G

1(ςg′<eg
′

q ,∀G3g′<g)e
(α−d)ξge(α−d)εg(egq)

g(e−εg(e
g
q)Θε
g(e
g
q))1(egq<ςg)

]
= |x|d−αElog |x|,arg(x)

[∫ ∞

0
e−qte(α−d)ξtNΘt

(
e(α−d)ε(eq)g(e−ε(eq)Θε(eq)); eq < ς

)
d`t

]
= |x|d−αElog |x|,arg(x)

[ ∫ ∞

0
e−q`−1

s e−(α−d)H−s

NΘ−s

(
e(α−d)ε(eq)g(e−ε(eq)Θε(eq)); eq < ς

)
ds

]
,

where, for each g ∈ G, egq are additional marks on the associated excursion
which are independent and exponentially distributed with rate q. Hence, if we
define

U(q),−
x (dy) =

∫ ∞

0
ds Elog |x|,arg(x)

[
e−q`−1

t ; e−H−s Θ−s ∈ dy, s < `∞
]
, |y| < |x|,

then

E− log |x|,arg(x)[g(e−(ξeq−ξeq )
Θeq )]

=

∫
(0,∞)

∫
|y|<|x|

qU(q),−
x (dy)

|y|α−d

|x|α−dNarg(y)

(∫ ς

0
e−qte(α−d)ε(t)g(e−ε(t)Θ(t))dt

)
.

(15.42)

Recall that there exists a local time L for the process ξ − ξ, where ξ is the
running maximum of ξ, which defines the ascending ladder MAP (H+,Θ+).
Here, H+ = ξL−1 and Θ+ = ΘL−1 . Moreover, L−1 is a subordinator (without
reference to the accompanying modulation Θ+) on account of the fact that it is
the local time of a Lévy process. Suppose we denote its Laplace exponent by

Λ+(q) := − log E0,θ

[
exp{−qL−1

1 }
]
, q ≥ 0,

where θ ∈ Sd−1 is unimportant in the definition. Appealing again to the Riesz–
Bogdan–Żak transform, we note that, for a bounded and measurable function
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h on Sd−1, using obvious notation∫
|y|<|x|

|y|α−d

|x|α−d qU(q),−
x (dy)h(arg(y))

= q
∫ ∞

0
ds E− log |x|,arg(x)

[
e−qL−1

t h(Θ+
s )

]
=

q
Λ+(q)

∫ ∞

0
ds Λ+(q)e−Λ+(q)sE(q)

− log |x|,arg(x)
[
h(Θ+

s )
]

=
q

Λ+(q)
E(q)
− log |x|,arg(x)

[
h
(
Θ+

eΛ+ (q)

)]
, (15.43)

where P(q)
− log |x|,arg(x) appears as the result of a change of measure with martingale

density exp{−qL−1
s + Λ+(q)s}, s ≥ 0 and eΛ+(q) is an independent exponential

random variable with parameter Λ+(q).
Next, we want to take q ↓ 0 in (15.42). To this end, we start by remarking

that, as L is a local time for the Lévy process ξ, it is known from classical
Wiener–Hopf factorisation theory that, up to a multiplicative constant, c > 0,
which depends on the normalisation of the local times ` and L,

q = cΛ+(q)Λ−(q), q ≥ 0,

where Λ−(q) is the Laplace exponent of the local time of ξ at its running infi-
mum; see (2.33). On account of the fact that X is transient, i.e. limt→∞ |Xt | = ∞,
it follows that limt→∞ ξt = ∞ and hence we know that `∞ is exponentially
distributed. Recall that we earlier normalised our choice of ` such that its
rate, Λ−(0) = 1; see the discussion above equation (15.4). This implies that
limq↓0 q/Λ+(q) = c.

Appealing to isotropy, the recurrence of {0} × Sd for (ξ − ξ,Θ) and weak
convergence back in (15.43) as we take the limit with q ↓ 0, to find that

lim
t→∞

∫
|y|<|x|

|y|α−d

|x|α−d qU(q),−
x (dy)h(arg(y)) = c

∫
Sd−1

σ1(dφ)h(φ),

where we recall that σ1(dφ) is the surface measure on Sd−1 normalised to have
unit mass. Hence, back in (15.42) we have with the help of Proposition 15.10
and (15.26),

lim
q↓0

E− log |x|,arg(x)[g(e−(ξeq−ξeq )
Θeq )]

=

∫
Sd−1

σ1(dφ)Nφ

(∫ ς

0
e(α−d)ε(t)g(e−ε(t)Θ(t))dt

)
= cπ−d/22−α

Γ((d − α)/2)
Γ(α/2)

∫
Sd−1

σ1(dφ)
∫
|z|>1

g(Kz)
(|z|2 − 1)α/2

|z|d |φ − z|d
dz, (15.44)
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where we recall that Kz = z/|z|2.
Next, we follow the reasoning that led to the equality (13.32) for the station-

ary distribution of the radially reflected stable process in one dimension. Using
the Lamperti–Kiu transform and (15.30), for bounded measurable f ,

f (Xt/Mt) dt = f
(
e−(ξs−ξs)Θs

)
eαξs ds,

where s = ϕ(t). Using the arguments alluded to above, that, we now have that,
for y ∈ Rd\{0},

lim
t→∞
Ey[ f (Xt/Mt)] = lim

s→∞
Elog |y|,arg(y)

[
f
(
e−(ξs−ξs)Θs

)
eαξs

]
. (15.45)

Putting this together with (15.44), for f and x as before, we conclude that,

lim
t→∞
EKx[ f (Xt/Mt)]

= lim
q↓0

E− log |x|,arg(x)[ f (e−(ξeq−ξeq )
Θeq )eαξeq ]

= cπ−d/22−α
Γ((d − α)/2)

Γ(α/2)

∫
Sd−1

σ1(dφ)
∫
|z|>1

f (Kz)
|Kz|α(|z|2 − 1)α/2

|z|d |φ − z|d
dz

= cπ−d/22−α
Γ((d − α)/2)

Γ(α/2)

∫
Sd−1

σ1(dφ)
∫
|w|<1

f (w)
(1 − |w|2)α/2

|φ − w|d
dw, (15.46)

where we changed variables w = Kz, or equivalently z = Kw, and we used
(15.27), that |w| = 1/|z| and that dz = dw/|w|2d.

In order to pin down the constant c, we need to ensure that, when f ≡ 1, the
integral on the right-hand side of (15.46) is identically equal to 1. To do this,
we recall the Poisson potential formula in (14.29), which tells us that

(1 − |w|2)−1 =

∫
Sd−1
|φ − w|−dσ1(dφ) |w| < 1.

Writing σr(dθ), θ ∈ Sd−1(0, r) for the uniform surface measure on Sd−1(0, r)
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normalised to have total mass equal to one, it follows that∫
Sd−1

σ1(dφ)
∫
|w|<1

(1 − |w|2)α/2

|φ − w|d
dw

=

∫
|w|<1

(1 − |w|2)
α
2 −1dw

=
2πd/2

Γ(d/2)

∫ 1

0
rd−1dr

∫
Sd−1(0,r)

σr(dθ)(1 − r2)
α
2 −1

=
πd/2

Γ(d/2)

∫ 1

0
y

d
2−1(1 − y)

α
2 −1dy

= πd/2 Γ(α/2)
Γ((d + α)/2)

.

This forces us to take

c = 2α
Γ((d + α)/2)
Γ((d − α)/2)

and so,we have

lim
t→∞
EKx[ f (Xt/Mt)]

= π−d/2 Γ((d + α)/2)
Γ(α/2)

∫
Sd−1

σ1(dφ)
∫
|w|<1

f (w)
(1 − |w|2)α/2

|φ − w|d
dw, (15.47)

as required. �

We conclude this section with an observation regarding the analytical struc-
ture of the distributional limit in Theorem 15.12 .

Corollary 15.14. The limiting distribution in Theorem 15.12 is equal in law
to the independent product of random variables U ×

√
B, where U is uniformly

distributed on Sd−1 and B is a Beta(d/2, α/2) distribution.

Proof Indeed, suppose we take f (w) = |w|2γg(arg(w)) for γ > 0, then we also
see that

lim
t→∞
Ex[ f (Xt/Mt)]

=
2Γ((d + α)/2)
Γ(d/2)Γ(α/2)

∫
Sd−1

σ1(dφ)
∫ 1

0
r2γ+d−1(1 − r2)α/2dr

∫
Sd−1

g(θ)
|φ − rθ|d

σ1(dθ).

The Newton potential formula tells us that (1 − r2)
∫
Sd−1 |φ − rθ|−dσ1(dφ) = 1,

see Remark 14.5, and hence, after an application of Fubini’s theorem for the
two spherical integrals and change of variable,

lim
t→∞
Ex[ f (Xt/Mt)] =

Γ((d + α)/2)
Γ(d/2)Γ(α/2)

∫ 1

0
uγ+ d

2−1(1 − u)
α
2 −1du ×

∫
Sd−1

g(θ)σ1(dθ),
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verifying the claimed distributional decomposition. �

15.5 Comments

Although it is a special case of general excursion theory as prescribed by
e.g. Maisonneuve [147], the radial excursion theory presented in Section 15.1
seems not to have appeared until very recently in the theory of stable processes.
See [38] for further reading on the general theory of excursions from a set. To-
gether with the Lamperti–Kiu transform and the limiting procedure in Lemma
15.3, this forms the key to the analysis in Sections 15.2, 15.3 and 15.4, all of
which is based entirely on the very recent work in [134]. As with the analo-
gous result in one dimensions, the justification of (15.45) comes form the use
of Revuz measures; see the bottom of p240 in [212].
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Windings and up-crossings of stable processes

For a planar isotropic stable process, written X = (Xt, t ≥ 0) as usual, we can
take advantage of the fact that the plane is isomorphic to C. As such we may
write the process X in polar coordinates, say

Xt = rt exp(iθt), t > 0. (16.1)

Clearly rt = |Xt | and the angular part, θ := (θt, t ≥ 0), is often referred to as
its winding number. Roughly speaking θ tells us the net position of winding
anti-clockwise and unwinding anti-clockwise around the origin.

Although excluded from the current setting, if we momentarily assume that
X is a planar Brownian motion issued away from the origin, a classical result
concerning its winding number in (16.1), proved by Spitzer in 1958, states that

2
log t

θt
(w)
−→
t→∞
C, (16.2)

where C is a standard Cauchy variable. A classical time inversion equality for
Brownian motion, i.e. that (tX1/t, t > 0) is equal in law to (Xt, t > 0), means
that this result also induces a similar winding result as t → 0.

In this chapter, we will explore the natural development of Spitzer’s classical
result in the setting of isotropic planar stable processes, both for small and for
large times. Our approach will make heavy use of the representation of planar
stable processes as self-similar Markov processes and will lead us to results
concerning the up-crossings of the origin of one-dimensional stable processes.

16.1 Polar decomposition of planar stable processes

As always, we will write Px, x ∈ R2 for the probabilities of X, reserving the
special notation P as shorthand for P0. Recall from Section 11.5 that planar

416
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stable processes are also self-similar Markov processes. As such, they enjoy
a representation as a space-time transformation of a Markov additive process
given in Theorem 11.13. Taking account of the planar representation (16.1),
its is natural that the generalised Lamperti representation may be written more
conveniently in the form

Xt = exp{ξϕ(t) + iχϕ(t)}, t ≥ 0, (16.3)

where

ϕ(t) = inf{s ≥ 0 :
∫ s

0
eαξu du > t} =

∫ t

0
|Xs|

−αds. (16.4)

Here, (ξ, χ) = ((ξt, χt) : t ≥ 0) is such that (ξ, χ) is a strong Markov process
with probabilities (Px,y, x, y ∈ R2) with the MAP property that, (ξt+s − ξt, χt+s),
s ≥ 0, given σ((ξu, χu) : u ≤ s), is equal in law to (ξ, χ) under P0,y with y = χt.
We thus have the polar representation in terms of the underlying MAP

rt = eξϕ(t) and θt = χϕ(t), t ≥ 0. (16.5)

As our first result, we will show that we can discern more properties of the
MAP (ξ, χ) other than those given in the standard definition above.

Lemma 16.1. The pair (ξ, χ) is a two-dimensional Lévy process with no Gaus-
sian component and Lévy measure given by

Πξ,χ(dx, dϑ) =
α2α

π

Γ(1 + α/2)
Γ(1 − α/2)

e2x

(e2x + 1 − 2ex cos(ϑ))1+α/2 dx dϑ, (16.6)

for x ∈ R, ϑ ∈ (−π, π].

Proof Referring back to Theorem 12.3, in the notation used there, we have
Θt = exp{iχt}. Hence, for all bounded and measurable f ,

E0,θ

∑
s>0

f (s,∆ξs,∆χs)


= 2c(α)E0,θ

[∫ ∞

0
ds

∫ π

0
dϑ

∫
R

dx
e2x

|e2x + 1 − 2ex cosϑ |(α+2)/2 f (s, x, ϑ)
]
,

where ∆χt = χt − χt− and ∆ξt = ξt − ξt−, t ≥ 0. The jump measure Πξ,χ can be
read directly out of the above equality. �

As already noted in Section 5.7 the isotropic property of X implies that
(|Xt |, t ≥ 0) is a positive self-similar Markov process. In particular, when one
considers ξ as a lone process, without information about χ, then it is a Lévy
process. With an abuse of notation, we denote its probabilities by Px, x ∈ R.
The fact that limt→∞ |Xt | = ∞ (due to transience, see Section 3.6) implies that
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limt→∞ ξt = ∞ almost surely. In Theorem 5.21 we derived the characteristic
exponent of ξ. For z ∈ R,

− log E0[eizξ1 ] =: Ψ(z) = 2α
Γ( 1

2 (−iz + α))

Γ(− 1
2 iz)

Γ( 1
2 (iz + 2))

Γ( 1
2 (iz + 2 − α))

.

It is straightforward to see that this exponent can be analytically extended to
the Laplace exponent ψ(u) := −Ψ(−iu) for −2 < u < α, which is convex,
having roots at u = 0 and u = α − 2 and exploding at u = −2 and u = α.

The main objective in the remainder of this chapter is to analyse the wind-
ing number (θt, t ≥ 0). From (16.5), we see that the winding number is a Lévy
process subordinated by a time change that is correlated to the the radial dis-
tance form the origin. Our approach is therefore to understand the individual
behaviour of the Lévy process χ and the time change ϕ and then to consider
their combined effect. An immediate observation we can make to this end is
that the Lévy process χ is in the domain of attraction of a Brownian motion.
This is a consequence of the fact that χ has jumps that are bounded in mag-
nitude by π and hence is a Lévy process with finite second moments. Indeed,
recalling Theorem 2.11 we have the following corollary.

Corollary 16.2. As r → ∞, (r−1/2χrt, t ≥ 0) converges weakly on the Sko-
rokhod space to (

√
k(α)Bt, t ≥ 0), where B is a standard Brownian motion

and

k(α) =
α2α

π

Γ(1 + α/2)
Γ(1 − α/2)

∫ ∞

0

∫ π

−π

rθ2

(1 + r2 − 2r cos θ)1+α/2 rdrdθ

16.2 Windings at infinity

In this section, we shall consider a result for planar isotropic stable processes
in the spirit of (16.2). Rather than providing a weak limit in time, we prove the
slightly stronger result of weak functional convergence of the winding number.
Most noticeable from the following result is that, unlike the Brownian case
where winding scales with speed log t, winding for stable processes occurs
with the slightly slower scaling

√
log t.

Theorem 16.3 (Planar stable windings at ∞). Suppose that (Xt, t ≥ 0) is an
isotropic planar α-stable process, with α ∈ (0, 2), that is issued from a point
different from the origin. There exists a constant

s(α) =
α

π

∫ ∞

0

∫ π

−π

rθ2

(1 + r2 − 2r cos θ)1+α/2 rdrdθ,
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such that the process (r−1/2θexp(rt), t ≥ 0) converges weakly on the Skorokhod
space as r → ∞ to (

√
s(α)Bt, t ≥ 0), where (Bt, t ≥ 0) is a standard one-

dimensional Brownian motion issued from the origin.
In particular, in contrast to Spitzer’s winding result for Brownian motion,

(16.2), we have
θt√

s(α) log t

(w)
−→
t→∞
N(0, 1),

where N(0, 1) is a standard Normal random variable.

Taking account of the fact that θt = χϕ(t), t ≥ 0, Theorem 16.3 will follow
from Corollary 16.2 if we can demonstrate suitable control over the growth of
ϕ(t) as t → ∞. Indeed, the class of path functionals that are continuous with
respect to the Skorokhod topology is closed under the operation of composition
and hence it would suffice to show that

ϕ(exp t)
t

→ 2−α
Γ(1 − α/2)
Γ(1 + α/2)

(16.7)

in distribution, as t → ∞, in order to prove Theorem 16.3. In fact, it turns out
that something slightly stronger than (16.7) can be proved.

Proposition 16.4. The limit (16.7) holds almost surely and and hence Theorem
16.3 follows.

Proof We start by defining

X̃t = exp(−t/α)Xexp t, t ≥ 0,

and we claim that the process (X̃t, t ≥ 0) is stationary and ergodic. This will
allow us to invoke the Ergodic Theorem which, thanks to (16.4), will give us
the almost sure limit

lim
t→∞

ϕ(exp t)
t

= lim
t→∞

ϕ(1)
t

+ lim
t→∞

1
t

∫ exp t

1
|Xs|

−αds

= lim
t→∞

1
t

∫ t

1
|X̃u|

−αdu

= E[|X1|
−α]. (16.8)

The expectation above can be computed by recalling that X is equal in law to
(B2γt , t ≥ 0), where (Bt, t ≥ 0) is a standard 2-dimensional Brownian motion
and (γt, t ≥ 0) is an independent stable subordinator with index α/2. For the
purpose of computing moments we also note that B2γ1 is equal in distribution
to

√
2γ1B1. We can thus simplify

E[|X1|
−α] = 2−α/2E[|B1|

−α]E[γ−α/21 ]. (16.9)
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To compute the two expectations on the right hand side, we can make clever
use of the integral representation of the gamma function that leads to

q−c =
1

Γ(c)

∫ ∞

0
e−qttc−1dt q > 0, c ∈ (0, 1).

Indeed, we can now write compute

E[γ−α/21 ] =
1

Γ(α/2)

∫ ∞

0
E[e−γ1t]t−1+α/2dt

=
1

Γ(α/2)

∫ ∞

0
e−tα/2 t−1+α/2dt

=
2

αΓ(α/2)

∫ ∞

0
e−sds

=
1

Γ(1 + α/2)
.

Similarly, we have

E[|B1|
−α] =

1
Γ(α/2)

∫ ∞

0
E[e−|B1 |

2t]t−1+α/2dt

=
1

Γ(α/2)

∫ ∞

0
(1 + 2t)−1t−1+α/2dt

= 2−α/2Γ(1 − α/2), (16.10)

where we have used the expression for the moment generating function of a
chi-squared variable with index 2 in the second equality and the representa-
tion as an integral of the beta function from (A.18), in the Appendix, in the
third equality. Combining these moments back in (16.9) gives us the required
constant in the limit (16.7).

To complete the proof we must thus prove that X̃ is stationary and ergodic.
To this end, let us introduce P̃x for the law of the process X̃ when X has law Px,
x ∈ R2. Following the same connection for the latter probabilities, we write P̃
in place of P̃0. Note that X̃ is Markovian on account of the fact that, for s, t > 0
and all bounded and measurable g on R2, the scaling property implies

Ẽx[g(X̃t+s)|σ(X̃u, u ≤ t)] = Ex[g(e−s/αe−t/αXetes )|σ(Xu, u ≤ et)]

= Ex′e−t/α [g(e−s/αXes )]x′=Xet

= Ẽx′′ [g(X̃s)]x′′=X̃t
. (16.11)

A similar calculation using scaling gives us that for x ∈ R2 and t ≥ 0,

Ex[g(X̃t)] = Exe−t/α [g(X1)].
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Letting t tend to infinity now shows that X̃ has a limiting stationary distribution
corresponding to the law of (X1,P).

For ergodicity, we can think of the probability measure P̃ as being supported
on the Skorokhod space associated to R2 (see Section A.10 in the Appendix).
We may now define the transformation Tt[ω(·)] = exp(−t/α)ω(et ·), for ω ∈
D(R2), which is measure preserving thanks to the scaling property of (X,P) and
hence of (X, P̃). For us to conclude that (X̃t, t ≥ 0) to be an ergodic sequence,
from which we can conclude (16.8), it suffices to check the defining criterion of
ergodicity. Specifically, we need to check that, for an event A that is invariant
with respect to (Tt, t ≥ 0), P̃(A) is equal to 0 or 1.

To this end, note that, on the one hand, we have by the property of uniformly
integrable martingales

1A = lim
u→∞
Ẽ[1A|σ(X̃s, s ≤ u)]. (16.12)

On the other hand, by the Markov property,

Ẽ[1A|σ(X̃s, s ≤ u)] = Ẽ[1A|σ(X̃s, s ≤ u)] = g(X̃u), (16.13)

where g(x) = P̃x(A), x ∈ R2. Now taking expectation again in (16.13) and
taking limtis as u → ∞, recalling that the stationary distribution of X̃ is given
by (X1,P), we observe that g(x) = E[g(X1)] for all x ∈ R2, showing that g is
a constant function. Now comparing the right-hand side of (16.13) with the
indicator on the left-hand side of (16.12), it becomes clear that g is valued as
either 0 or 1. �

16.3 Windings at the origin

In this section, we will develop an understanding of the windings of the sta-
ble process as it emerges from the origin. In order to do this, we will use a
technique based on the relationship between (X,P) and the singular law of X
conditioned to limit continuously to the origin. In particular, we will show how
they are related simply via time reversal.

Before going into technical details, the concept of winding at the origin of
a stable process needs more attention. We need to be careful with the notation
θ := (θt, t ≥ 0), which no longer makes sense when the process is issued
from the origin as, by time t, the process has already undergone an infinite
number of windings around the origin in both directions. Instead, we need to
talk about angular displacements in relative, rather than absolute, terms. To
this end, we shall henceforth work with θ[a,b], 0 < a ≤ b < ∞, which is well
defined as the winding of X over the time interval [a, b]. Of course, in the
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setting that X is issued from a point other than the origin, we can continue to
write θt = θ[0,t]. Our main result in this section, which complements Theorem
16.3, thus becomes the following.

Theorem 16.5 (Planar stable windings at 0). Suppose that (Xt, t ≥ 0) is an
isotropic planar α-stable process, with α ∈ (0, 2), that is issued from the origin.
The process (r−1/2θ[exp(−rt),1], t ≥ 0) converges weakly on the Skorokhod space
to (
√

s(α)Bt, t ≥ 0) as r → ∞, where (Bt, t ≥ 0) is a standard one-dimensional
Brownian motion issued from the origin and s(α) is the same constant appear-
ing in Theorem 16.3.

In particular,
θ[t,1]√

s(α) log(1/t)

(w)
−→
t→0
N(0, 1),

where N(0, 1) is a standard Normal random variable.

Recall that P◦ := (P◦x, x , 0) was constructed in d-dimensions via a limiting
procedure in Section 12.2. More precisely, if we define Ft := σ(Xu : u ≤ t),
t ≥ 0, then, for all t ≥ 0, A ∈ Ft and x , 0,

P◦x(A, t < ζ) := lim
ε↓0
Px(A ∩ {t < τBε }|τBε < ∞), |x| > 0, (16.14)

where τBε := inf{s > 0 : |Xs| < ε} and ζ is the lifetime of the process under P◦,
which agrees with τ{0} = inf{t > 0 : Xt = 0}. (Note, in the above expression
for Px, x , 0, we have taken account of the fact that Px(τ{0} = ∞) = 1, for
all x , 0.) Moreover, for all t ≥ 0, x , 0, we can equivalently express the
conditioned process via the change of measure

dP◦x
dPx

∣∣∣∣∣
Ft

=
|Xt |

α−2

|x|α−2 (16.15)

The change of measure (16.15) ensures that (X,P◦x), x ∈ R2\{0} is again
an isotropic self-similar Markov process and therefore has a decomposition in
the spirit of (16.3). Indeed, let us write X◦ = (X◦t , t ≥ 0) to mean a canonical
version of (X,P◦x), x ∈ R2\{0}. We shall write its polar decomposition as

X◦t = exp{ξ◦ϕ◦(t) + iχ◦ϕ◦(t)}, t ≤ ζ◦, (16.16)

where

ϕ◦(t) = inf{s ≥ 0 :
∫ s

0
eαξ

◦
u du > t} =

∫ t

0
|X◦s |

−αds

and ζ◦ = inf{s > 0 : X◦s = 0} is the lifetime of the process. Once again,
the process (ξ◦, χ◦) is a Markov additive process, where χ◦ is the underlying
modulation to ξ◦. Isotropy also ensures that the process |X◦| := (|X◦t |, t ≥ 0)
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is again a positive self-similar Markov process and ξ◦, when observed as a
lone process, is a Lévy process. On account of the Doob h-transform of the
law of X◦ with respect to X, one easily verifies that its characteristic exponent
is an Esscher transform with respect to that of ξ. Moreover, the characteristic
exponent, Ψ◦ of ξ◦ satisfies

Ψ◦(z) = Ψ(z− i(α−2)) = 2α
Γ( 1

2 (−iz + 2))

Γ(− 1
2 (iz + α − 2))

Γ( 1
2 (iz + α))

Γ( 1
2 (iz))

= Ψ(−z), (16.17)

for z ∈ R. That is to say, ξ◦ is equal in law to −ξ. In fact, one can go a little
further and use Corollary 12.9 to deduce that the pair (ξ◦, χ◦) is equal in law to
the pair (−ξ, χ).

As alluded to above, our aim is to relate the process (X,P0) to the process
X◦ via time reversal.

Lemma 16.6. For each a > 0, define Da = sup{s ≥ 0 : |Xs| ≤ a}. Conditionally
on the event {XDa− = x}, where |x| < a, the process (X(Da−t)−, t ≤ Da) under P0 is
equal in law to X◦ issued from X◦0 = x.

Proof We will prove the reformulation above using Hunt-Nagasawa duality
theory, introduced in the Appendix. In the language of Nagasawa’s Duality
Theorem A.15, we will take the semigroup (P̂t[ f ], t ≥ 0) to be that of the con-
ditioned process X◦. Accordingly, since (P◦x, x , 0), can be written as a Doob
h-transform with respect to (Px, x , 0), the requirement (B) in Theorem A.15 is
automatically satisfied by appealing, for example, to dominated convergence.

To deal with the condition (A) of Theorem A.15, let us introduce some no-
tation. For x, y ∈ R2, we shall write R(x, dy) for the resolvent of X. Theorem
3.11 tells us that

R(x, dy) = C(α)|x − y|α−2dy, x, y ∈ R2, (16.18)

where C(α) is a constant depending on the index of stability α that is of no
interest here. Taking account of the fact that X is issued from the origin, para-
phrasing condition (A), we need to check that, with

$(dx) :=
∫
R2
δ0(da)R(a, dx) = R(0, dx) = |x|α−2dx, x ∈ R2,

we have

pt(x, dy)$(dx) = p◦t (y, dx)$(dy), x, y ∈ R2\{0}, t ≥ 0. (16.19)

Here, pt(x, dy) and p◦t (y, dx) represent the transition semigroups of X and X◦,
respectively.
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We now see that (16.19) requires us to check that

pt(x, dy)|x|α−2dx =
|x|α−2

|y|α−2 pt(y, dx)|y|α−2dy, x, y ∈ R2\{0}.

Hence, we require that pt(x, dy)dx = pt(y, dx)dy, x, y ∈ R2\{0}. However, this
is nothing more than the classical duality property for Lévy process semi-
groups (and in particular for isotropic stable process semi-groups). �

The consequence of this last lemma is that we can study the windings of
X backwards from last exit from the ball of radius a by considering instead
the windings of X◦ as t ↑ ζ◦ from a randomised initial position, which we can
control by conditioning on the distribution of the aforesaid last exit point. How-
ever, because of the nature of the scaling in the winding functional limit the-
orem and that only finite winding can occur over finite time horizons, knowl-
edge of backward winding of X from Da to the origin is sufficient to tell us
about backward winding of X from time 1 to the origin. Indeed,

θ[t,1] = θ[t,Da] + θ(Da,1]1(Da≤1) − θ(1,Da]1(Da>1),

and hence, when scaling by r−1/2, the difference |θ[e−rt ,1] − θ[e−rt ,Da]| becomes
irrelevant.

Proof of Theorem 16.5 Suppose we write

Arg(X◦t ) = eiθ◦t , t ≤ ζ◦.

From the representation (16.16) we have that, on {s < ζ◦}

θ◦ζ◦−s = χ◦ϕ◦(ζ◦−s), (16.20)

where ∫ ϕ◦(ζ◦−s)

0
eαξ

◦
u du = ζ◦ − s.

Lemma 16.6 tells us that studying winding to the origin of θ[t,1] as t ↓ 0, is
equivalent to studying the winding to the origin of θ◦ζ◦−s as s ↓ 0.

For convenience, let us write ϕ̂◦(s) = ϕ◦(ζ◦ − s), providing s ≤ ζ◦. Note in
particular that ϕ̂◦(ζ◦) = 0 and that ϕ̂◦(0) = ∞. We also have that∫ ∞

ϕ̂◦(s)
eαξ

◦
u du =

∫ ∞

0
eαξ

◦
u du −

∫ ϕ̂◦(ζ◦−s)

0
eαξ

◦
u du = ζ◦ − (ζ◦ − s) = s.

Differentiating, we see that, on {s < ζ◦},

dϕ̂◦(s)
ds

= −e−αξ
◦

ϕ̂◦ (s) = −|X◦ζ◦−s|
−α
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and hence, after integrating, since ϕ̂◦(ζ◦) = 0, on {t < ζ◦},

ϕ̂◦(t) = ϕ̂◦(t) − ϕ̂◦(ζ◦) =

∫ ζ◦

t
|X◦ζ◦−s|

−αds.

Now define X̂◦v = ev/αX◦ζ◦−e−v , v ∈ R, so that, on {t < ζ◦},

ϕ̂◦(t) =

∫ − log t

− log ζ◦
|X̂◦v |

−αdv. (16.21)

Next, we recall from Lemma 16.6 that (X◦(ζ◦−s)−, s ≤ ζ◦) under P◦µa
, where

µa(dx) = P0(XDa− ∈ dx), |x| < a, agrees with (Xs, s < Da) under P0. It therefore
follows that, under P◦µa

, (X̂◦t , e
−t < ζ◦) is equal in law to (et/αXe−t , e−t < Da)

under P0. Following the reasoning in the proof of Proposition 16.4, we note that
X̂t = et/αXe−t , t ∈ R, is a stationary ergodic Markov process with distribution at
each time equal to that of X1 and, moreover, almost surely,

lim
r→∞

ϕ̂◦(exp(−r))
r

= E[|X1|
−α] = 2−α

Γ(1 − α/2)
Γ(1 + α/2)

. (16.22)

We know from Theorem 16.3 that (r−1/2χϕ(exp(rt)), t ≥ 0) converges on the
Skorokhod space to (

√
s(α)Bt, t ≥ 0) as r → ∞. Since by (16.20),

(r−1/2θ◦ζ◦−exp(−rt), t ≥ 0)
(d)
= (r−1/2χ◦ϕ̂◦(exp(−rt)), t ≥ 0),

by Corollary 12.9, χ◦
(d)
= χ and by (16.22), ϕ̂◦(exp(−rt)) has the same almost

sure growth as ϕ(exp(rt)), we conclude that (r−1/2θ◦ζ◦−exp(−rt), t ≥ 0) converges
in the Skorokhod topology to (

√
s(α)Bt, t ≥ 0) as r → ∞. Recalling the remark

earlier that winding to the origin of θ[t,1] as t ↓ 0, is equivalent to studying the
winding to the origin of θ◦ζ◦−s as s ↓ 0, the proof is complete. �

16.4 Upcrossings of one-dimensional stable processes

In this Section we turn our interest to the one-dimensional case. Hereafter,
X = (Xt, t ≥ 0) will denote a one-dimensional stable process with stability
index α ∈ (0, 2) and probabilities Px, x ∈ R. Note in particular that we do not
insist that X is symmetric, however, we do insist that it undergoes jumps of
both signs, i.e. ρ ∈ (0, 1) for α ∈ (0, 1) and 0 < αρ, αρ̂ < 1 for α ∈ (1, 2).

Recall that the long term behaviour of X can differ from its two-dimensional
counter part depending on the value of α. When α ∈ (0, 1), we know that
limt→∞ |Xt | = ∞ and Px(τ{0} = ∞) = 1, x , 0, where τ{0} = inf{s > 0 : Xs =

0}. When α = 1, we have lim supt→∞ |Xt | = ∞ and lim inft→∞ |Xt | = 0 and
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Px(τ{0} = ∞) = 1, x , 0. Finally, when α ∈ (1, 2), we have limt→∞ |Xt | = 0 and
Px(τ{0} < ∞) = 1, x , 0.

As we have assumed that X has both positive and negative jumps, it cannot
creep upwards or downwards, and hence up-crossings into the positive half-
line will always be by a jump. Accordingly, let U[a,b], 0 < a ≤ b < ∞, be the
number of up-crossings in the time interval [a, b]. That is to say

U[a,b] =
∑

a≤s≤b

1(Xs>0, Xs−<0).

We write Ut = U[0,t], t ≥ 0, providing that X0 , 0.
We are interested in up-crossings both as time tends to zero and to infinity in

the case α ∈ (0, 1] (in which regime the origin is polar). In the setting α ∈ (1, 2),
we are interested in up-crossings as time tends to zero and as time tends to the
first hitting time of the origin. More precisely, we prove strong laws of large
numbers for the up-crossing count.

Theorem 16.7 (Stable up-crossings). Suppose that X is a one-dimensional
stable process with two-sided jumps and with index α ∈ (0, 2).

(i) If α ∈ (0, 1], then when X is issued from a point other than the origin,

lim
t→∞

Ut

log t
=

sin(παρ) sin(παρ̂)
απ sin(πα)

. (16.23)

almost surely, with the understanding that the constant on the right-hand
side above is equal to infinity when α = 1.

(ii) If α ∈ (0, 1], then when X is issued from the origin,

lim
t→0

U[t,1]

log(1/t)
=

sin(παρ) sin(παρ̂)
απ sin(πα)

(16.24)

almost surely, where, again, we understand the constant on the right-hand
side above is equal to infinity when α = 1.

(iii) If α ∈ (1, 2), then, when X is issued from a point other than the origin,

lim
t→0

Uτ{0}−t

log(1/t)
=

sin(παρ) sin(παρ̂)
απ| sin(πα)|

almost surely, where τ{0} = inf{t > 0 : Xt = 0}.

In the above theorem, when α ∈ (1, 2) and X is issued from the origin, the
reader may expect to see a result for U[t,1] as t → 0. However, the question
of counting up-crossings does not make sense any more. For this parameter
regime, because X is issued from the origin, τ{0} = 0 almost surely. Moreover,
over each time horizon [0, ε), ε > 0, X enjoys a countable infinity of excursions
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from the origin; and within each excursion there are a countable infinity of up-
crossings.

The key to the proof of Theorem 16.7 will again be the representation of the
stable process as a self-similar Markov process. Recall that there exists a MAP,
(ξ, J) = ((ξt, Jt), t ≥ 0), taking values in R × {−1, 1}, with matrix exponent, Ψ,
given by (12.1), such that, for X0 , 0,

Xt = exp(ξϕ(t))Jϕ(t), t ≤ τ{0}, (16.25)

where

ϕ(t) = inf{s ≥ 0 :
∫ s

0
eαξu du > t} =

∫ t

0
|Xs|

−αds. (16.26)

When α ∈ [1, 2), τ{0} = ∞ almost surely so the decomposition holds for all
times, otherwise, when α ∈ (0, 1), it only gives a pathwise decomposition up
until first hitting of the origin.

Proof of Theorem 16.7 (i) Let N := (Nt, t ≥ 0) be the counting process of the
number of jumps of the process J from -1 to 1 in the time interval [0, t] when
X is issued from a point other than the origin. That is to say,

Nt =
∑

0≤s≤t

1(Js−=−1, Js=1), t ≥ 0.

The processes N and U are related by the time change Ut = Nϕ(t), t ≤ τ{0}. In
the case that X0 , 0, we set N0 = 0 and, for every n ∈ N, we define

Tn = inf{t > 0 : Nt = n}.

The random time between two consecutive up-crossings in the time-scale of
the MAP is distributed as the sum of two independent exponential variables,
the holding times of J between the transitions 1 → −1 and −1 → 1, with
respective rates Ψ(0)1,−1 and Ψ(0)−1,1. Standard Markov chain theory tells us
that, for all x ∈ R and i ∈ {−1, 1}, we have Px,i-almost surely,

lim
t→∞

Nt

t
= lim

n→∞

n
Tn

=
Ψ(0)1,−1Ψ(0)−1,1

Ψ(0)1,−1 +Ψ(0)−1,1

=
Γ(α)

Γ(αρ̂)Γ(1 − αρ̂) + Γ(αρ)Γ(1 − αρ)

=
Γ(α) sin(παρ) sin(παρ̂)
π(sin(παρ) + sin(παρ̂))

. (16.27)
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As in the two-dimensional setting, it suffices to prove that ϕ(t) grows like
log t in an almost sure sense. The method we use is similar to the analysis
of the clock ϕ for planar stable processes in Theorem 16.3. In particular, it is
straightforward to see that X̃t = e−α/tXet , t ≥ 0 is a stationary ergodic Markov
process with stationary distribution equal to that of X1. Hence, from (16.26)
we have

lim
t→∞

ϕ(exp t)
t

= lim
t→∞

ϕ(exp t) − ϕ(1)
t

=
1
t

∫ exp t

1
|Xu|

−αdu

=
1
t

∫ t

0
|X̃v|

−αdv

= E[|X1|
−α]. (16.28)

We can compute the expectation above explicitly when α ∈ (0, 1) by appealing
to Theorem 1.13. In particular,

E[|X1|
−α] =

sin(παρ) + sin(παρ̂)
Γ(1 + α) sin(πα)

Note however that this moment explodes when α = 1. One may also ver-
ify directly from the density in Theorem 1.17 that, for the Cauchy process,
E[|X1|

−1] = ∞.
The almost sure limit (16.23) when α ∈ (0, 1) now follows by combining the

two strong laws of large numbers in (16.27) and (16.28). When α = 1, we note
that, for each M > 0, we have for all t sufficiently large that ϕ(exp t)/t > M.
Using the monotonicity of the counting process N and the strong law of large
numbers in (16.27), it now follows that

lim inf
t→∞

Nexp t

t
≥ lim inf

t→∞
M
UMt

Mt
> M/2π.

Since M can be chosen arbitrarily large, the statement of the theorem also
follows for Cauchy processes.

(ii) Now suppose that X0 = 0 and we consider the up-crossings of X as t → 0
for α ∈ (0, 1]. Recall that the laws P◦x, x ∈ R\{0}, are determined by the Doob
h-transform

dP◦x
dPx

∣∣∣∣∣
Ft

=
h(Xt)
h(x)

1(t<τ{0}) (16.29)

where

h(x) =
(
sin(παρ̂)1(x≥0) + sin(παρ)1(x<0)

)
|x|α−1 (16.30)
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and τ{0} = inf{t > 0 : Xt = 0}.
Appealing to the Hunt-Nagasawa method of duality we can show that the

analogue of Lemma 16.6 also holds here. Specifically, the time reversed pro-
cess (X(τ{0}−s)−, s ≤ τ{0}) when issued from a randomised point with law µ◦a(dx) :=
P◦0(X◦

D◦a−
∈ dx), where D◦a = sup{t > 0 : |X◦t | < a} and a > 0, is equal in law to

(X◦t , t < D
◦
a) under P◦0.

Indeed, the counterpart of (16.19) can be easily checked, recalling in partic-
ular that the resolvent R(x, dy), x, y ∈ R for X is known to satisfy R(x, dy) =

h(y − x)dy up to a multiplicative constant.
If we write X◦ as a canonical version of the real-valued self-similar Markov

process (X,P◦· ), it is now the case that understanding U[t,1] as t → 0 is equivalent
to understanding U◦ζ◦−s as s → 0, where U◦ is the number of up-crossings of
X◦ and ζ◦ = inf{s > 0 : X◦s = 0}. (Note that up-crossings of X corresponds
to down-crossings of X◦, however, every up-crossing is followed by a down-
crossing and vice versa.) At this point, we note that the MAP that underlies
the process X◦ has the property that its modulating chain, say J◦, has the same
Q-matrix as J, albeit the roles of ρ and ρ̂ are interchanged. We can see this by
inspecting its matrix exponent which was given in (12.4). This has the effect
that, if we write (N◦t , t ≥ 0) for the process that gives the running count of the
number of switches that J◦ makes from −1 to 1, then it also respects the same
strong law of large numbers as (16.27). Note in particular that, the right hand
side of (16.27) is invariant to exchanging the roles of ρ and ρ̂.

The Lamperti-Kiu representation of X◦ tells us that, if ϕ◦(t) is the time
change associated to its underlying MAP, then

ϕ◦(t) =

∫ t

0
|X◦s |

−αds.

A computation similar to the one that leads to the equation (16.21) also tells us
that U◦ζ◦−s = N◦γ◦s and, for s ≤ ζ◦,

γ◦t =

∫ − log t

− log ζ◦
|X̃◦v |

−αdv, t ≤ ζ◦,

where X̃◦v = ev/αX◦ζ◦−e−v , v ∈ R. Continuing along the lines of the proof of
(16.22), we find that, almost surely,

lim
s→∞

γ◦e−s

s
= E[|X1|

−α].

Combining the strong law of large numbers for N◦ with the above almost sure
limit, catering for the case α = 1 in a similar way to the proof of part (i), we
find that (16.24) holds.
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(iii) Examining the proof of part (ii) above for the limit as t → 0, one also
essentially sees the proof for the up-crossings as t → τ{0} in the case α ∈ (1, 2).
Specifically, we note that Uτ{0}−s = Nγs where, for s ≤ τ{0},

γt =

∫ − log t

− log τ{0}
|X̃v|

−αdv, t ≤ τ{0},

where X̃v = ev/αXτ{0}−e−v , v ∈ R. Continuing again along the lines of the proof
of (16.22), in particular noting the Hunt-Nagasawa duality of (Xτ{0}−s, s ≤ τ{0})
and X◦ (recall from Theorem 12.5 that X◦ now plays the role of the stable
process conditioned to avoid the origin), we have the limit

lim
s→∞

γe−s

s
= E◦0[|X1|

−α] (16.31)

Pµ◦a -almost surely, where µ◦a(dx) := P◦0(X◦
D◦a−
∈ dx), providing that the expecta-

tion on the right-hand side makes sense.
For the expectation on the right-hand side of (16.31), we can appeal to The-

orem 11.16, bearing in mind (13.8). In particular, we have

E◦0[ f (X1)] =Γ(−α)
sin(παρ)

π
Ê0,1

[
f (I−1/α)I−1

]
+ Γ(−α)

sin(παρ̂)
π

Ê0,−1

[
f (−I−1/α)I−1

]
, (16.32)

where I =
∫ ∞

0 exp{αξu}du. For the special case that f (x) = |x|−α, it now follows
rather easily from (16.32) that

E◦0[|X1|
−α] = Γ(−α)

(sin(παρ) + sin(παρ̂))
π

Combining with the strong law of large numbers in (16.27), which remains
valid in the setting that α ∈ (1, 2), the result now follows as, in the Pµ◦a -almost
sure sense,

lim
t→∞

Nϕ(e−t)

t
=

Γ(α) sin(παρ) sin(παρ̂)
π(sin(παρ) + sin(παρ̂))

× Γ(−α)
(sin(παρ) + sin(παρ̂))

π

=
sin(παρ) sin(παρ̂)
−απ sin(πα)

and hence, Pµ◦a -almost surely,

lim
t→0

Uτ{0}−t

log(1/t)
=

sin(παρ) sin(παρ̂)
απ| sin(πα)|

(16.33)

where we have used the reflection formula for the gamma function.
Unlike before, we now have the problem that, because of the direction of

time-reversal, we cannot use the same trick as in the remarks preceding the



16.4 Upcrossings of one-dimensional stable processes 431

Proof of Theorem 16.5. A way around this is to first show that µ◦a is absolutely
continuous with respect to Lebesgue measure, with a strictly positive density.
As we can vary the value of a > 0, this would give us (16.33) Px-almost surely,
for almost every x ∈ R\{0}.

The missing Lebesgue-null set of starting points can be recovered by a sim-
ple trick. Suppose x , 0 is such a point. We can run the stable process until it
first enters the interval (−x/2, x/2), which it will do with probability 1. Noting
that the first entrance into this interval is almost surely finite and the law of
the first entry point is absolutely continuous with respect to Lebesgue measure
with a strictly positive density (cf. Theorem 6.9), the Lebesgue a.e. behaviour
in (16.33) now delivers the desired result.

We are thus left to prove that µ◦a is absolutely continuous with respect to
Lebesgue measure with a strictly positive density. Invoking a simple scaling
argument, similar to those that we have already seen, it suffices to show that µ◦1
is absolutely continuous.

To this end, let us consider b > 1. Thanks to the identified duality, we have
that, under Pµ◦b , the random time

sup{t > 0 : |X(τ{0}−t)−| < 1} = inf{t > 0 : |Xt | < 1} =: τ(−1,1)

is equal in law to D1 under P◦0 and hence the law of Xτ(−1,1) is equal in law to µ◦1.
Note that P◦0(limt→∞ |X◦t | = ∞) = 1. This follows on account of the fact

that, if (ξ, J) is the MAP underlying X through the Lamperti–Kiu tranform,
then (−ξ, J) is the MAP underlying X◦; see Corollary 12.9. As a consequence
µ◦b converges weakly to the Dirac measure δ±∞, where ±∞ := {∞} ∪ {−∞} is
seen as the one-point compactification of R. Equivalently, for all bounded and
measurable f on (−1, 1),∫

(−1,1)
f (x)µ◦1(dx) = lim

b→∞
Eµ◦b [ f (Xτ(−1,1) )] = lim

|x|→∞
Ex[ f (Xτ(−1,1) )], (16.34)

where the first limit exists because the second one does. The limit on the right-
hand side of (16.34) can be calculated thanks to Theorem 6.9. Indeed, by in-
specting equation (6.5), or more conveniently (6.7), one may easily take the
limit to see that

lim
|x|→∞

Ex[ f (Xτ(−1,1) )] =
2α−1Γ(2 − α)

Γ(1 − αρ̂)Γ(1 − αρ)

∫ 1

−1
f (y)(1 + y)−αρ(1 − y)−αρ̂dy,

and hence, µ◦1 is absolutely continuous with respect to Lebesgue measure with
strictly positive, density as required. �
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16.5 Comments

The idea to study windings for Brownian motion was introduced by Spitzer
[199]. An extensive literature for winding in the diffusive setting follows; see
for example [149, 170, 216, 191, 75, 209]. This chapter is almost entirely based
on the two papers of Bertoin and Werner [25] and Kyprianou and Vakeroudis
[136] who deal exclusively with the case of stable windings; see also Doney
and Vakeroudis [64]. Examples of where windings appear can be found in the
setting of planar polymers in [210] and neuroscience in [58], to name but two.



Appendix

A.1 Useful results from complex analysis
Assume that the function f (z) is analytic on a punctured disk D = {0 < |z − a| < ε} in
C. We define the residue of f at point a as a contour integral

Res( f , a) :=
1

2πi

∮
C

f (z)dz,

where C is a simple closed contour, oriented counter-clockwise and lying in D. If we
write the Laurent expansion of f near point a in the form

f (z) =

n=∞∑
n=−∞

cn(z − a)n,

then Res( f , a) = c−1. If f has a simple pole at a, that is to say ck = 0 for k ≤ −2, then
one can check that

Res( f , a) = lim
z→a

(z − a) f (z). (A.1)

The following proposition can be applied in a wide variety of examples.

Proposition A.1.

(i) Assume that f (z) = g(z)/h(z), where both functions g and h are analytic in the
neighborhood of a, and h(a) = 0, h′(a) , 0. Then

Res( f , a) =
g(a)
h′(a)

. (A.2)

(ii) Assume that f = g(z)h(z), where g is analytic in the neighborhood of a, and h has
a simple pole at a. Then

Res( f , a) = g(a) × Res(h, a). (A.3)

Below we list a number of classical results that are used throughout this text. Before
stating them, we introduce some notation. Let us define C+ := {z ∈ C : Im(z) ≥ 0} and
C+

0 := {z ∈ C : Im(z) > 0}. We will write Λa,b = {z ∈ C : a < Im(z) < b} for the open
horizontal open strip with end points a and b, Λ̄a,b = {z ∈ C : a ≤ Im(z) ≤ b}, for the

433
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associated closed horizontal strip, and γa := {z ∈ C : Im(z) = a}, for the horizontal line
at a. Schwartz’s reflection principle implies the following result.

Proposition A.2 (Schwartz’s Reflection Principle). Let G be a symmetric region, that
is to say z ∈ G if and only if z̄ ∈ G, and assume that f : G ∩ C+ 7→ C is a continuous
function which is analytic on G∩C+

0 and such that f (z) is real for z ∈ G∩R. Then there
exists an analytic function g : G 7→ C such that g(z) = f (z) for all z ∈ G ∩ C+.

Corollary A.3. Assume that a < b < c and f (z) is a meromorphic function in Λa,c

which has no poles on γb and takes real values on this line. Then f (z) can be analytically
continued to a meromorphic function in Λa−h,a+h, where h = max(c − b, b − a).

Theorem A.4 (Morera’s Theorem). Let D be a region in the complex plane C. If f :
D 7→ C is a continuous function satisfying∮

C

f (z)dz = 0,

for every closed contour C in D, then f (z) is analytic in D.

Proposition A.5 (Cauchy’s estimates). Suppose that a function f is analytic in the
neighbourhood of a disc of radius R centred at z∗ ∈ C. Suppose that

MR = sup{| f (z)| : |z − z∗| = R},

which is necessarily finite, then the n-th derivative of f satisfies

f (n)(z∗) ≤
n!MR

Rn .

Theorem A.6 (Liouville’s Theorem). If f is a uniformly bounded entire function (i.e.
analytic on C), then it must be constant.

A.2 Mellin and Laplace–Fourier inversion
Let f : R 7→ R be a measurable function. The Laplace–Fourier transform of f is given
by

F f (z) =

∫
R

e−zx f (x)dx, (A.4)

for any z ∈ C such that the integral on the right-hand side exits. If
∫
R
| f (x)|dx < ∞,

then there is no problem in dealing with the case that z = −iθ, θ ∈ R, in which case
(A.4) corresponds to the Fourier transform of f . It is not uncommon that the support
belongs to [0,∞), in which case, we can take z = λ − iη, for λ > 0 and η ∈ R and (A.4)
corresponds to the Laplace transform of f .

Also in the setting that supp f belongs to [0,∞), the Mellin transform of f is defined
as

M f (z) :=
∫ ∞

0
xz−1 f (x)dx, (A.5)
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whenever the integral on the right-hand side exists. Performing the substitution x = e−y

transforms the above integral into

M f (z) =

∫
R

f
(
e−y) e−yzdy, (A.6)

and we see that the Mellin transform of f is the same as the Laplace–Fourier trans-
form of f (e−y). In this sense, the Mellin transform inversion is very closely related to
Laplace–Fourier inversion.

Assuming that the function w ∈ R 7→ F(c + iw) is integrable for some c in an open
interval. In the case that F = F f , it can be obtained via the inverse Laplace–Fourier
transform

f (x) =
1

2πi
lim
w→∞

∫ c+iw

c−iw
ezxF(z)dz.

If it is the case that F =M f , then it can be obtained by the inverse Mellin transform

f (x) =
1

2πi
lim
w→∞

∫ c+iw

c−iw
x−zF(z)dz.

A.3 Gamma and beta functions
The gamma function is defined as

Γ(z) =

∫ ∞

0
tz−1e−tdt, (A.7)

for z ∈ C such that Re(z) > 0. Integration by parts means that this function satisfies

Γ(z + 1) = zΓ(z) (A.8)

and this identity can be used to provide an analytic continuation to the entire complex
plane C. Accordingly, Γ(z) is a meromorphic function on C, having simple poles at −n
for n ∈ N ∪ {0}.

Throughout this section, unless otherwise stated, all formulae will be valid for z ∈
C\{0,−1,−2, · · · }.

There are many other representations of the gamma function which lead to numerous
other identities other than the recursion formula (A.8). The first alternative representa-
tion we mention is that of the infinite product

Γ(z) =
ehz

z

∞∏
n=1

(
1 +

z
n

)−1
ez/n (A.9)

where h ≈ 0.577216 is the Euler-Mascheroni constant. This representation allows us to
see that, as z→ −n, for n = 0, 1, 2, . . ., we have

Γ(z) =
(−1)n

z + n
+ O(1), (A.10)
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which implies that

Res(Γ,−n) =
(−1)n

n!
. (A.11)

The gamma function satisfies the reflection formula

Γ(1 − z)Γ(z) =
π

sin(πz)
, (A.12)

as well as

Γ(−n + x) = (−1)n−1 Γ(−x)Γ(1 + x)
Γ(n + 1 − x)

, n ∈ N. (A.13)

In a similar spirit, we also have the duplication formula

Γ(z)Γ
(
z + 1

2

)
= 21−2z √πΓ(2z). (A.14)

For any ε ∈ (0, π), the gamma function satisfies the asymptotic relation

log(Γ(z)) =
(
z − 1

2

)
log z − z +

1
2

log(2π) +
1

12z
+ O(z−3), (A.15)

as |z| → ∞, uniformly in the sector |arg(z)| < π − ε. An important asymptotic relation
can be derived from (A.15) is

|Γ(x + iy)| =
√

2πe−
π
2 |y||y|x−

1
2 (1 + o(1)), x ∈ R, (A.16)

as y → ∞, uniformly in any finite interval −∞ < a ≤ x ≤ b < ∞. Another useful
asymptotic result is

Γ(z + a)
Γ(z)

= za(1 + o(1)), (A.17)

as |z| → +∞, uniformly in any sector |Arg(z)| < π − ε.

Either defined through gamma functions, or through one of two associated integrals,
we have the beta function

B(x, y) :=
Γ(x)Γ(y)
Γ(x + y)

=

∫ 1

0
sx−1(1 − s)y−1 ds =

∫ ∞

0

tx−1

(1 + t)x+y dt, (A.18)

for Re(x),Re(y) > 0. Another representation takes the form

B(x, y) = 2
∫ π/2

0
(sin θ)2x−1(cos θ)2y−1dθ, Re(x),Re(y) > 0. (A.19)

A.4 Double gamma function
Much of the account of double gamma functions that we will give in this section orig-
inates from the work of Barnes [10]. The double gamma function was originally intro-
duced as an infinite product in Weierstrass’s form,

G(z; τ) =
z
τ

ea z
τ +b z2

2τ

∏
m,n≥0
m+n>0

(
1 +

z
mτ + n

)
exp

(
−

z
mτ + n

+
z2

2(mτ + n)2

)
,
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for | arg(τ)| < π and z ∈ C. Note that, by definition, z 7→ G(z; τ) is an entire function and
it has simple zeros on the lattice mτ + n, m ≤ 0, n ≤ 0. Barnes also showed that G(z; τ)
can also be expressed as a single infinite product:

G(z; τ) =
1

τΓ(z)
e

ãz
τ + b̃z2

2τ2
∏
m≥0

Γ(mτ)
Γ(z + mτ)

ezψ(mτ)+ z2
2 ψ
′(mτ) (A.20)

where ψ(z) = d
dz log(Γ(z)) is the digamma function (see [82]). The constant ã and b̃ are

related to a and b via

ã = a − hτ and b̃ = b +
π2τ2

6

where h = −ψ(1) is the Euler-Mascheroni constant. One of the most important prop-
erties of the double gamma function is that it is quasi-periodic with periods 1 and τ,
namely

G(z + 1; τ) = Γ

( z
τ

)
G(z; τ) and G(z + τ; τ) = (2π)

τ−1
2 τ−z+ 1

2 Γ(z)G(z; τ) (A.21)

provided that constants ã and b̃ are such that

ã =
τ

2
log(2πτ) +

1
2

log(τ) − τC(τ),

b̃ = −τ log(τ) − τ2D(τ).

Here, C(τ) and D(τ) are certain transcendental functions of τ which can be computed
as the following limits as m→ ∞:

C(τ) =

m−1∑
k=1

ψ(kτ) +
1
2
ψ(mτ) −

1
τ

log
(
Γ(mτ)
√

2π

)
−

τ

12
ψ′(mτ) +

τ3

720
ψ(3)(mτ) + O(m−5),

D(τ) =

m−1∑
k=1

ψ′(kτ) +
1
2
ψ′(mτ) −

1
τ
ψ(mτ)

−
τ

12
ψ′′(mτ) +

τ3

720
ψ(4)(mτ) + O(m−6).

It turns out that, with these choices of constants, we also have G(1; τ) = 1. There exists
a different and slightly simpler expression for these constants (see [140]), however we
decided to present the original Barnes formulas as they are more convenient for numer-
ical calculations. It is also possible to give an integral representation for log(G(z; τ))
(see [140]) as well asymptotic expansions for this function (see [31]).

Next we want to introduce two identities about the double gamma function that will
are useful. To do so, we must first describe the q-Pochhammer symbol

(a : q)n :=
n−1∏
k=0

(1 − aqk), for n ∈ N,
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and (a : q)0 = 1. If |q| < 1, we define

(a : q)∞ :=
∏
k≥0

(1 − aqk).

The first identity we present is an analogue of the reflection formula for the gamma
function. Specifically,

−2πiτG
(

1
2

+ z; τ
)

G
(

1
2
− z;−τ

)
=

(
−e2πiz; e2πiτ

)
∞

(e2πiτ; e2πiτ)∞
, (A.22)

for Im(τ) > 0. The second identity is the transformation formula

G(z; τ) = (2π)
z
2 (1− 1

τ )τ
z−z2

2τ + z
2 −1G

(
z
τ

;
1
τ

)
. (A.23)

We complete this section by discussing the asymptotic behaviour of the double
gamma function. Assume that τ > 0. When s → ∞ in the domain | arg(s)| < π − ε < π,
we have

log
[
G(a + s; τ)

G(s; τ)

]
=

a
τ

s log(s) −
a
τ

(1 + log(τ))s

+
a
2τ

(a − 1 − τ) log(s) + O(1).
(A.24)

A.5 Double sine function
Let α > 0 and define, for z ∈ C,

S 2(z;α) = (2π)(1+α)/2−z G(z;α)
G(1 + α − z;α)

, z ∈ C (A.25)

This is a meromorphic function, which has the Weierstrass product representation of
the form

S 2(z;α) = eA(α)+B(α)z+C(α)z2 z
z − 1 − α

∏
m,n≥0
m+n>0

P(−z/(mα + n))
P(z/((m + 1)α + n + 1))

(A.26)

where P(z) := (1 − z) exp(z + z2/2). When α = 1, we obtain simpler expression

S 2(z; 1) = ez
∞∏

n=1

[(
1 − z

n

1 + z
n

)n

e2z

]
, z ∈ C, (A.27)

as well as

S 2(z; 1) = (2 sin(πz))z exp

(1/2π)
∞∑

n=1

sin(2πnz)
n2

 , 0 < z < 1. (A.28)

It is clear from (A.26) that S 2(z;α) is a meromorphic function of z, which has zeros at
points {−mα − n : m ≥ 0, n ≥ 0} and poles at points {mα + n : m ≥ 1, n ≥ 1}. All
zeros and poles are simple if and only if α is irrational.
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The double sine function satisfies the following identities

S 2(z + 1;α) =
S 2(z;α)

2 sin(πz/α)
,

S 2(z + α;α) =
S 2(z;α)
2 sin(πz)

,

S 2(z;α) = 1/S 2(1 + α − z;α),

S 2(z;α) = S 2(z/α; 1/α)

We have special values

S 2(1;α) =
√
α,

S 2(α;α) = 1/
√
α

S 2(1/2;α) = S 2(α/2;α) =
√

2

S 2((1 + α)/2;α) = 1.

We also have the following asymptotic expression

lim
y→∞
|S 2(c + iy;α)| exp(π|y|(2c − 1 − α)/(2α)) = 1, (A.29)

which holds uniformly in c on any bounded interval of R.

A.6 Hypergeometric functions
The class of hypergeometric functions are defined by the power series

2F1(a, b; c; z) =
∑
k≥0

(a)k(b)k

(c)k

zk

k!
, (A.30)

for |z| ≤ 1, which converges if c is not negative when |z| < 1. If |z| = 1, we have
convergence for Re(c − a − b) > 0. Here, (q)n is a Pochhammer symbol satisfying

(q)n =

{
1 if n = 0
q(q + 1) · · · (q + n − 1) if n ∈ N.

In the identities below, unless otherwise stated, we will assume that a, b, c, z respect the
same constraints as given above.

We will make use of the integral representation

B(b, c − b) 2F1(a, b, c; z) =

∫ 1

0
tb−1(1 − t)c−b−1(1 − zt)−adt, (A.31)

for Re(c) > Re(b) > 0 and |z| < 1 or |z| = 1, provided both left- and right-hand side
converge.

The following combination of hypergeometric functions, leading to a simpler ex-
pression in terms of gamma functions, is one of an enormous catalogue of identities
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that can be proved. For a, b > 0,

2F1(a, a + b, a + 1;−1)b + 2F1(b, a + b, b + 1;−1)a =
Γ(a + 1)Γ(b + 1)

Γ(a + b)
. (A.32)

Another identity of use has the form

2F1(c − a, c − b, c; z) = (1 − z)a+b−c
2F1(a, b, c; z), (A.33)

as well as

2F1(a, b; b; x) = (1 − z)−a. (A.34)

Finally, hypergeometric functions are related to incomplete beta integrals via the rela-
tion ∫ x

0
sa−1(1 − s)b−1ds =

xa

a 2F1(a, 1 − b; a + 1; x), (A.35)

where x ∈ (0, 1) and Re(a),Re(b) > 0.

A.7 Additive and subadditive functions
A real-valued function f is said to be additive if it satisfies the Cauchy functional equa-
tion

f (x + y) = f (x) + f (y), for x, y ∈ R. (A.36)

Obvious examples are of the form f (x) = cx, for c ∈ R. Non-trivial examples of addi-
tive functions may exist but, subject to measurability constraints, additive functions are
always of the form cx.

Theorem A.7. If f is additive and measurable, then f (x) = cx, for some c ∈ R.

A function g : (0,∞)→ (0,∞) is said to be multiplicative if

g(x)g(y) = g(xy), for x, y ≥ 0.

If f (x) = log g(ex), then f is additive if and only if g is multiplicative, so the previous
theorem translates to the following.

Theorem A.8. If g is multiplicative and measurable, then g(x) = xc, for x > 0, and
some c ∈ R.

Now, let us consider a real-valued function f defined on a subset I and satisfying the
condition

f (x + y) ≤ f (x) + f (y), for x, y ∈ I, with x + y ∈ I. (A.37)

Functions satisfying the above conditions are called subadditive.
It is clear that constants are subadditive functions and that the class of subadditive

functions is closed under addition. Moreover the supremum of subadditive functions is
also subadditive. We also recall that the Cauchy functional equation (A.36) has non-
measurable solutions in addition to the continuous solutions of the form cx. Since any
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real solution of (A.36) also satisfies (A.37), it is clear that there are non-measurable
subadditive functions.

In what follows, all subadditive functions are assumed to be to be measurable.

Theorem A.9. If f is subadditive and finite in (a,∞) where a > 0, then f is bounded
above in every interval (2a + δ, 2a + 1/δ) and bounded below in (a, a + 1/δ) for δ > 0.

Said another way, the above theorem implies that a finite subadditive function is bounded
in any finite closed interval, which is interior to its interval of definition. It may, how-
ever, become unbounded when t approaches either end point of its interval of definition
(one of which is∞). The following result describes the behaviour for large values.

Theorem A.10. If f is subadditive and finite in (a,∞), a ≥ 0, then

lim
t→∞

f (t)
t

= inf
t>a

f (t)
t

< ∞.

Proof Since f is finite in (a,∞), we necessarily have

β = inf
t>a

f (t)
t
,

is either finite or −∞. We only prove the result when β is finite, similar arguments allow
us to deduce the case β = −∞.

Let x > a and ε > 0, such that f (x) < (β + ε)x and take t ∈ [(n + 2)x, (n + 3)x), then

β ≤
f (t)
t
≤

nx
t

f (x)
x

+
f (t − nx)

t
≤

nx
t

(β + ε) +
f (t − nx)

t
. (A.38)

Since t − nx ∈ [2x, 3x], we see that f (t − nx) stays bounded according to Theorem A.9
and hence the right-hand side of (A.38) goes to β + ε, as t increases. Since ε can be
taken arbitrarily small, we deduce the result. �

We remark that the above result true if we replace the assumption of measurability
by boundedness in every compact subset of (2a,∞).

A.8 Random difference equations
Let us consider the following random equation

R d
= Q + VR, (A.39)

where R is independent of the pair (Q,V). Observe that the latter identity implies

R d
=

∞∑
k=1

QkΠk−1,

where Πn =
∏n

i=1 Vi and (Qk,Vk), for k ≥ 1, are independent with the same law as
(Q,V).

It turns out that under suitable assumptions there is a unique random variable, R,
satisfying (A.39) such that the behaviour of P(R > x) and P(R < −x), for large x, can be
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determined explicitly. In order to make this statement precise, let us assume that V ≥ 0
and satisfies the following:

(i) The range of V is not arithmetic,
(ii) there exist κ > 0, such that E[Vκ] = 1,

(iii) E[Vκ ln+(V)] < ∞, where ln+ x = 0 ∨ ln x,

Theorem A.11. Let Q and V be random variables on the same probability space.
Suppose that

E[|Q|κ] < ∞,

and V satisfies conditions (i), (ii) and (iii). Then there is a unique law R satisfying
(A.39) such that

P(R > x) ∼ C+x−κ and P(R < −x) ∼ C−x−κ, as x→ ∞,

where m = E[Vκ ln(V)],

C+ =
E[((Q + VR)+)κ] − E[((VR)+)κ]

κm
,

and

C− =
E[((Q + VR)−)κ] − E[((VR)−)κ]

κm
.

(Here we use the standard notation x+ = 0 ∧ x and x− = 0 ∨ x.)

A.9 A generalisation of Borel–Cantelli Lemma
The Borel–Cantelli Lemma is a fundamental result in probability theory that charac-
terises scenarios in which events (resp. independent events) fail (resp. succeed) to oc-
cur infinitely often almost surely. Here we present a more complex analogue of the
aforementioned classical result.

Lemma A.12. Let {Ek}k≥1 be a sequence of events satisfying the condition that for
m , n there exists a constant c > 0 such that

P(Em ∩ En) ≤ cP(Em)P(En). (A.40)

If ∑
k≥1

P(Ek) = ∞,

then

P
(
lim sup

k≥1
Ek

)
≥

1
c
.

Proof For each n ≥ 1, we introduce the following random variable

Xn =

n∑
k=1

1Ek ,
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and observe that

E[Xn] =

n∑
k=1

P(Ek) and E[X2
n] =

n∑
i, j=1

P(Ei ∩ E j).

Next, for ε ∈ (0, 1), we introduce the set

F(ε)
n =

{
Xk ≥ εE[Xk] for some k ≥ n

}
.

From Cauchy-Schwartz’s inequality, we deduce

P(F(ε)
n ) ≥

E
[
1F(ε)

n
Xn

]2

E[X2
n]

=
E
[
Xn

(
1 − 1(F(ε)

n )c

) ]2

E[X2
n]

.

On the other hand, since E[1((F(ε)
n )c)Xn] ≤ εE[Xn], we get

P(F(ε)
n ) ≥ (1 − ε)2

E
[
Xn

]2

E[X2
n]
.

From our assumptions, the expectation E[Xn] goes to ∞ as n increases, which implies
that

P
(
lim sup

k≥1
Ek

)
≥ lim

n→∞
P(F(ε)

n ) ≥ (1 − ε)2 lim
n→∞

E
[
Xn

]2

E[X2
n]
.

Since ε can be taken arbitrarily small and the sequence {Ek}k≥1 satisfies (A.40), we
deduce

P
(
lim sup

k≥1
Ek

)
≥ lim

n→∞

E
[
Xn

]2

E[X2
n]

= lim
n→∞

∑n
k=1 P(Ek)∑n

i, j=1 P(Ei ∩ E j)
≥

1
c
.

This completes the proof. �

A.10 Skorokhod space
Throughout this section we suppose that (E, dE) is a complete, separable metric space.
We need a canonical space on which we can build the laws of E-valued stochastic
processes with path discontinuities. Our construction will allow for the possibility that
E contains a distinguished state ∆, which serves as a cemetery (absorbing) state for
killed processes.

LetD(E) be the space of (killed) trajectories consisting of mappings ω : [0,∞)→ E
which are right-continuous with left limits, having lifetime ζ(ω) = inf{t > 0 : ω(t) = ∆}.
Here continuity is understood with respect to the metric dE .

We want to build a metric on D(E) from which we can define the Borel sigma-
algebra on D(E), thus giving us a measurable space on which to assign probabilities.
To this end, let us denote by Λ the class of strictly increasing continuous mappings of



444 Appendix

[0,∞) onto itself such that λ ∈ Λ necessarily satisfies λ(0) = 0 and limt→∞ λ(t) = ∞.
For λ ∈ Λ, we define

||λ||sk = sup
0≤s≤t<∞

∣∣∣∣∣∣log
(
λ(t) − λ(s)

t − s

)∣∣∣∣∣∣
We can now define the Skorokhod metric dSksuch that, for ω,ω′ ∈ D(E),

dSk(ω,ω′) =
∑
k≥1

2−k

(
inf
λ∈Λ

{
||λ||sk + sup

0≤t≤k
dE

(
ω(t), ω′ ◦ λ(t)

)}
∧ 1

)
.

The importance of the Skorokhod metric is that (D(E), dSk) is a metric space that is
complete and separable. Moreover, the metric dSk allows us to define a topology open
sets onD(E), from which we understand the Borel sigma algebra onD(E) to mean the
smallest sigma algebra containing all the dSk-open sets.

Another advantage of the Skorokhod metric is that it allows us be clear about the
notion of weak convergence for path-valued random variables. Formally speaking, we
say that a sequence of probability measures (µn, n ≥ 1) converges to µ with respect to
the Skorokhod topology if, for all bounded and dSk-continuous F : D(E)→ [0,∞),

lim
n→∞

µn(F) = µ(F).

Another way of saying this is that there is weak convergence on the Skorokhod space.

A.11 Feller processes
Suppose that Z = (Zt, t ≥ 0) is an E-valued stochastic process on a filtered probability
space with probabilities Px(·) = P(· |Z0 = x) and filtration G = (Gt, t ≥ 0). For the
purpose of this discussion, it will suffice that E is a locally compact, complete and
separable metric space, with metric written dE . Note, as in the Section A.10, our setting
permits killed process, however, for convenience, we will always identify the cemetery
state ∆ as an additional point annexed to E (rather than included in E). The lifetime of
Z is thus ζ = inf{t > 0 : Zt = ∆}.

Remark A.13. The filtration G is often taken to be the natural filtration, i.e. Gt :=
σ(Zs, s ≤ t), t ≥ 0. In some circumstances it is preferable to work with the natural
enlargement of a given filtration. To describe what this means, write Pν =

∫
E
ν(da)Pa,

for any probability measure ν on E. We say G is naturally enlarged if, for each t ≥ 0, Gt

is complete with respect to the null sets of Pν|Gt
, for all possible ν, and there is right-

continuity, in the sense that Gt =
⋂

s>t Gs. Whereas we have introduced the notion of
natural enlargement, it is commonplace in other literature to assume that the filtration
G satisfies les conditions habituelles, meaning that, for each t ≥ 0, Gt is complete with
respect to all null sets of Pν, for all possible ν, and right-continuous. This can create
problems, for example, when looking at changes of measure. The reader is encouraged
to read Warning 1.3.39. of Bichteler [29] for further investigation.

The process Z = (Zt, t ≥ 0) possesses the Markov property if, for each bounded and
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measurable f : E → R, x ∈ E and s, t ≥ 0, on {t < ζ},

Ex[ f (Zt+s)1(t+s<ζ) |Gt] = Ps[ f ](Zt),

where, for all x ∈ E and s ≥ 0, Ps[ f ](x) := Ex[ f (Zs)1(s<ζ)]. We may think of P =

(Pt, t ≥ 0) as a sequence of operators on the space of bounded and measurable functions
on E. As such, P satisfies a semigroup property in the sense that, P0[ f ](x) = f (x) and
for s, t ≥ 0, Pt[Ps[ f ](·)](x) = Pt+s[ f ](x), x ∈ R. The last equality is thanks to the
Markov property.

We want to classifyP according to how it behaves as an operator on the Banach space
C0(E) of bounded measurable functions which decay to 0 as dE(x)→ ∞, equipped with
the supremum norm, || f || = supx∈R | f (x)| for f ∈ C0(E).

Definition A.14. We say that (Pt, t ≥ 0) is a Feller semigroup if it has the Feller
property. That is, for all f ∈ C0(E),

(i) for all t ≥ 0, Pt[ f ] ∈ C0(E) and,
(ii) for all x ∈ E, limt↓0 Pt[ f ](x) = f (x).

(Note, it can be shown that the semigroup property together with (i) and (ii) imply the
stronger continuity property that, for all f ∈ C0(E), limt→0 ||Pt[ f ] − f || = 0.)

An important consequence of the Feller property is that the Markov property also
holds at certain types of random times. A non-negative random variable, say τ, is called
a stopping time if

{τ ≤ t} ∈ Gt,

for all t ≥ 0. It is possible that a stopping time may be infinite in value with positive
probability. Associated to each stopping time τ is the sigma-algebra

Gτ := {A ∈ G : A ∩ {τ ≤ t} ∈ Gt for all t ≥ 0}.

(Note, it is a simple exercise to verify that Gτ is a sigma-algebra.) The process Z is said
to satisfy the strong Markov property if, for each bounded, measurable f on E, x ∈ E,
s ≥ 0 and stopping time τ,

Eν[ f (Zτ+s)1(τ+s<ζ)|Gτ] = Ps[ f ](Zτ) on {τ < ζ}.

As alluded to above, Feller processes are also strong Markov processes. The Feller
property offers more than the strong Markov property. Among other things, general
theory allows us to conclude that every Feller process admits a modification with paths
that are almost surely right-continuous with left limits. Moreover every such Feller
process can additionally be shown to have quasi-left continuous paths. That is to say,
paths which are left-continuous at increasing sequences of stopping times. A Feller
process with all these properties is said to be a regular Feller process.

A.12 Hunt-Nagasawa duality
The duality discussed in Section 2.11 belongs to a much richer narrative for the setting
of general Markov processes. We give some exposure to the general here, albeit be-
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ing a thin slice of the much more expansive theory of the potential analytic/functional
analytic view of Markov processes and their semigroups.

As defined in Section A.11, suppose, that Z = (Zt, t ≥ 0) with probabilities Px, x ∈ E,
is a regular Feller process that lives on an open domain E ⊆ Rd with annexed cemetery
state ∆ and killing time ζ = inf{t > 0 : Zt = ∆}. Recall from the previous section that
P := (Pt, t ≥ 0) is the associated semigroup and Pν =

∫
Rd ν(da)Pa, for any probability

measure ν on the state space of Z.
Suppose that G is the σ-algebra generated by Z and write G(Pν) for its completion

by the null sets of Pν, for all possible probability distributions ν on E. Moreover, write
G =

⋂
ν G(Pν), where the intersection is taken over all probability measures on E. A

finite random time k is called an L-time (generalised last exit time) if

(i) k ≤ ζ and k is measurable in G,
(ii) {t + s < k} = {t < k} ∩ {s < ϑt ◦ k} for all t, s ≥ 0,

where ϑt, t ≥ 0, is the usual Markov shift operator. The class of L-times also contains
classical last exit times. For example, when B is an open set in Rd, we say that

`B := sup{t > 0 : Zt ∈ B},

where sup ∅ := 0, is the last passage time in B. The lifetime ζ is also an L-time.
Theorem 3.5 of Nagasawa [156], shows that, under suitable assumptions on the

Markov process Z, the class of L-times are a family of ‘good times’ at which the path-
wise time-reversal

←

Zt:= Z(k−t)−, 0 ≤ t ≤ k,

is a Markov process. (Note that the left limit above is used to ensure that
←

Z is a right-
continuous process.) In order to state Nagasawa’s aforementioned theorem, we need to
state up front its two main conditions.

(A) For a ∈ E, the potential measure U(a, ·) associated toP, is defined by the relation∫
E

f (x)U(a, dx) =

∫ ∞

0
Pt[ f ](a)dt = Ea

[∫ ∞

0
f (Xt) dt

]
, (A.41)

for bounded and measurable f on E, is a σ-finite measure. For a σ-finite measure ν
concentrated on E, if we put

µ(A) =

∫
E

U(a, A) ν(da) for A ∈ B(E), (A.42)

assume that there exists a Markov transition semigroup, say P̂ := (P̂t, t ≥ 0) such that∫
E

g(x)Pt[ f ](x)µ(dx) =

∫
E

f (x) P̂t[g](x) µ(dx), t ≥ 0, (A.43)

for bounded, measurable test-functions f , g that are compactly supported in E.

In other words, (A.43) asks for the semigroup P to be in weak duality to a semigroup
P̂ with respect to the measure µ taking the form (A.42).

(B) For any continuous test-function f ∈ C0(E), the space of continuous and com-
pactly supported functions, and a ∈ E, assume that Pt[ f ](a) is right-continuous in t
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and assume that, for q > 0, Û (q)[ f ](
←

Zt) is right-continuous in t, where, for bounded and
measurable f on E,

Û (q)[ f ](a) =

∫ ∞

0
e−qtP̂t[ f ](a)dt, a ∈ E

is the q-potential associated to P̂.

Theorem A.15 (Nagasawa’s Duality Theorem). Suppose that assumptions (A) and
(B) hold. For the given starting probability distribution ν in (A) and any L-time, k,
the time-reversed process

←

Z under Pν is a time-homogeneous Markov process such that,
Pν-almost surely,

Pν(
←

Zt∈ A |
←

Zr, 0 < r < s) = Pν(
←

Zt∈ A |
←

Z s) = p̂(t − s,
←

Z s, A), (A.44)

for all 0 < s < t and Borel A in E, where p̂(u, x, A), u ≥ 0, x ∈ E, is the transition
measure associated to the semigroup P̂.

It is often the case that good probabilistic intuition serves as the best method of
informing the paired choice of ν and

←

P that fits (A.42) and (A.43). Nagasawa’s Theorem
A.15 builds on earlier work on Markov chains by Kolmogorov and, more formally, on
the potential analytic framework of Hunt [92, 91]. A recent treatment can be found in
the book of Chung and Walsh [51] as well as in material more immediately subsequent
to Nagasawa’s work, e.g. [196, 212].

A.13 Poisson point processes
We give some brief notes on Poisson random measures and Poisson point processes
here. Predominantly, this is to clarify two notational perspectives that are used in this
text. We start with the formal definition of a Poisson random measure.

Definition A.16 (Poisson random measure). Let (S ,S, η) be an arbitrary sigma-finite
measure space and (Ω,F , P) a probability space. Let N : Ω × S → {0, 1, 2, ...} ∪ {∞} in
such a way that the family {N(·, A) : A ∈ S} are random variables defined on (Ω,F , P).
Henceforth, for convenience, we shall supress the dependency of N on ω. Then N is
called a Poisson random measure on (S ,S, η) (or sometimes a Poisson random measure
on S with intensity η) if

(i) for mutually disjoint A1, ..., An inS, the variables N(A1), ...,N(An) are independent,
(ii) for each A ∈ S, N(A) is Poisson distributed with parameter η(A) (here we allow

0 ≤ η(A) ≤ ∞),
(iii) N(·) is a measure P-almost surely.

Definition A.17 (Poisson point process). Suppose now that S = [0,∞) × U, S =

B[0,∞) × B(U), the product of the natural Borel sigma-algebras on the product space,
and η(dt, du) = dt × µ(t, du) for some family of intensity kernels (µ(t, ·), t ≥ 0) on
the measurable space (U,B(U)). The associated Poisson random measure, written
N(dt, du), (t, u) ∈ [0,∞) × U, has support which is represented by a time-evolving
system of points inU, which are called a Poisson point process.
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In the case that the intensity kernels µ(t, ·) are all the same and thus no longer time-
dependent, say µ, the associated process is called a homogenous Poisson point process
(although the word ‘homogenous’ is often omitted). The associated Poisson point pro-
cess is sometimes written

(
(t, ut), t ≥ 0

)
, where it is understood that the we are only

considering (t, ut) ∈ supp N. It is a consequence of the fact that the measure η is a prod-
uct measure with one of them being diffuse, i.e. Lebesgue measure, that there is at most
one pair (t, ut) ∈ supp N for each t ≥ 0.

There are numerous examples of Poisson point processes that have been used through-
out this text. Generally speaking, these occur in the context of the Lévy–Itô decompo-
sition or through excursion theory. As such, there are a number of additive functionals
that can be equivalently written∫

[0,t]

∫
U

f (s, u)N(ds, du) =
∑
s≤t

f (s, us), (A.45)

for measurable f : [0,∞) × U 7→ [0,∞), where the sum on the right-hand side is
understood to be over (s, us) ∈ supp N such that s ≤ t. Campbell’s formula tells us that
the expectation of (A.45) is equal to

E
[∫ t

0

∫
U

f (s, u)µ(s, du)ds
]
.

The representation of the integral as a summation in (A.45) proves to be convenient
when the integrand is additionally taken to be random and measurable in the appropriate
sense.

Theorem A.18. Suppose that f : [0,∞) × U → [0,∞) is a measurable function and
that (Zs, s ≥ 0) is a left-continuous stochastic process which is measurable with respect
to the filtration (Ht, t ≥ 0), whereHt = σ(N(A, B) : A ∈ B[0, t] × B(U)). Then, for all
t ≥ 0,

E

∑
s≤t

Zs f (s, us)

 = E
[∫ t

0

∫
U

Zs f (s, u)µ(s, du) ds
]
. (A.46)

with the understanding that the right-hand side is infinite if and only if the left-hand
side is.

The notion of a Markov additive Poisson point process is a generalisation of the
setting described above. The basic idea is to replace the intensity measure µ onU by a
family of intensity kernels µϑ, for ϑ belonging to some domain E, and to randomise ϑ
through time according to the evolution of a suitable Markov process on E.

To this end, suppose that ϑ := (ϑt, t ≥ 0) is an E-valued Feller process and that
µ : E × B(U) → [0,∞] is a family of kernels. A denumerable sequence of points
((ti, ui), i ∈ N) in [0,∞) ×U defines a counting measure

N(A, B) =
∑
i∈N

1(ti∈A,ui∈B), A ∈ B([0,∞)), B ∈ B(U).

(Note that the enumeration of ((ti, ui), i ∈ N) is not necessarily ordered according to the
value of the elements ti, which may not be possible e.g. if each finite time interval hosts
an infinite number of points.) When ϑ0 = θ, let us denote the joint law of the processes
N and ϑ by Pθ.



A.13 Poisson point processes 449

Definition A.19 (Markov additive Poisson point process). The system (N, ϑ) is called a
Markov additive Poisson point process if, for all θ ∈ E and f : [0,∞)×U×E → [0,∞),

E
[
exp

(
−

∫
[0,t]

∫
U

f (s, u, ϑs)N(ds, du)
)]

= E
[
exp

(
−

∫ t

0

∫
U

(1 − e− f (s,u,ϑs))µϑs (du)ds
)]

As in Theorem A.18, we can work with additive functionals with respect to N via
(A.45). Thinking of the pair (ti, ui) as describing the time ti at which a point ui arrives
in U, we can associate the time evolving sigma algebra for both N and ϑ by Hϑ

t =

σ ((N(A, B) : A ∈ B[0, t] × B(U)) ∪ (ϑs, s ≤ t)) for t ≥ 0.

Corollary A.20. For f : [0,∞) × U × E → [0,∞) and (Zs, s ≥ 0) is a left-continuous
stochastic process which is measurable with respect to the filtration (Hϑ

t , t ≥ 0), we
have

E

∑
s≤t

Zs f (s, us, ϑs)

 = E
[∫ t

0

∫
U

Zs f (s, u, ϑs)µϑs (du) ds
]
. (A.47)
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[11] H. Bateman and A. Erdélyi. Vysshie transtsendentnye funktsii. I: Gipergeomet-
richeskaya funktsiya. Funktsii Lezhandra. Izdat. “Nauka”, Moscow, unrevised
edition, 1973. Translated from the English by N. Ja. Vilenkin.

[12] E. J. Baurdoux. Some excursion calculations for reflected Lévy processes. ALEA
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of Lévy processes. Ann. Appl. Probab., 20(5):1801–1830, 2010.

[116] A. Kuznetsov. On extrema of stable processes. Ann. Probab., 39(3):1027–1060,
2011.

[117] A. Kuznetsov. On the density of the supremum of a stable process. Stochastic
Process. Appl., 123(3):986–1003, 2013.

[118] A. Kuznetsov, A. E. Kyprianou, and J. C. Pardo. Meromorphic Lévy processes
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Related Topics in Physics, volume 450 of Lecture Notes in Physics. Springer-
Verlag, 1995.

[193] M. L. Silverstein. Classification of coharmonic and coinvariant functions for a
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hypergeometric Lévy process, 78, 84, 254

admissible parameters, 84
first passage problem, 89

infinitesimal generator, 35, 55
Lévy process, 35

Jacobian
sphere inversion, 365
sphere inversion with reflection, 365

Lévy measure, 2
isotropic stable, 25
stable cartesian coordinates, 25
stable distribution, 5
stable polar coordinates, 25
stable process, 58

Lévy process, 27
asymmetry, 31
β-subordinator, 78
Brownian motion, 28
Cauchy process, 63
characteristic exponent, 27, 54
compound Poisson with drift, 29, 33
creeping, 49
definition, 27
Donsker-type convergence, 39
drifting, 36
duality, 41, 55
Esscher transform, 38
excursion theory, 44
exponential change of measure, 37
exponential moments, 37
Feller property, 34, 54
first passage problem, 50
hitting points, 43
hypergeometric, 78, 84, 254
in dimension d ≥ 2, 54
infinitesimal generator, 35, 55
killing, 30
Lévy–Itô decomposition, 29
Lévy–Khintchine formula, 28
Lamperti-stable, 88
Markov property, 34, 35
moments, 37, 55
non-arithmetic, 230, 262
oscillating, 36
path variation, 31
polarity of points, 55
recurrence, 40, 55
regularity, 44
resolvent with killing at first passage, 52
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semigroup, 34
spectrally one-sided, 33
strong Markov property, 34
subordinator, 33
transience, 40, 55
triple law, 50
Wiener–Hopf factorisation, 44, 47

Lévy–Khintchine formula, 2
in dimension d ≥ 2, 54
isotropic stable, 25
regularisation function, 3
stable distribution, 3

Lamperti transform, 116
Lamperti–Kiu transform, 290

in dimension d ≥ 2, 303
Lamperti-stable MAP, 309

dual process, 311
Lamperti-stable process, 88

admissible parameters, 88
subordinator, 81

Laplace exponent
spectrally negative stable process, 63
stable subordinator, 64

Laplace–Fourier transform, 434
last exit time, 446

generalised, 446
law of the iterated logarithm

radial maximum of a stable process, 223
spectrally negative stable process, 219
stable process conditioned to limit to 0 from

above, 276
stable subordinator, 210

Liouville’s theorem, 434
lower envelope

censored stable process, 279
pssMp, 237, 241
radial part of isotropic stable process, 282,

286
stable process conditioned to hit 0

continuously, 331
stable processes, 221
stable processes conditioned to limit to 0

from above, 275

MAP, see Markov additive process
Markov additive Poisson point process, 449

compensation formula, 449
Markov additive process, 289

ascending ladder MAP, 295
compensation formula, 313
deep factorisation, 298
dual ladder MAP, 340

dual to Lamperti-stable MAP, 311
Esscher transform, 293
excursion theory, 294
filtration, 289, 302
isotropic self-similar Markov process, 304
ladder MAP dual potential, 340
ladder MAP potential, 338, 390
Lamperti-stable MAP, 309
matrix exponent, 291, 293
matrix Laplace exponent, 296
modulator, 289
ordinator, 289
reflected, 294
strong law of large numbers, 294
time change, 293
Wiener–Hopf factorisation, 298, 406, 407
with discrete modulation, 289

Markov process
Hunt-Nagasawa duality, 447

Markov property
Lévy process, 34, 35

Mellin transform, 435
first hitting time of point for stable process,

176
Morera’s Theorem, 434

Nagasawa duality, see Hunt-Nagasawa duality
natural filtration, 444
naturally enlarged filtration, 444
Newtonian Poisson formula, 366, 371

oscillating, 36

perpetuity, 441
tail distribution, 442

Pochhammer symbol, 439
point of closest reach, 168, 392
point of furthest reach, 168
Poisson point process, 447

Markov additive Poisson point process, 449
Poisson random measure, 447
positive self-similar Markov process, 116,

229, 262
censored stable process, 137
conservative, 118
entrance at 0, 118
envelopes, 229
last passage time, 230
non-conservative, 118
path functional distributions, 262
radial part of stable process, 146
radius of an isotropic self-similar Markov

process, 305
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recurrent extension, 122
stable process conditioned to limit to 0 from

above, 135
positivity parameter, 61
pssMp, see positive self-similar Markov

process
path decomposition, 229

radial excursion theory, 386
excursion measure, 388, 401

radial part of isotropic stable process
lower envelope, 282, 286
upper envelope, 283, 286

radial part of stable process, 146
radial reflection, 410

limiting distribution, 410
radially reflected stable process, 334

limiting distribution, 334
real self-similar Markov process, 289, 290
recurrence, 40, 55

criterion for Lévy processes, 40
stable process, 65

recurrent extension, 123
regular Feller process, 302
regularisation function, 3
regularity of half-line, 44
renewal measure, 50
residue, 433
resolvent, 41

adjusted resolvent, 75
entrance into a bounded interval, 167, 321
exit from a half line, 161
exit from an interval, 159
first entry into ball, 373
first exit from ball, 373
first hitting of a sphere, 367
first hitting of point, 176
first passage of reflected process, 182
killed process, 42
Lévy process killed at first passage, 52
ladder height, 50
q-resolvent, 41
stable process, 73

Riesz–Bogdan–Żak transform
in dimension d ≥ 2, 326
one dimensional, 319

rssMp, see real self-similar Markov process

Schwartz’s Reflection Principle, 434
self-similar Markov process, 289

censored stable process, 137
entrance at 0, 119, 305, 307
in dimension d ≥ 2, 302

isotropic, 304
radial part of stable process, 146
stable process conditioned to avoid the

origin, 316
stable process conditioned to hit 0

continuously, 316
stable process conditioned to limit to 0 from

above, 135
stable process conditioned to stay positive,

129
stable process killed on entering (−∞, 0),

123
self-similarity, 60

stable process, 60
semigroup, 445

Feller property, 445
Lévy process, 34, 445

Skorokhod space, 119, 267, 306, 443
Skorokhod topology, 444
weak convergence, 444

spectrally negative stable process
law of the iterated logarithm, 219

sphere inversion, 354
with reflection, 357

ssMp, see self-similar Markov process
stable density, 14, 16

Cauchy, 16
power series, 17

stable distribution, 1
Cauchy, 3
Cauchy density, 16
definition, 1
density function, 14, 16
higher dimensions, 21
isotropic, 24
Lévy measure, 5
moment formula, 14
moments, 9, 15
normalised, 11
one dimension, 1
parameters, 12
positivity parameter, 11, 15
symmetric, 22
Zolotarev’s duality, 15

stable process, 4, 58
adjusted resolvent, 75
admissible parameters, 61
Cauchy process, 63
censored, 137
characteristic exponent, 59, 71
conditioned to avoid the origin, 316
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conditioned to hit 0 continuously, 316
conditioned to limit to 0 from above, 135
conditioned to stay positive, 129
deep factorisation, 407
drifting and oscillating, 64
excursion theory, 179
filtration, 124, 310, 315, 334
first entrance from a ball, 399
first entrance in a ball, 369, 399
first entrance into a bounded interval, 164,

165, 320
first exit from a ball, 369
first exit from an interval, 156, 158, 161
first hitting of a sphere, 358
first hitting of a two-point set, 170
first passage, 68
first passage problem, 69
hitting points, 66
hitting points in an interval, 162
in dimension d ≥ 2, 70
isotropic, 70
killed on entering (−∞, 0), 123
Lévy measure, 58
moments, 64
normalised, 60
one dimension, 58
path variation, 62
point of closes and furthest reach, 168
polarity, 73
positivity parameter, 61
radial process, 146
radial reflection, 410
reflected, 178
regularity of half line, 66
resolvent density, 73
Riesz–Bogdan–Żak transform, 319, 326
self-similarity, 60
spectrally negative, 63
subordinator, 64, 208
transience and recurrence, 65, 72
transition density, 60
up-crossings of origin, 426
Wiener–Hopf factorisation, 66
winding at infinity, 418
winding at origin, 422

stable process conditioned to hit 0
continuously

lower envelope, 331
upper envelope, 331

stable process conditioned to limit to 0 from
above

law of the iterated logarithm, 276
lower envelope, 275
upper envelope, 276

stable process conditioned to stay positive
law of the iterated logarithm, 272
lower envelope, 268
upper envelope, 270, 271

stable subordinator, 208
law of the iterated logarithm, 210

stopping time, 445
strong Markov process, 445
subadditive functions, 440
submultiplicative function, 37
subordinator, 33

asymptotic first passage, 52
β-subordinator, 78
Lamperti-stable subordinator, 81
Laplace exponent, 33
stable subordinator, 64

transience, 40, 55
criterion for Lévy processes, 40
stable process, 65

triple law, 50

up-crossings of stable process, 426
upper envelope

censored stable process, 280
pssMp, 243, 250, 252
radial part of isotropic stable process, 283,

286
stable process, 216
stable process conditioned to hit 0

continuously, 331
stable process conditioned to limit to 0 from

above, 276
stable process conditioned to stay positive,

270, 271

walk-on-spheres, 377
Brownian motion, 384
first exit problem, 378
first exit problem with resolvent, 382
Monte Carlo, 377
number of steps to completion, 378
stable process, 378

Wiener–Hopf factorisation, 47
censored stable, 144
deep factorisation, 298, 406
Doney classes, 198
Doney’s factorisation, 198, 205
Doney–Kuznetsov factorisation, 186
Kuznetsov’s factorisation, 185, 187
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Lévy process, 47
radius of stable process, 152
space-time factorisation, 47, 48
spatial factorisation, 48
stable conditioned to limit to 0 from above,

137
stable conditioned to stay positive, 134
stable killed on exiting (−∞, 0), 126
stable process, 66
temporal factorisation, 47, 48

winding number, 416
winding of Brownian motion, 416
winding of stable process

at infinity, 418
at the origin, 422

Zolotarev’s dualtiy, 15
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