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chemically patterned surface. As can be seen in the top-
down SEM image, the domains that ran originally in one
direction are now organized in the orthogonal direction
[Fig. 2(b)]. The block copolymer near the top surface
reassembled in response to the top chemical pattern during
the second annealing step. Alignment marks were made on
the sample to ensure that the images were taken in the same
angle. The block copolymer domains at the top surface
rotated an angle of approximately 87! to register with the
top chemical pattern. The top-down view of structure III
was similar to that of structure II (not shown). In this case,
the film is not preassembled and the domains assemble
from a disordered state.

Because of the probe depth of electrons, the top-down
SEM gives real-space information of the block copolymer
domains only near the free surface. SAXS, however,
probes the entire film of block copolymer and gives
volume-averaged reciprocal-space information to deter-
mine the morphology inside the film. The scattering mea-
surement in transmission mode could detect the lamellar
domains that were perpendicular to the substrate. For
structure I, scattering peaks up to the fourth order were
observed along the x direction (the directions are defined in
Fig. 3), and the odd-order peaks were more apparent than
those even-order ones [Fig. 3(a)]. The scattering peaks
indicated that the block copolymer formed perpendicular
lamellae with a period of 76 nm in registration with the
chemical pattern on the surface. For structure II, two sets of
scattering peaks appeared on the x-y plane of the SAXS
pattern, indicating the coexistence of the block copolymer
lamellar domains perpendicular to the plane of the film
along the two directions [Fig. 3(b)]. The angle between the
x and y directions was" 87!, as measured from the SAXS
pattern, which was in agreement with the rotation angle
measured from the SEM images. In comparison with the
scattering pattern in Fig. 3(a), the appearance of the second
set of scattering peaks in Fig. 3(b) was a result of the
reassembly during the second annealing step, indicating
that the block copolymer domains near the top surface
reassembled to align with the chemical pattern on the top
substrate. The scattering intensities of the peaks along
the y direction were not as strong as those along the
x direction, indicating that the volume fraction of
the lamellae oriented along the y direction was smaller
than that along the x direction. Based on the intensity of the
scattering peaks along the two directions, approximately
17% volume percent (assuming that the domains are either
x or y aligned) of the film rearranged to register with the
chemical pattern parallel to the y direction during the
second annealing step. For structure III, two sets of scat-
tering peaks with approximately the same intensities were
observed along the x and y direction [Fig. 3(c)]. The
roughly equal scattering intensities of the peaks along the
two directions indicated that the lamellar domains near
the top and the bottom substrate had roughly equal volume

fraction and the they met in the middle of the film.
Estimated from the scattering measurement, for this par-
ticular sample, 63% of film had lamellae domains oriented
in the y direction.
The 3D morphologies obtained from Monte Carlo simu-

lations of structures I, II, and III revealed the formation of a
single lamellae morphology on one chemical pattern and a
complex structure between two chemical patterns. The
complex structure consisted of lamellar domains, replicat-
ing the patterns, continuously connected by an interface
characterized by an array of saddle points located in a
plane, whose localization depends on the process, in agree-
ment with SAXS measurements.
The formation and localization of the interface can be

explained by the minimization of free energy in the system.
By localization, we mean the position of the plane were the
saddle points defining the interface are located. Starting
with a disordered state on one chemical pattern, as
expected, the block copolymer equilibrates at lamellae in
registration with the underlying chemical pattern

FIG. 3 (color online). Spectra of SAXS in transmission mode
along the x and y directions, and the molecular simulated 3D
views of (a) structure I, (b) structure II, and (c) structure III. The
x rays travel along the z direction, enabling the scattering
intensities to be collected on the x-y plane. The angle between
x and y is 87!, as measured in 2D SAXS pattern. The intensities
are offset for clarity. The numbers highlight the scattering peaks
characteristic of lamellae morphology. Red and blue represent
the PS-rich and PMMA-rich domains, respectively [36].
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(depletants), the macromolecules are excluded from the
volume between the particles. A region of pure (i.e. depleted)
solvent is generated between the particles, resulting in an
osmotic pressure imbalance that pushes the particles together.
The strength of the interaction scales according to the volume
gained by bringing two particles together (DV), and therefore
depletion forces are particularly attractive for assembling
anisotropic building blocks due to their potential for a more
efficient overlap of their exclusion layers compared to
spherical building blocks.[34] Additionally, depletion interac-
tions are maximized for smooth surfaces since less free
volume is gained when two rough surfaces approach one
another.[13, 35] Herein we show that directional entropic
depletion interactions can be used to induce the face-to-face
assembly of anisotropic nanoparticles into superlattices,
thereby providing a method to control the particle orientation
and spatial arrangement of non-spherical building blocks in
periodic structures.

Recently we demonstrated that triangular gold nano-
prisms, which are an extreme example of an anisotropic
nanoparticle with two large flat (111) faces, spontaneously
assemble face-to-face into one-dimensional (1D) lamellar
superlattices in solution as a result of surfactant micelle-
induced depletion interactions.[12] Herein, we extend the
concept of directional entropic depletion forces and study the
assembly behavior of 3D polyhedra with flat facets: three
isometric Au nanoparticle shapes including rhombic dodec-
ahedra (RD), truncated cubes, and octahedra, as well as non-
isometric rod-like tetrahexahedra (THH), exhibiting face-
centered cubic (FCC), simple cubic (SC), body-centered cubic
(BCC), and hexagonal assembly behavior in solution, respec-
tively (Figure 1). The anisotropic nanoparticles were synthe-
sized using reported procedures (Supporting Informa-
tion).[10, 36,37] Each of the syntheses requires the use of
a cationic surfactant well above its critical micelle concen-
tration (cmc): cetyltrimethylammonium chloride (CTAC,
cmc = 0.8 mm)[38] for RD and cetyltrimethylammonium bro-
mide (CTAB, cmc = 1.0 mm)[39] for octahedra, truncated
cubes, and THH. A minute amount of the surfactant forms
a stabilizing bilayer on the surface of the particles,[40] but the
majority of the surfactant forms micelles (ca. 6 nm in
diameter)[12] which serve as the depletants that cause the
assembly of the nanocrystals in solution. The charge of the
surfactant bilayer and micelles results in long-range electro-
static repulsions that greatly increase both the magnitude and
the range of the depletion effect.[41] The interparticle spacing
of particles within the superlattices is thus determined by
a balance between attractive depletion interactions and
repulsive electrostatic interactions.[12]

The assembled superlattices were characterized by in situ
synchrotron small angle X-ray scattering (SAXS) and com-
pared to the scattering patterns of the analogous atomic
lattices. A wealth of information about the superlattices can
be obtained from the SAXS patterns including the crystallo-
graphic symmetry, lattice parameters, and particle orienta-
tion.[42] Additionally, cryo-electron microscopy, Monte Carlo
assembly simulations, and modeling of powder diffraction
patterns were used to support the conclusions made based on
the SAXS data (Supporting Information).

Interestingly, the RD particles assemble into non-close-
packed superlattices that are stable in solution directly from
synthesis and without further modification. Since RD par-
ticles are bound by twelve identical (110) facets, the maximum
overlap volume is predicted to be obtained when the particles
arrange into an FCC lattice with their (110) facets aligned. At
a CTAC surfactant concentration of 0.08m (100 times the
cmc, hereafter referred to as 100 ! cmc), the RD (edge length
36.3! 2.7 nm) indeed arrange into 3D superlattices with FCC
symmetry and orientational order, where each (110) plane of
the RD becomes a (110) plane in the superlattice, as
confirmed by SAXS and cryo-electron microscopy (Fig-
ure 1b,c and Figure S1). The large number of sharp diffrac-
tion peaks is indicative of highly ordered crystals with domain
sizes on the micron scale (Table S2). The degree of order that
is observed for the RD superlattices is remarkable given the
lack of covalent bonds between the individual components,
but is in agreement with theoretical predictions.[14] Impor-
tantly, the faces of the RD are not in contact and instead the
RD have a center-to-center distance (d-spacing) of 74.6 nm,
corresponding to a gap of 15.3 nm between the (110) faces of
neighboring RD (Table 1). This gap size is almost identical to
that observed for triangular nanoprisms that arrange into

Figure 1. Characterization of anisotropic nanoparticles and the super-
lattices they form in solution. Nanoparticle geometries are rhombic
dodecahedra (a–c), truncated cubes (d–f), octahedra (g–i), and tetra-
hexahedra (j–l). First column: SEM images of (unassembled) particles
in the dried state. Second column: Representation of the unit cells
formed when the particles assemble. The nanoparticles may have
a distribution of orientations within some crystals. Third column:
Experimental (colored) and modeled (black) SAXS patterns for the
assemblies. Note that the modeled SAXS patterns are the calculated
lattice factors which take only the position of the scatterers into
account, not their shape (Supporting Information and Figure S8). The
arrows denote peaks that do not match with the modeled SAXS
patterns and are discussed in the text. Scale bars: 200 nm.
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couple to dielectric and metallic materials. Second,
electric fields can be readily modulated on-chip to
control suspension structure dynamically. Finally, in

addition to the magnitude and direction of the field,

interactions can depend strongly on the frequency of

the applied field. For example, the preferred orienta-

tion of ellipsoidal particles relative to an ac electric field

can depend on the frequency.17 Alternating current

electric fields have been used to align titania

ellipsoids17 and to create crystals of micrometer-scale

dumbbells.18

Here, we describe the formation of large crystals of
optical scale dumbbells by electric field assisted self-
assembly and characterize their structure and photonic
properties. We demonstrate that dumbbell crystals
display both the structural color associatedwith photo-
nic crystals and the birefringence and field-addressa-
bility of liquid crystals. Furthermore, we perform
numerical simulations of self-assembly that highlight
the critical importance of external fields in crystallizing
even simple anisotropic particles.

RESULTS AND DISCUSSION

We synthesize large quantities of monodisperse
polymer dumbbells at optical length scales using a
recently described process.3 Briefly, we start with a
suspension of monodisperse polystyrene spheres and
swell them with a mixture of styrene and trimethox-
ysilylpropylacrylate. Upon polymerization, these parti-
cles develop a spherical core-shell structure and form
dumbbells after another swelling and polymerization
step. The relative sizes of the two lobes can be con-
trolled by varying the amount of monomer used in
each step.19 The particles we use here have two lobes
of the same size, with a diameter of 267( 5 nm and an
overall length of 422( 7 nm, giving them a length-to-
diameter ratio, R, of 1.58.

While these dumbbells readily crystallize in confined
films,3 they resist crystallization in the bulk. As the film
thickness increases, dumbbells form ordered mono-
layers laying down, ordered monolayers standing up,
as shown in Figure 1a, and three variations of ordered
bilayers (down/down, down/up, and up/up).3 How-
ever, when these dumbbells are dried into thicker
films, they pack randomly, as shown in Figure 1b. These
observations are at odds with numerical simulations

Figure 1. Dumbbells crystallize in confinement, but not in
the bulk. (a) SEM image of dry dumbbells cast into thin films
by vertical deposition. Dumbbells form ordered mono- and
bilayers.3 (b) SEM image of dumbbells cast into an amor-
phous thick film. The fields of view in (a) and (b) are 7.6 μm
across.

Figure 2. Aqueous suspensions of dumbbells display reversible crystallization in ac electric fields. Aqueous suspension of
dumbbells at volume fraction φ = 0.13. Top row: Snapshots showing the onset of crystallization in an aqueous suspension of
dumbbells in an ac electricfield. Thedark stripe across thebottomof the frame is a gold electrode. The sample is imaged through
crossed polarizers. Bottom row: Snapshots showing the rapid loss of structural color and birefringence when the electric field is
turned off. The whole process can be seen in Supplementary Movie 1. The field of view in each image is 1.4 mm across.
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For particle concentrations φ> 0.1 wt%, thick amorphous films
were produced.
The optical diffraction study of the films was conducted using

an optical microscope with monochromatic laser light (λ ) 785
nm) coupled through the objective lens. At low magnification,
a small collimated beam with a spot size of∼70 µm in diameter
was produced, allowing the examination of local regions in the
film. Figure 4a and b shows the diffraction patterns from films
deposited on glass substrates (0.075wt%).A ring pattern (Figure
4c and d) characteristic of a polycrystalline structurewas obtained
from both monolayers of in-plane and out-of-plane oriented
particles. The polycrystalline structure for the oblique lattice
exhibited an elliptical rather than a circular diffraction ring
(observed for thehexagonal lattice). Thepatterns abruptly changed
to sharp spot patterns when the laser beam scanned over large-
scale single crystal regions. For example, Figure 4e shows the
single crystal pattern produced fromanoblique lattice. The pattern
reflected the two-fold symmetry of the 2D crystal structure.
Similarly, Figure 4f shows the diffraction pattern with a six-fold
symmetry indicative of the hexagonal lattice. The sharp six-spot
patterns confirmed domain sizes on the order of tens of

micrometers, since the domain size is comparable to the beam
spot size. Higher order diffracted beams were also visually
observed (Figure 4a and b).
The diffraction angles observed in experimentwere compared

with the theoretical calculations predicted by modeling the
structures as 2D gratings. The diffraction pattern corresponds to
the reciprocal lattice of the crystal structure, and each diffraction
spot can be assigned miller indices (h,k). The reciprocal lattice
vector to each point in the reciprocal lattice is given by

where bB1 and bB2 are the reciprocal lattice basis vectors. These
were determined from the real space lattice vectors observed in
the SEM images. The line spacing dhk corresponding to each
diffraction spot was determined from the magnitude of the
reciprocal lattice vector

where the line spacing is the perpendicular distance between

Figure 2. Self-assembled asymmetric dimers oriented in-plane.
(A) Top view and (B) cross-sectional images of 2D arrays. Scale
bars represent 2 and 10 µm, respectively. Drying directions are
indicated by large arrows. (C) Atomic sheet on the crystal plane of
the BN crystal structure, boron (green) and nitrogen (blue).

Figure 3. Self-assembled asymmetric dimers perpendicular to the
substrate. (A) Top view and (B) cross-sectional images of crystals
from particles aligned out-of-plane. Scale bars are 10 and 8 µm,
respectively. (C) (001) atomic crystal plane of the wurtzite crystal
structure, Zn (green) and S (blue).

GBhk ) hbB1 + kbB2 (1)

dhk )
1

|GBhk|
(2)
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spheres to nanorods. Detailed structural characteriza-
tion demonstrates that GNRs can align either horizon-
tally into superlattice monolayer sheets (H-sheets) or
vertically into superlatticemonolayer sheets (V-sheets).
The two types of sheets exhibit distinct plasmonic
properties, as characterized by a microscope UV!
visible (UV!vis) spectrophotometer. By applying
discrete-dipole-approximation (DDA) modeling to de-
scribe the nanorod superlattices, we reveal the plas-
monic mechanisms behind their optical response. Our
polymer-ligand-based strategy may be extended to
free-standing superlattices made of other anisotropic
building blocks, thus serving as a promising general
approach to the synthesis of structurally well-defined
plasmonic nanosheets for various applications in nano-
photonic devices and sensors.

RESULTS AND DISCUSSION

Polystyrene-capped gold nanorods (PS-GNRs) were
obtained using a two-step grafting procedure similar
to the one used for the spherical nanoparticles.26

At first, aqueous hexadecyltrimethylammonium bro-
mide-capped GNRs (CTAB-GNRs) were synthesized
using the well-established seed-mediated approach.34

Then, thiolated polystyrene ligands (Mn = 20 000 g/mol)
were introduced, which led to the replacement of the
weaker-binding CTAB molecules, rendering nanorods
hydrophobic and soluble only in organic media. The
PS-GNRs are highly stable and free of aggregation,
exhibiting two well-pronounced plasmon resonances

(Figure S1): (i) transverse surface plasmon resonance
(TSPR) and (ii) longitudinal surface plasmon resonance
(LSPR). The LSPR of PS-GNRs dispersed in chloroform is
red-shifted by about 30 nm with respect to the same
resonance of CTAB-GNRs in water, due to the increased
refractive index of the solution.35

To form GNR superlattices, a drop of 5 μL of
PS-GNR!chloroform solution was spread onto the water
surfacewith an area of∼10 cm2 at ambient temperature.
Immediately after that, the system was sealed by capp-
ing the beaker with a lid, in order to prevent rapid sol-
vent evaporation. Five minutes later, gold reflective
membranes float on the water subphase, indicative
of the complete solidification. Using a horizontal liftoff
technique, the membranes were transferred onto a
number of different substrates, including transmis-
sion electron microscope (TEM) grids, glass slides,
and silicon chips.
Comprehensive morphological characterization dem-

onstrates that PS-GNRs are self-assembled into super-
lattice monolayer sheets with either horizontally or
vertically aligned packing (i.e., H- or V-sheets). We
characterize a sample of coexisting H- and V-sheets
first using a scanning electron microscope (SEM) and
subsequently address the same area with an atomic
force microscope (AFM) to further prove the two
distinct packing orders. The corresponding SEM and
AFM images are shown in Figure 1a and b. Both
show that superlattice sheets are circular in shape,
with lateral sizes of a few micrometers, similar to the

Figure 1. (a) SEM images of circular H- and V-sheets of PS-GNRs self-assembled at the air!water interface and (b) the
corresponding AFM micrographs of the sheets on a silicon wafer. (c) Representative AFM height profile marked by the
horizontal line in panel (b). (d)!(f) Magnified SEM images of panel (a) reveal that both sheets are ordered, flat monolayers of
GNRs that are well-spaced by polystyrene ligands. The length, diameter, and aspect ratio of GNRs are L = 54.1( 5.7 nm, d =
21.2 ( 3.5 nm, L/d = 2.6 ( 0.4; the number average molecular weight and average length of ligands are 20 000 g/mol and
4.9 nm; the thicknesses of the H- and V-sheets are 31.3 ( 0.3 and 63.6 ( 2.1 nm.
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reflected. The reticular planes which selectively reflect the light
are very regularly spaced, with spacing in proportion to the cilia
diameter. The main reticular plane stack produces a reflection in
the red (620 nm) under a normal incidence and emergence. At
larger angles, the colour shifts rapidly to shorter wavelength,
reaching the violet end of the human visible range (380 nm)
under 601. The iridescence is particularly rich, in part because the
selective reflection occurs in water.

4. Three-dimensional photonic crystals

Examples of natural three-dimensional photonic crystal are
frequent in butterflies [33], in weevils [34] and in longhorns [35].

The Brazilian ‘‘diamond weevil’’ Entimus imperialis shows one of
the most perfect three-dimensional photonic crystals in nature. The
insect bears transparent scales that scatter white light into many
different colors, ranging from deep blue to red. The basic mechanism
is not refraction and dispersion, as in gem stones, but interference and
diffraction, the reciprocal lattice vector being added to the incident
wave vector with the constraint of conserving frequency. The global
visual appearance, from some distance, is an unsaturated green. The
colored spots arise from the diffraction by the structure shown in
Fig. 4 (left). The photonic crystal inside the scales has a face-centered
cubic structure produced by the stacking of chitin slabs with protru-
sions and perforations, with a triangular lattice arrangement.

From phylogeny, longhorns are not so distant from weevils,
and it is interesting to note that some of them also show the

Fig. 3. The ultrastructure in the locomotion organ of Beroë cucumis. (a) The ctenophore is shown here under intense illumination. The combs which serve the locomotion
reflect a wide range of colors. (b) The reflecting structures are packs of parallel cilia, seen here in a transmission electron microscope. The diameter of the cilia determines
the distance between the reticular planes responsible for the selective, colored, reflection and the iridescence. (c) A simple idealized model used to explain, by numerical
simulation, the reflection spectrum. (d) Calculations confirm that this structure, under water, reflects saturated colors with a rich iridescence, covering the visible range
from red to violet, and ultraviolet. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Three examples of three-dimensional natural photonic crystals: (left) the weevil Entimus imperialis; (center) the longhorn Prosopocera lactator; (right) the longhorn
Pseudomyagrus waterhousei. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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COLLOIDS

Colloidal matter: Packing, geometry,
and entropy
Vinothan N. Manoharan*

BACKGROUND: Colloids consist of solid or
liquid particles, each about a few hundred
nanometers in size, dispersed in a fluid and
kept suspended by thermal fluctuations. Where-
as natural colloids are the stuff of paint, milk,
and glue, synthetic colloidswithwell-controlled
size distributions and interactions are a model
system for understanding phase transitions.
These colloids can form crystals and other
phases of matter seen in atomic and molecular
systems, but because the particles are large

enough to be seen under an opticalmicroscope,
the microscopic mechanisms of phase transi-
tions can be directly observed. Furthermore,
their ability to spontaneously form phases that
are ordered on the scale of visible wavelengths
makes colloids useful building blocks for opti-
cal materials such as photonic crystals. Because
the interactions between particles can be altered
and the effects on structure directly observed,
experiments on colloids offer a controlled ap-
proach toward understanding and harnessing

self-assembly, a fundamental topic in materials
science, condensed-matterphysics, andbiophysics.

ADVANCES: In the past decade, our under-
standing of colloidal self-assembly has been

transformed by experi-
ments and simulations
that subject colloids to
geometrical or topological
constraints, suchas curved
surfaces, fields, or the
shapes of the particles

themselves. In particular, advances in the
synthesis of nonspherical particles with con-
trolled shape and directional interactions have
led to the discovery of structural transitions
that do not occur in atoms or molecules. As a
result, colloids are no longer seen as a proxy
for atomic systems but as a form of matter in
their own right. The wide range of self-
assembled structures seen in colloidal matter
can be understood in terms of the interplay
between packing constraints, interactions,
and the freedom of the particles to move—in
other words, their entropy. Ongoing research
attempts to use geometry and entropy to
explain not only structure but dynamics as
well. Central to this goal is the question of how
entropy favors certain local packings. The in-
compatibility of these locally favored struc-
tures with the globally favored packing can be
linked to the assembly of disordered, arrested
structures such as gels and glasses.

OUTLOOK:We are just beginning to explore
the collective effects that are possible in col-
loidal matter. The experimentalist can now
control interactions, shapes, and confine-
ment, and this vast parameter space is still
expanding. Active colloidal systems, disper-
sions of particles driven by intrinsic or ex-
trinsic energy sources rather than thermal
fluctuations, can show nonequilibrium self-
organization with a complexity rivaling that
of biological systems. We can also expect new
structural transitions to emerge in “polyga-
mous” DNA-functionalized colloids, which
have no equivalent at the molecular scale.
New frameworks are needed to predict how
all of these variables—confinement, activity,
and specific interactions—interact with pack-
ing constraints to govern both structure and
dynamics. Such frameworks would not only
reveal general principles of self-assembly but
would also allow us to design colloidal par-
ticles that pack in prescribed ways, both lo-
cally and globally, thereby enabling the robust
self-assembly of new materials.▪

RESEARCH

942 28 AUGUST 2015 • VOL 349 ISSUE 6251 sciencemag.org SCIENCE

Harvard John A. Paulson School of Engineering and Applied
Sciences and Department of Physics, Harvard University,
Cambridge, MA 02138, USA.
*Corresponding author. E-mail: vnm@seas.harvard.edu
Cite this article as V. N. Manoharan, Science 349, 1253751
(2015). DOI: 10.1126/science.1253751

The many dimensions of colloidal matter. The self-assembly of colloids can be controlled by
changing the shape, topology, or patchiness of the particles, by introducing attractions between
particles or by constraining them to a curved surface. All of the assembly phenomena illustrated
here can be understood from the interplay between entropy and geometrical constraints.

ON OUR WEB SITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.1253751
..................................................
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Kepler (1611) conjecture.
Proved by Thomas Hale (1998)
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⇡
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fined angle relative to the crystal axes. The very sharp first- and
second-order peaks in the corresponding FT indicate that the
rhombic lattice is nearly perfect.

After performing detailed image analysis to determine the cen-
ter positions and orientations of all squares in a field of view, we
calculate the pair correlation function, gðr∕DÞ, from a single
frame at each ϕA. The number of particles over which g is deter-
mined ranges from about 350 at r∕D ≈ 1 to about 30 at r∕D ≈ 6,
where r is the center-to-center separation between squares and
D ¼

ffiffiffi
2

p
L ≈ 3.4 μm is the square’s diagonal (i.e., an effective

circumscribed diameter) (Fig. 2). As ϕA increases above I, the
system develops hexagonal translational order in RX, and broa-
dened peaks in gðr∕DÞ are seen to large r∕D. The second and
third peaks in gðr∕DÞ for RX, characteristic of an equilateral hex-
agonal crystal, are still distinguishable, yet barely, because of the

random orientations of the squares and greater variability of cen-
ter-to-center spacing in RX. In the pure RB phase, the peaks in
gðr∕DÞ become quite sharp and can be seen out to very large r∕D.
Compared to the delta spikes of the ideal gðr∕DÞ for a perfect RB
lattice, the measured RB peaks match well. To further confirm
our identification of the phases, we have calculated the sixfold
spatial and bond-orientational order parameters, as well as the
fourfold spatial, bond-orientational, and molecular-orientational
order parameters (7–10) (SI Appendix provides further details of
the analysis).

From the images and FTs, we determine a characteristic lattice
angle α and center-to-center spacing r∕L of the crystalline phases
through the RX–RB transition (Fig. 3). In the CE region, we first
isolate and identify crystallites as either RX or RB, and then
obtain average values of α and r∕L for each type of crystallite.
In the hexagonal RX phase, α ≈ 60°, followed by a discontinuous
transition to an angle of about α ≈ 70° in the RB phase near the
boundary with CE at ϕA ≈ 0.66. Likewise, in the CE phase,
squares in RB crystallites are closer together than squares in
RX crystallites, indicating ϕA-density fluctuations and yielding
bivalued r∕L, characteristic of a first-order transition. Above
CE in pure RB, large single crystals are observed, α increases con-
tinuously toward 90°, and r∕L decreases continuously toward one,
up to the highest ϕA observed.

To explain some basic aspects of these observations, we intro-
duce a cage-like (20) mean-field model for a monolayer of N
square rigid rotors. In I and RX phases, these rotors can perform
complete rotations; by contrast, in the RB phase, the rotations
are constrained on average within an interval $ Δθ∕2, because
tip (i.e., vertex) crossing is not allowed. In the RX phase, the
swept-out area of each square is a circular disk, which we choose
to have unity radius. The area density ρ ¼ N∕A for a hexagonal

Fig. 1. Transmission optical micrographs of Brownian squares in 2D at par-
ticle area fractions ϕA: (A) 0.52, isotropic (I); (B) 0.62, hexagonal rotator crystal
(RX); (C) 0.65, coexistence (CE); and (D) 0.74, rhombic crystal (RB). Inset, Upper
Left corner of A: SEM image. Insets, Lower Left corners: FT intensities calcu-
lated from monochrome real-space images. Examples of crystallites in C: RB
(box) and RX (circles). In D, a rhombic unit cell is shown (black rhombus). FTs
have been rendered in pseudocolor to emphasize the peak features.

Fig. 2. Pair correlation functions gðr∕DÞ calculated from images in Fig. 1, in
order from bottom to top: ϕA ¼ 0.52 in I, 0.62 in pure RX, and 0.74 in pure RB.
Results for RX and RB are shifted up for clarity. D is the effective tip–tip over-
lap spacing: D ¼

ffiffiffi
2

p
L≈3.4 μm, where L is the square’s edge length. Delta

spikes for perfect hexagonal and rhombic lattices are shown below the cal-
culated g for RX and RB, respectively. Characteristic error bars at certain r∕D
are shown above each of the respective plots for clarity.

Fig. 3. Particle area fraction dependence of the unit cell for observed
crystals of Brownian squares. (A) Comparison between measured lattice
angles αðϕAÞ (RX, triangles; RB, circles) and predicted values based on amodel
of squaroid packing (solid line). In the CE region, two measured values of
α and r∕L are shown, corresponding to characteristics of RX and RB in the
observed crystallites. The predicted value α1 more closely matches the
observed angle at the onset of pure RB, compared to an alternate possible
configuration given by α2 (see text). (Inset) Sketch of a rhombic unit cell of
four squares, defining α, r, and L. (B) Center-to-center spacing between
squares rðϕAÞ from video analysis, normalized by edge length L, compared
to the model’s predicted dependence (solid line). In the CE region, the lattice
angle α and center-to-center spacing r between squares are measured from
the direct images; whereas in the RX and RB regions, they are obtained from
the Fourier transforms.
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is characteristic of an RHX, in which the particles are arranged in

a triangular lattice, each having six nearest neighbors, with the

vectors characterizing the molecular orientations pointing at

different directions. This behavior can also be readily detected by

analysing the cross parameter J6F4 also shown in Fig. 2; this

parameter is negligible for h < 0.84, which indicates that there is

no coupling between the particle orientation and the (six)

neighbor positions. In the region where the I–RHX phase tran-

sition is observed, discontinuities in the values for the packing

fraction and in the bond order parameterJ6 would indicate that

the I–RHX transition is first order. However, the results

obtained with different system sizes (N ¼ 400, 1600, and 4096

particles) differ in the location of the transition point, suggesting

that the system sizes studied in this work are still too small to

resolve the nature of the transition. However, the agreement of

the results away from this region confirms the correct determi-

nation of the different phases obtained for this system. Note that

finite size effects in this region have also been observed in the

expansion runs. By further increasing the density of the system,

the RB phase is observed where particle orientations spontane-

ously align as indicated by the large values of F4; the non-zero

values of J6 and the large values of J4 are further indicators of

the RB phase. In Fig. 4 two representative snapshots of the RHX

and RB phases for this system are presented, including the cor-

responding structure factors obtained from

SðkÞ ¼ 1

N

!h
SN
i¼1cosðk$riÞ

i2
$
h
SN
i¼1sinðk$riÞ

i2"
. The trans-

formation between the RHX and RB phases can also be observed

by calculating the lattice angles of the crystal structures. For the

RHX phase the lattice angle should be close to a1 z 60%, while

for the RB the lattice angle is expected to be a1 > 60%. Such

a change in the lattice angle is clearly observed in Fig. 3(a) as the

system moves from the RHX phase to the RB phase with

increasing density. In the RB region, the limiting value of the

lattice vector is a1 z 66.9%, which is close to the value of the

lattice angle calculated from the determination of the crystal

structures using the method of Filion et al.,17 i.e., a1 z 67.8% (see

ref. 20). As in the case of the I–RHX transition, the results close

to the RHX–RB transition exhibit some small discrepancies for

simulations using N ¼ 400, 1600, and 4096 particles. For the

simulations using N¼ 400 andN¼ 1600 particles the EoS shows

a cusp in the transition which might indicate either a weak first

order or second order phase transition. However, for the system

N ¼ 4096 the cusp disappears, suggesting that the transition is

second order. The latter result is inconsistent with the observa-

tions of Zhao et al.,14 suggestive of a first order nature for the

RHX–RB transition in Brownian squares.

To gain some insights on the nature of the transition between

the I and RHX phases, we carried out MC simulations in the

canonical NVT ensemble for a system of 5625 particles in

a square box for different densities. Fig. 5 shows the radial

Fig. 2 Equation of state for 1600 RCHS particles with z ¼ 0.667

obtained by expansion runs. (Top panel) The pressure P*, bond orien-

tational order parameters J4 and J6, orientational order parameter F4,

and hexagonal translational order parameter jT, hex as a function of the

packing fraction h. For comparison, the equation of state curve obtained

for the system of N ¼ 400 particles is also shown (continuous curve).

(Bottom panel) Cross order parameters J4F4 and J6F4, and suscepti-

bilities of the bond order parameters c4 and c6 as a function of h.

Fig. 4 Representative snapshots and corresponding structure factors for

a system of N ¼ 1600 RCHS with z¼ 0.667 obtained by compression

runs. (left) RHX phase (P* ¼ 16.0), and (right) RB phase (P* ¼ 50.0).

Fig. 3 (Left) Definition of the lattice angles a1 and a2 used to charac-

terize the crystal structures. (Top panel) The lattice angles for the RHX

phase are calculated using the nearest neighbors of the central particles

(blue light particles), which have been determined using the Voronoi

tessellation. (Bottom panel) The lattice angles for the SX phase are

calculated with the vectors ~u and ~v (denoted with red arrows) obtained

using only the coordinates of the four nearest neighbors of the central

particles (blue light particles). The lattice angles for the RB phase can be

calculated using either method. (Right) Lattice angles as a function of

the packing fraction h for (a) RCHS with z¼ 0.667, and (b) RCHS with

z¼ 0.286.
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is characteristic of an RHX, in which the particles are arranged in

a triangular lattice, each having six nearest neighbors, with the

vectors characterizing the molecular orientations pointing at

different directions. This behavior can also be readily detected by

analysing the cross parameter J6F4 also shown in Fig. 2; this

parameter is negligible for h < 0.84, which indicates that there is

no coupling between the particle orientation and the (six)

neighbor positions. In the region where the I–RHX phase tran-

sition is observed, discontinuities in the values for the packing

fraction and in the bond order parameterJ6 would indicate that

the I–RHX transition is first order. However, the results

obtained with different system sizes (N ¼ 400, 1600, and 4096

particles) differ in the location of the transition point, suggesting

that the system sizes studied in this work are still too small to

resolve the nature of the transition. However, the agreement of

the results away from this region confirms the correct determi-

nation of the different phases obtained for this system. Note that

finite size effects in this region have also been observed in the

expansion runs. By further increasing the density of the system,

the RB phase is observed where particle orientations spontane-

ously align as indicated by the large values of F4; the non-zero

values of J6 and the large values of J4 are further indicators of

the RB phase. In Fig. 4 two representative snapshots of the RHX

and RB phases for this system are presented, including the cor-

responding structure factors obtained from

SðkÞ ¼ 1

N

!h
SN
i¼1cosðk$riÞ

i2
$
h
SN
i¼1sinðk$riÞ

i2"
. The trans-

formation between the RHX and RB phases can also be observed

by calculating the lattice angles of the crystal structures. For the

RHX phase the lattice angle should be close to a1 z 60%, while

for the RB the lattice angle is expected to be a1 > 60%. Such

a change in the lattice angle is clearly observed in Fig. 3(a) as the

system moves from the RHX phase to the RB phase with

increasing density. In the RB region, the limiting value of the

lattice vector is a1 z 66.9%, which is close to the value of the

lattice angle calculated from the determination of the crystal

structures using the method of Filion et al.,17 i.e., a1 z 67.8% (see

ref. 20). As in the case of the I–RHX transition, the results close

to the RHX–RB transition exhibit some small discrepancies for

simulations using N ¼ 400, 1600, and 4096 particles. For the

simulations using N¼ 400 andN¼ 1600 particles the EoS shows

a cusp in the transition which might indicate either a weak first

order or second order phase transition. However, for the system

N ¼ 4096 the cusp disappears, suggesting that the transition is

second order. The latter result is inconsistent with the observa-

tions of Zhao et al.,14 suggestive of a first order nature for the

RHX–RB transition in Brownian squares.

To gain some insights on the nature of the transition between

the I and RHX phases, we carried out MC simulations in the

canonical NVT ensemble for a system of 5625 particles in

a square box for different densities. Fig. 5 shows the radial

Fig. 2 Equation of state for 1600 RCHS particles with z ¼ 0.667

obtained by expansion runs. (Top panel) The pressure P*, bond orien-

tational order parameters J4 and J6, orientational order parameter F4,

and hexagonal translational order parameter jT, hex as a function of the

packing fraction h. For comparison, the equation of state curve obtained

for the system of N ¼ 400 particles is also shown (continuous curve).

(Bottom panel) Cross order parameters J4F4 and J6F4, and suscepti-

bilities of the bond order parameters c4 and c6 as a function of h.

Fig. 4 Representative snapshots and corresponding structure factors for

a system of N ¼ 1600 RCHS with z¼ 0.667 obtained by compression

runs. (left) RHX phase (P* ¼ 16.0), and (right) RB phase (P* ¼ 50.0).

Fig. 3 (Left) Definition of the lattice angles a1 and a2 used to charac-

terize the crystal structures. (Top panel) The lattice angles for the RHX

phase are calculated using the nearest neighbors of the central particles

(blue light particles), which have been determined using the Voronoi

tessellation. (Bottom panel) The lattice angles for the SX phase are

calculated with the vectors ~u and ~v (denoted with red arrows) obtained

using only the coordinates of the four nearest neighbors of the central

particles (blue light particles). The lattice angles for the RB phase can be

calculated using either method. (Right) Lattice angles as a function of

the packing fraction h for (a) RCHS with z¼ 0.667, and (b) RCHS with

z¼ 0.286.
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is characteristic of an RHX, in which the particles are arranged in

a triangular lattice, each having six nearest neighbors, with the

vectors characterizing the molecular orientations pointing at

different directions. This behavior can also be readily detected by

analysing the cross parameter J6F4 also shown in Fig. 2; this

parameter is negligible for h < 0.84, which indicates that there is

no coupling between the particle orientation and the (six)

neighbor positions. In the region where the I–RHX phase tran-

sition is observed, discontinuities in the values for the packing

fraction and in the bond order parameterJ6 would indicate that

the I–RHX transition is first order. However, the results

obtained with different system sizes (N ¼ 400, 1600, and 4096

particles) differ in the location of the transition point, suggesting

that the system sizes studied in this work are still too small to

resolve the nature of the transition. However, the agreement of

the results away from this region confirms the correct determi-

nation of the different phases obtained for this system. Note that

finite size effects in this region have also been observed in the

expansion runs. By further increasing the density of the system,

the RB phase is observed where particle orientations spontane-

ously align as indicated by the large values of F4; the non-zero

values of J6 and the large values of J4 are further indicators of

the RB phase. In Fig. 4 two representative snapshots of the RHX

and RB phases for this system are presented, including the cor-

responding structure factors obtained from

SðkÞ ¼ 1

N

!h
SN
i¼1cosðk$riÞ

i2
$
h
SN
i¼1sinðk$riÞ

i2"
. The trans-

formation between the RHX and RB phases can also be observed

by calculating the lattice angles of the crystal structures. For the

RHX phase the lattice angle should be close to a1 z 60%, while

for the RB the lattice angle is expected to be a1 > 60%. Such

a change in the lattice angle is clearly observed in Fig. 3(a) as the

system moves from the RHX phase to the RB phase with

increasing density. In the RB region, the limiting value of the

lattice vector is a1 z 66.9%, which is close to the value of the

lattice angle calculated from the determination of the crystal

structures using the method of Filion et al.,17 i.e., a1 z 67.8% (see

ref. 20). As in the case of the I–RHX transition, the results close

to the RHX–RB transition exhibit some small discrepancies for

simulations using N ¼ 400, 1600, and 4096 particles. For the

simulations using N¼ 400 andN¼ 1600 particles the EoS shows

a cusp in the transition which might indicate either a weak first

order or second order phase transition. However, for the system

N ¼ 4096 the cusp disappears, suggesting that the transition is

second order. The latter result is inconsistent with the observa-

tions of Zhao et al.,14 suggestive of a first order nature for the

RHX–RB transition in Brownian squares.

To gain some insights on the nature of the transition between

the I and RHX phases, we carried out MC simulations in the

canonical NVT ensemble for a system of 5625 particles in

a square box for different densities. Fig. 5 shows the radial

Fig. 2 Equation of state for 1600 RCHS particles with z ¼ 0.667

obtained by expansion runs. (Top panel) The pressure P*, bond orien-

tational order parameters J4 and J6, orientational order parameter F4,

and hexagonal translational order parameter jT, hex as a function of the

packing fraction h. For comparison, the equation of state curve obtained

for the system of N ¼ 400 particles is also shown (continuous curve).

(Bottom panel) Cross order parameters J4F4 and J6F4, and suscepti-

bilities of the bond order parameters c4 and c6 as a function of h.

Fig. 4 Representative snapshots and corresponding structure factors for

a system of N ¼ 1600 RCHS with z¼ 0.667 obtained by compression

runs. (left) RHX phase (P* ¼ 16.0), and (right) RB phase (P* ¼ 50.0).

Fig. 3 (Left) Definition of the lattice angles a1 and a2 used to charac-

terize the crystal structures. (Top panel) The lattice angles for the RHX

phase are calculated using the nearest neighbors of the central particles

(blue light particles), which have been determined using the Voronoi

tessellation. (Bottom panel) The lattice angles for the SX phase are

calculated with the vectors ~u and ~v (denoted with red arrows) obtained

using only the coordinates of the four nearest neighbors of the central

particles (blue light particles). The lattice angles for the RB phase can be

calculated using either method. (Right) Lattice angles as a function of

the packing fraction h for (a) RCHS with z¼ 0.667, and (b) RCHS with

z¼ 0.286.

4678 | Soft Matter, 2012, 8, 4675–4681 This journal is ª The Royal Society of Chemistry 2012

D
ow

nl
oa

de
d 

by
 C

or
ne

ll 
U

ni
ve

rs
ity

 o
n 

05
 A

pr
il 

20
12

Pu
bl

ish
ed

 o
n 

08
 M

ar
ch

 2
01

2 
on

 h
ttp

://
pu

bs
.rs

c.
or

g 
| d

oi
:1

0.
10

39
/C

2S
M

07
42

8A

View Online



Self-assembly of convex particles
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distribution function g(|r|) and the bond orientational correlation

function g6(|r|) for three different densities close to the I–RHX

phase transition (see Fig. 2). As can be observed from the

behavior of g(|r|), these systems show no translational order,

but in all cases the correlation function g6(|r|) decays algebrai-

cally, i.e. g6ðjrjÞ # r$ hf with hf ¼ 0.18 and 0.1 for h ¼ 0.710

and 0.712, respectively. Fig. 5 also shows the structure factor for

h ¼ 0.710 which displays patterns of concentric hexagons typical

of hexatic order. The behavior of these hexatic-like phases seems

to suggest that the I–RHX transition involves a two-step mech-

anism, similar to the one observed for the HD system. However,

simulations employing much larger systems would be required to

obtain more conclusive details.

As indicated before, RCHS systems with z < 0.333 no longer

form the RHX phase, forming the T and SX phase instead. In

order to analyze this situation more accurately, we have simu-

lated the phase behavior for a system of 4096 RCHS with z ¼
0.286, which is shown in Fig. 6. As in the previous case, we also

include the EoS for the system of N ¼ 400 particles for

comparison. As can be observed in Fig. 6, the EoS obtained

from the small and large systems agree very well and reveal

three phase transitions. The first one, observed at h z 0.76, is

the transformation from an I phase into a T phase characterized

by the values of J4 and F4 approximately in the range 0.4–0.8.

The properties of the T phase can be analyzed using the

structure factor S(k), the radial distribution function g(|r|), the

bond orientational correlation function g4(|r|), and the orienta-

tional distribution function g4f(|r|) (see Fig. 7). In S(k) the

formation of diffuse peaks with four-fold symmetry can be

observed, which is consistent with tetratic-like behavior.12 For

this phase, g(|r|) shows liquid-like behavior, while theFig. 5 Correlation functions for the systems of N ¼ 5625 RCHS with

z ¼ 0.667 obtained fromMC-NVT simulations. The radialg(r) and bond-

order g6(r) correlation functions are shown for three different packing

fractions corresponding to h ¼ 0.708, h ¼ 0.710, and h ¼ 0.712. The

dashed-line with slope 1/4 corresponds to the algebraic decaying of the

correlations in the hexatic-solid transition predicted by the KTHNY

theory. The snapshot and the corresponding structure factor of the

system with h ¼ 0.710 are presented in the bottom frame.

Fig. 6 Phase diagram for 4096 RCHS with z ¼ 0.286 obtained by

expansion runs. Legend as in Fig. 2.

Fig. 7 Correlation functions for the systems of N ¼ 4096 RCHS with

z ¼ 0.286 obtained from MC-NPT simulations. (Left) The radial g(r),

bond-order g4(r), and orientational g4f(r) correlation functions for three

different pressures corresponding to P* ¼ 12.5 (T phase), P* ¼ 18.0 (SX

phase), and P* ¼ 50.0 (RB phase) are shown. (Right) The snapshot and

the corresponding structure factor for (top) P* ¼ 50.0, (middle) P* ¼ 18.0,

and (bottom) P* ¼ 12.5 are also shown.
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distribution function g(|r|) and the bond orientational correlation

function g6(|r|) for three different densities close to the I–RHX

phase transition (see Fig. 2). As can be observed from the

behavior of g(|r|), these systems show no translational order,

but in all cases the correlation function g6(|r|) decays algebrai-

cally, i.e. g6ðjrjÞ # r$ hf with hf ¼ 0.18 and 0.1 for h ¼ 0.710

and 0.712, respectively. Fig. 5 also shows the structure factor for

h ¼ 0.710 which displays patterns of concentric hexagons typical

of hexatic order. The behavior of these hexatic-like phases seems

to suggest that the I–RHX transition involves a two-step mech-

anism, similar to the one observed for the HD system. However,

simulations employing much larger systems would be required to

obtain more conclusive details.

As indicated before, RCHS systems with z < 0.333 no longer

form the RHX phase, forming the T and SX phase instead. In

order to analyze this situation more accurately, we have simu-

lated the phase behavior for a system of 4096 RCHS with z ¼
0.286, which is shown in Fig. 6. As in the previous case, we also

include the EoS for the system of N ¼ 400 particles for

comparison. As can be observed in Fig. 6, the EoS obtained

from the small and large systems agree very well and reveal

three phase transitions. The first one, observed at h z 0.76, is

the transformation from an I phase into a T phase characterized

by the values of J4 and F4 approximately in the range 0.4–0.8.

The properties of the T phase can be analyzed using the

structure factor S(k), the radial distribution function g(|r|), the

bond orientational correlation function g4(|r|), and the orienta-

tional distribution function g4f(|r|) (see Fig. 7). In S(k) the

formation of diffuse peaks with four-fold symmetry can be

observed, which is consistent with tetratic-like behavior.12 For

this phase, g(|r|) shows liquid-like behavior, while theFig. 5 Correlation functions for the systems of N ¼ 5625 RCHS with

z ¼ 0.667 obtained fromMC-NVT simulations. The radialg(r) and bond-

order g6(r) correlation functions are shown for three different packing

fractions corresponding to h ¼ 0.708, h ¼ 0.710, and h ¼ 0.712. The

dashed-line with slope 1/4 corresponds to the algebraic decaying of the

correlations in the hexatic-solid transition predicted by the KTHNY

theory. The snapshot and the corresponding structure factor of the

system with h ¼ 0.710 are presented in the bottom frame.

Fig. 6 Phase diagram for 4096 RCHS with z ¼ 0.286 obtained by

expansion runs. Legend as in Fig. 2.

Fig. 7 Correlation functions for the systems of N ¼ 4096 RCHS with

z ¼ 0.286 obtained from MC-NPT simulations. (Left) The radial g(r),

bond-order g4(r), and orientational g4f(r) correlation functions for three

different pressures corresponding to P* ¼ 12.5 (T phase), P* ¼ 18.0 (SX

phase), and P* ¼ 50.0 (RB phase) are shown. (Right) The snapshot and

the corresponding structure factor for (top) P* ¼ 50.0, (middle) P* ¼ 18.0,

and (bottom) P* ¼ 12.5 are also shown.
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distribution functions g4(|r|) and g4f(|r|) decay algebraically.

This behavior indicates that this phase possesses short range

translational order while still having quasi-long ranged orien-

tational order.11,12 The second transition, observed at h z
0.825, is the transformation of the T phase into the SX phase.

As in the case of the T phase, the SX phase can be identified

using the different distribution functions and the structure

factor. The structure factor shows sharp peaks with square

symmetry, which is in line with the long range behavior

observed in the distribution functions g4(|r|) and g4f(|r|), and the

quasi-long ranged behavior detected in g(|r|). As expected, for

this phase J6 remains close to zero, while J4 and F4 keep

increasing as a consequence of the enhancement of the square

order. The third and last transition observed for this system

occurs at h z 0.87, which involves the transformation of the SX

phase into a RB phase. This transition is more difficult to

analyze using the different distribution function as they show

similar behavior in both SX and RB structures. This transition,

however, can be more easily detected by calculating the distri-

bution of the lattice angles in the crystal structures. It is

expected that for the SX (and T) phase the angle distribution

will exhibit the formation of a single peak centered at a1 ¼ a2 ¼
90", while for the RB phase peaks at two angles should be

observed (one < 90" and the other > 90", adding up to 180").

Again, from the calculation of the crystal structures using the

method by Filion et al.,17 the lattice angle for the RB phase in

this system should approach the limit value of a1 z 80.435".

The results for the lattice vector for this system as a function of

the packing fraction are shown in Fig. 3(b), where the point

where the phase transition takes place is clearly seen. Returning

to Fig. 6, it can be seen that for the RB phase the already high

values of J4 and F4 keep increasing with density, while J6

increases from a low value to a non-zero finite value due to the

formation of the oblique lattice in the RB phase. While one

could have expected that J4 in the RB phase would be smaller

than that for the SX phase, the opposite is observed in Fig. 6.

This can be explained by analyzing the snapshots of typical

configurations and the distribution of the lattice angles. The

snapshots (see Fig. 7) reveal that, unlike the situation in the RB

phase, the particles in the SX phase still have enough free space

to rotate along their lattice positions (and give a lower value of

J4). This difference in orientational freedom is consistent with

the angle lattice distributions (results not shown) that show two

narrow peaks for the RB phase, while a broad peak centered at

a1 ¼ 90" for the SX phase. For this system, the phase behavior

obtained by compression and expansion runs agree very well, as

do the results for different system sizes (N ¼ 400, 1600 and 4096

particles), which indicates that finite size effects are less signif-

icant in this case.

Finally, we focus on the behavior of RCHS for values of z in

the vicinity of the crossover between disk-like and square-like

behaviors. Analyzing Fig. 1 it seems that such a crossover takes

place near z z 0.333. Upon compression of this system, the

isotropic phase transitions at h ¼ 0.76 into a phase having both

hexagonal-like and square-like structural motifs (see Fig. 8). At

the transition point the susceptibilities of both bond order

parameters c4 and c6 increase to roughly the same value. This is

suggestive of a situation where the particles have comparable

proclivity to form either RHX or SX/RB type of structures.

This structural competition seems to lead to the formation of

a polycrystalline phase where clusters of particles forming an

SX/RB phase coexist with clusters of particles having a weak

hexagonal packing. This polycrystalline phase is also observed

in the expansion runs and in small and large system sizes. Fig. 9

shows the results for the structure factor and the corresponding

configuration of the system at P* ¼ 12.5. In the structure factor,

peaks corresponding to tetratic-like, RHX-like and RB-like

behavior are observed, confirming the heterogeneous nature of

the micro-domains. The top and bottom frames in Fig. 9

(showing the same snapshot for two coloring schemes)

Fig. 8 Phase diagram for 4096 RCHS with z ¼ 0.333 obtained by

expansion runs. Legend as in Fig. 2.

Fig. 9 Snapshot of the polycrystalline phase for the system of N ¼ 4096

RCHS with z¼ 0.333 obtained from MC-NPT simulations at P* ¼ 12.5.

The corresponding structure factor is also shown. (Top panel) Particles

are colored with respect to the average distance between a central particle

and the four nearest neighbors (in units of the diagonal of the particles,

which for this specific system takes the value of D/s ¼ 3.828). (Bottom

panel) Particles are colored with respect to the local value of J4.

4680 | Soft Matter, 2012, 8, 4675–4681 This journal is ª The Royal Society of Chemistry 2012
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As the value of z is increased, the range of densities at which

the RHX phase is stable is reduced, while that of the RB phase is

increased. In fact, the maximum value of z at which the RHX

phase is expected to vanish can be estimated using the phase

diagram of the HD system and some geometrical arguments as

follows. Recall first that the densest packing of HD is

hCPHD ¼ p=
ffiffiffiffiffi
12

p
. In the RHX phase, the particles are positioned in

a regular triangular lattice, rotating freely along their centers of

mass and sweeping an effective circular area of Aeff ¼ (p/4)D2,

where D ¼
" ffiffiffi

2
p

Lþ s
#
is the diagonal of the particles (i.e., the

diameter of the circle circumscribing each of the particles).

Hence, the maximum packing fraction of hexagonal order of

equivalent freely rotating RCHS is given by hRCHS
CP ¼ hCP

HD(Ap/

Aeff). It is evident that as z decreases the value of hRCHS
CP also

decreases. At the point where hRCHS
CP reaches the same value as the

densest isotropic state observed in the simulation (for the

corresponding z system) the RHX would no longer be stable.

This point corresponds to the system with z z 0.444, in which

hRCHS
CP takes on the value of 0.715, while the packing fraction of

the densest isotropic state for the same system is 0.733. The

actual phase diagram shows that the RHX persists in a small

region for 0.444 $ z$ 0.4; this discrepancy can be explained by

the fact that the RHX phase observed for z # 0.444 has

a significantly less perfect hexagonal order than that for z >

0.444. In fact, for z# 0.444 one observes that the values ofJ6 are

lower while the values for J4 an F4 are no longer negligible.20

For low values of z (z < 0.333) there is no indication of the

formation of an RHX phase for the range of pressure studied in

this work (at higher pressures these systems might still exhibit the

formation of an RB phase, except for the case of perfect squares).

The stability of the RB phase with respect to the RHX phase for

the RCHS system has already been rationalized by Zhao et al.14

using a mean field model entailing similar geometrical

arguments.

Around z¼ 0.333, RCHS exhibits a very interesting crossover

phase behavior between disk-like and square-like behavior; this

is described in detail at the end of this section.

The stable phases observed in simulation for the systems with

large values of z (0.667 $ z$ 0.333) agree well with the exper-

imental results reported by Zhao et al.14 However, the roundness

of their synthesized square particles is reported to be approxi-

mately zexp z 0.25. This difference might be due to several

reasons. One possible cause is the true dimensionality of the

experimental system. Zhao et al. produced a monolayer of square

particles on the bottom of an optical cuvette with the aid of

roughness-controlled depletion attraction22 between the flat

surface of the particles and the glass bottom wall. While

presumed negligible effects, our 2D model does not account for

any substrate-particle or particle–particle lateral interactions,

nor for the finite height and roughness of the particles. It is

important to note that in the experimental system the

packing fractions at which the RHX and RB phases occur are

significantly lower than those in our simulations. If one rules out

any role of metastability on such observations, there is no

obvious culprit that may explain such discrepancies, though

experimental uncertainties on suchmeasurements as particle area

and finite size effects in the simulations could be small contrib-

utors. We also recomputed the EoS for the z ¼ 0.308 RCHS

system using compression runs but only allowing particle rota-

tion of less than 5# to preclude ‘‘tip crossing’’ events which do not

happen in the experimental systems (and could have favored

metastable structures). We found that neither the stable phases

nor the phase boundaries were affected by such small rotations,

indicating that the discrepancy between our model and the

experimental system is not due to tip-crossing effects. Notwith-

standing these differences, our results show that actual particle

roundness (augmented by any underlying experimental effect

that may increase the apparent particle roundness) is a key

element in explaining the phase behavior of the experimental

system.

As mentioned before, the system with the largest value of z

studied in this work that exhibits the formation of the RB phase

corresponds to z ¼ 0.667. To obtain a deeper understanding of

this case, we have performed simulations using a larger system

with N ¼ 1600 particles. The results are shown in Fig.2 including

the equation of state data for the N ¼ 400 particle system for

comparison. The EoS for the small and large systems from

compression runs agree well over the entire range of densities,

with only small differences observed at high pressures due to the

presence of defects in the RB phase. A similar trend has been

observed for the expansion runs of the same system.20 At low

densities, all the order parameters have values close to zero,

which is characteristic of the I phase. By compressing the system

up to h z 0.71, the bond-order parameter J6 increases signifi-

cantly while the parametersJ4 and F4 remain close to zero. This

Fig. 1 (Top panel) Description of the model used to model the RCHS

particles. (Bottom panel) Equation of state for 400 RCHS particles in the

h $ z (or equivalent h $ L*) plane calculated from Monte Carlo simu-

lation from compression runs. The phase boundaries for the z¼ 1 limit

corresponding to the hard disk model are taken from ref. 24 (the hexatic

boundaries are not shown in the diagram as they strongly depend on the

system size). The upper limit for z¼ 1 corresponds to the close packing

fraction of HD. The isotropic (I) phase is denoted by circles (B), the

hexagonal rotator crystal phase by up-triangles (O), the rhombic crystal

phase by diamonds (>), square crystal phase by squares (,), and the

polycrystalline phase by filled right-triangles (<). The (blue) rectangle

marks the approximate region where the tetratic phase is located

according to our large-system simulations (and ref. 11 for perfect

squares).

This journal is ª The Royal Society of Chemistry 2012 Soft Matter, 2012, 8, 4675–4681 | 4677
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Engineering ordered macroporous materials

• Photocatalysis (light scattering) 
• Liquid phase catalysis (reduction of diffusion limitation) 
• Battery electrodes (reduction of ion-transport resistance) 
• Tissue engineering 
• Thermal, acoustic, and electrical insulators 
• Photonic materials
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Figure 1 | Bicontinuous battery electrode. a, Schematic of a battery containing a bicontinuous cathode. b, Illustration of the four primary resistances in a
battery electrode. c, Bicontinuous electrode fabrication process. The electrolytically active phase is yellow and the porous metal current collector is green.
The electrolyte fills the remaining pores.
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Figure 2 | Bicontinuous electrode microstructure. SEM images of a bicontinuous three-dimensional electrode during each step of preparation. a, Nickel
inverse opal after electropolishing (1.8 mm colloidal particle template). b, Cross-section of NiOOH/nickel composite cathode. c, Cross-section of
NiOOH/nickel cathode after cycling. d, Nickel inverse opal after electropolishing (466 nm colloidal particle template). e, MnO2/nickel composite cathode.
f, Lithiated MnO2/nickel composite cathode.
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Non-convex particles
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Figure 1. Self-assembly of peanut particles with increasing gap size in confinement wedge cell. Confocal 
microscopy images of degenerate crystal (a) hexagonal monolayer (�ǻ�, (b) buckled state (1B), (c) bilayer square 
2�, (d) bilayer hexagonal type I (�ǻI), (e) bilayer hexagonal type II (�ǻII). Red and black arrows highlight dimer 
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Non-convex particles

applications. Intense research efforts have been
focused on developing high-performance electro-
catalysts with minimal preciousmetal content and
cost (1–16). Specifically, alloying Pt with non-noble
metals can reduce the Pt content of electrocatalysts
by increasing their intrinsic activity (1–13).We dem-
onstrated that the formation of a nanosegregated
Pt(111)-skin structure over a bulk single-crystal
alloy with Pt3Ni composition enhanced the ORR
activity by two orders of magnitude (versus Pt/C
catalysts) through altered electronic structure of Pt
surface atoms (1). Although these materials can-
not be easily integrated into electrochemical de-
vices, their outstanding catalytic performance needs
to be mimicked in nanoparticulate materials that
offer high surface areas. Caged, hollow, or porous
nanoparticles offer a promising approach formeet-
ing these performance goals. The hollow interior
diminishes the number of buried nonfunctional
precious metal atoms, and their uncommon ge-
ometry provides a pathway for tailoring physical
and chemical properties. They have thus attracted
increasing interest in fields such as catalysis, bio-
medical materials, and electronics (5–7, 19–27).

Hollow nanostructures have been prepared by
template-directed protocol relying on the removal
of microbeads or nanobeads, treatments based on
theKirkendall effect and the galvanic displacement
reaction (19–28). Here, we present a novel class of

electrocatalysts that exploit structural evolution of
bimetallic nanoparticles; specifically, PtNi3 solid
polyhedra are transformed into hollow Pt3Ni nano-
frames with surfaces that have three-dimensional
(3D) molecular accessibility. Controlled thermal
treatment of the resulting nanoframes forms the
desired Pt-skin surface structure (1, 9). Synthesis
of Pt3Ni nanoframes can be readily scaled up to
produce high-performance electrocatalysts at gram
scale, and our protocol can be generalized toward
the design of othermultimetallic nanoframe systems.

We synthesized PtNi3 polyhedra in oleylamine
that had a uniform rhombic dodecahedron mor-
phology and size (20.1 T 1.9 nm), as observed
along three representative zone axes (Fig. 1A,
Fig. 2A, and figs. S1 and S2). The oleylamine-
capped PtNi3 polyhedra were dispersed in non-
polar solvents such as hexane and chloroform
and kept under ambient conditions for 2 weeks,
during which they transformed into Pt3Ni nano-
frames (fig. S3) with unchanged symmetry and
size (Fig. 1, Fig. 2, and fig. S4). Increasing the
solution temperature to 120°C decreased the time
needed for thismorphological evolution to 12 hours
(fig. S5). These conditions were used to trace the
entire structural and compositional evolution pro-
cess at 2-hour time intervals (fig. S6). Samples at
three representative stages (0, 6, and 12 hours)
were examined by transmission electron micros-
copy (TEM) (Fig. 1, A to C). The initially solid
nanostructures gradually eroded into hollow frames,
and the bulk composition changed from PtNi3 to
PtNi and eventually Pt3Ni, as evidenced by x-ray
diffraction (XRD) patterns and energy-dispersive
x-ray (EDX) spectra (fig. S7): All three samples
are face-centered cubic (fcc), and the three main
XRD peaks for each sample—(111), (200), and
(220)—are located between those for Pt and Ni;
during the evolution process, the peaks shifted
toward lower angle (increased d spacing), which
suggests that the nanostructures had changed from
Ni-rich to Pt-rich alloys, in accordance with the
EDX results. After dispersion of nanoframes onto
a carbon support with high surface area (Vulcan

XC-72) and subsequent thermal treatment in inert
gas (Ar) atmosphere between 370° and 400°C,
most nanoframes developed the smooth Pt-skin
type of structure (Fig. 1D).

High-resolution TEM (HRTEM) showed that
the initial PtNi3 polyhedra were fcc nanocrystals
(Fig. 2). For the hollow Pt3Ni nanoframes, high-
angle annular dark-field scanning TEM images
showed an architecture consisting of 24 edges
(width ~2 nm) of the parent rhombic dodecahe-
dron (Fig. 2B) that maintained the single-
crystalline structure (figs. S2 and S8).

In contrast to other synthesis procedures for hol-
low nanostructures that involve corrosion induced
by harsh oxidizing agents or applied potential,
the method described here proceeds spontaneously
in air through free corrosion. We followed the
compositional evolution of these framed, bimetal-
lic nanostructures with x-ray photoelectron spec-
troscopy (XPS). In the presence of dissolved
oxygen, the surface Ni atoms are more suscep-
tible to oxidation than Pt atoms. The Ni 2p and Pt
4f XPS spectra of PtNi3 polyhedra obtained in
vacuum (Al Ka, hn = 1486.6 eV) show that the
majority of the surface Ni was oxidized and the
surface Pt was mainly in the metallic state (Fig. 2,
D and E). Oxidized Ni can readily form soluble
metal complexes with the oleylamine ligands (29)
and lead to a higher dissolution rate for Ni versus
Pt that drives compositional change fromNi-rich to
Pt-rich, until the stable Pt3Ni phase (30) is formed.
The intensity of Pt2+ with respect to Pt was barely
altered after the system evolved into the final stage
(Fig. 2, D and E), whereas the ratio of Nix+ at the
surface decreased substantially, implying that oxi-
dation of Ni on the surface became more difficult
in the stable Pt3Ni composition. Additionally, we
carried out in situ ambient-pressure XPS studies
to examine the changes in surface chemistry of both
PtNi3 and Pt3Ni in response to the different expo-
sure atmospheres (31), the results of which sup-
port themechanism proposed above (see fig. S10).

The corresponding morphological changes of
the solid polyhedral particles occurred through
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Fig. 1. Schematic illustrations
and corresponding TEM im-
ages of the samples obtained
at four representative stages
during the evolution process
frompolyhedratonanoframes.
(A) Initial solid PtNi3 polyhedra.
(B) PtNi intermediates. (C) Final
hollow Pt3Ni nanoframes. (D)
Annealed Pt3Ni nanoframes with
Pt(111)-skin–likesurfacesdispersed
on high–surface area carbon.
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Figure 3 | Diversity of NP superlattices assembled through DNA frames. a–d, DNA-coated NPs (10 nm gold core) bound to four di�erent types of frame
using complementary DNA strands at their respective vertices. The four polyhedral frames are: octahedron (a1), ESB (b1), cube (c1) and prism (d1). For
each, we show EM image (2; see the Supplementary Information for the details of 3D reconstruction from cryo-TEM measurements), X-ray scattering
structure factor, S(q), extracted from the 2D SAXS pattern (3) and the proposed superlattice structures (4), as discussed in the text. See Supplementary
Figs 14–17 for the enlarged views of lattice models and the idealized arrangements of DNA frames. For each lattice structure, the experimental scattering
profile is in blue and the model fitting is in red. The black peaks mark the standard peak positions of the proposed lattice: FCC by the octahedra (a3), BCT
by ESB (b3), simple cubic by the cubes (c3) and hexagonal by the prisms (d3).

an enlarged view), every particle binds three prisms, one on one
side of the particle hemisphere and two prisms on the other side.
Thus, a layer of hexagonally arranged NPs is formed owing to the
triangular linking geometry of each prism base, and those layers
are stacked on top of each other because of the rectangular shape
of the lateral faces of the prism. To reduce the repulsion between
DNAbundles for the given SH lattice andmeasured frame/NP ratio,
the prisms’ arrangement in di�erent layers is suggested to follow
A–B–A stacking of prisms (A) and voids (B). For this framework,
we found that a=b 6= c (a=b=71.1 nm and c=61.9), ↵=� =90�,
and � = 120�. We note that lattices with unequal bases, such as
those built with ESB and prism frames, show a larger deviation
from the calculated frame dimensions than those with equal bases,
such as those built with octahedron and cube frames. This e�ect
is probably caused by the di�erences in binding modes between a
frame and NP. For example, the number and location of particle-
bound frames might depend on the node location within the
framework. Consequently, that can result in some deformation of
the DNA shells of particles, and the frames themselves.

We investigated the assembly of NPs using triangular bipyramid
(TBP) frames. These systems did not exhibit crystalline superlattices
for any of the investigated linkingmotifs (see Supplementary Table 2
for details and Supplementary Fig. 18). The crystallization in this
case may be problematic owing to the kinetic trapping and complex
ground state. Additionally, TBP was computationally predicted to

yield quasi-crystals over a wide range of TBP vertex truncations50.
Thus, it is quite possible that the observed amorphous organization
of the NP–TBP system is related to this aspect of TBP geometry.

Direct imaging of NP lattices
Next, we complemented the ensemble-averaged representation
of lattices, as obtained from scattering studies, with a local
probing of NP arrangements in the assemblies by applying cryo-
electron microscopy. The assembled structures were frozen with
their native solution by plunging the sample into nitrogen-
cooled liquid ethane, following by imaging with an annular
dark-field scanning transmission electron microscope (STEM; see
Supplementary Information). In this imaging mode, gold particles
appear higher in intensity than the surrounding ice. We show
in Fig. 4 the representative cryo-STEM images for two types of
STEM-studied lattice, assembled with cubic and BCT frames (see
also Supplementary Figs 23–25). Due to the random orientation
of crystallites in ice, di�erent lattice projections can be observed.
Figure 4a1 illustrates the observed projection of the (111) plane
for the simple cubic lattice, which agrees well with the shown
lattice model (top left), and particle arrangements (top right).
The nearest-neighbour interparticle distance obtained from STEM
is 40.2 nm,matchingwell the SAXS result (39.4 nm). The tilted (100)
projection for this lattice (shown in Fig. 4a2) also demonstrates
a good agreement between interparticle distances (from untitled
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at the edge of Ag nanocrystals under their optimized condition,
and the residual inner Ag was etched out by H2O2. The etching-
growth synthetic method was successfully applied to the
synthesis of Pt nanoframes.21 I2 selectively etched the edge of
Au nanoparticles, which induced selective growth of Pt at the
etched site. Further etching of the inner Au nanocrystals finally
produced Pt nanoframes.
Colloidal lithography22,23 is another synthetic strategy for the

fabrication of Au nanoframes. This method uses polystyrene
spherical particles as a template during deposition of metal by
evaporation and as a mask during Ar ion beam etching.
However, this method can produce only 2D circular or
crescentic structures,24,25 because it is based on the interface
between the substrate and the nanosphere template. In spite of
the limitations, many fundamental optical studies on Au
nanorings have been progressed, for example, the analysis on
LSPR modes5,22 and measurements of LSPR sensitivity
depending on surrounding media.23,25

Herein, we synthesized 2D Au nanorings with a Pt skeleton
via rim-preferential growth of Pt on Au nanoplates, etching of
central Au, and regrowth of Au on Pt framework. Site-selective
growth of Pt at the edge of the Au nanoplates played a critical
role in securing the final architecture of Au nanoframes during
the following Au etching and regrowth steps. In the etching and
regrowth step, Au3+ ions played dual functions as an etchant
and a metal precursor.
The final product, Pt@Au nanorings, exhibited distinguish-

able LSPR modes from the Au shell on the Pt skeleton. The in-
plane LSPR mode could be tuned from the visible region to the
near-IR region by changing the size and shape of Pt@Au
nanorings. Additionally, for the first time, the out-of-plane
LSPR mode could be observed in the nanorings. The proposed
synthetic method will provide a platform for the fabrication of
various shapes of Pt@Au nanorings.

■ METHODS
Materials. Hydrogen tetrachloroaurate (III) hydrate (HAuCl4·

nH2O, 99%) and hydrogen hexachloroplatinate(IV) hydrate (H2PtCl6·
nH2O, 99%) were purchased from Kojima. Silver nitrate (AgNO3,
99.8%) was purchased from Junsei. Sodium iodide (NaI, 99.5%) and L-
ascorbic acid (C6H8O6, 99.5%) were supplied by Sigma-Aldrich.
Hydrochloric acid (HCl, 35%) was purchased from Samchun.
Cetyltrimethylammonium bromide (CTAB, C19H42BrN, 95%) was
purchased from Fluka. All chemical materials were dissolved in
distilled water (18.2 MΩ). This water was prepared by a Milli-Q water
purification system from Millipore.
Preparation of Au@Pt Nanoplate Aqueous Solution. Au

nanoprisms9 were prepared from 5 nm spherical seeds by a three-step,
seed-mediated method with iodide ions, as reported previously. Au
nanodisks26 and Au hexagonal nanoplates27 were synthesized by
further procedures with Au triangular nanoplates. All of the Au
nanoplate solutions were optically normalized to the same
concentration. The synthetic pathway for rim-preferential growth of
Pt on Au nanoplates followed the experimental procedure in our
previous paper.28 In the presence of iodide ions (50 μM), 20 mL of
0.05 M CTAB, 5 mL of redispersed Au nanoplates, 30 μL of 2 mM
aqueous AgNO3 solution, and 480 μL of 0.1 M aqueous ascorbic acid
solution were added to a vial. The mixture was kept at 70 °C. After 1 h,
480 μL of 0.1 M HCl and 300 μL of 2 mM aqueous H2PtCl6 solution
were added to the mixture with gentle shaking. The mixture was kept
at 70 °C for approximately 4 h. After this reaction, the sample was
centrifuged, and the supernatant was removed and redispersed in DI
water. After washing twice, Au@Pt nanoplates were dispersed into 15
mL of DI water for preparation of stock solution.
Preparation of Pt@Au Nanoring Aqueous Solution. For the

preparation of Pt@Au nanorings, Au of Au@Pt nanoplates were

etched and regrown. To etch the central Au section of the Au@Pt
nanoplates, 2 mL of 0.05 M CTAB with iodide ions (50 μM), 100 μL
of 2 mM aqueous HAuCl4 solution and 1 mL of Au@Pt nanoplate
stock solution were added to the vial. The mixture was kept at 50 °C
for 30 min. Next, 250 μL of 5.3 mM aqueous ascorbic acid solution
was added to the mixture, which induced the regrowth of Au on the Pt
nanoframes. The mixture was kept at 30 °C for approximately 4 h. The
final product included uniformly Au-coated Pt nanoframes, so-called
Pt@Au nanorings.

Discrete Dipole Approximation (DDA) Calculation. We have
performed DDA calculations for Pt nanoframes, Pt@Au nanorings,
and Au nanorings to confirm the interpretation of the experimental
spectra. All calculated extinction spectra are for the nanoparticle
embedded in a uniform dielectric medium corresponding to water.
The spectra presented in the manuscript have been averaged over
orientations to represent the optical properties of the particle in
solution. The nanoparticle morphologies used in the calculations were
based upon the scanning electron microscopy (SEM) images and
experimentally determined dimensions. In particular, for Pt nano-
frames, the inner diameter was 62 nm, the outer diameter was 106 nm,
and the thickness was 23 nm. For the Pt@Au nanorings, the Pt
nanoframe was coated by a Au layer (the thickness of 9 nm), making
the inner diameter of 45 nm, the outer diameter of 129 nm, and the
thickness of 41 nm. For the Au nanorings, the Au nanoring has the
same dimension with the Pt@Au nanoring, in which the Pt element in
the Pt@Au nanoring was replaced with Au. Ring torus models were
used throughout. Custom input files were created that designate
particle morphology and material by grid location. A 1 nm dipole
spacing was used for all calculations.

Instrumentation. Field emission scanning electron microscopy
(FESEM) images were obtained using a JEOL 7100F and a JEOL
7600F. A JEM-2100F was used to acquire transmission electron
microscopy (TEM) images. UV−vis−NIR absorption spectra were
acquired using UV-3600 (Shimadzu) and S-3100 (Scinco) spectro-
photometers. X-ray diffraction (XRD) patterns were obtained using an
Ultima IV (Rigaku).

■ RESULTS
Serial Reactions Involving Etching and Regrowth. As

shown in Figure 1, our experimental procedure included the
rim-preferential growth of Pt on Au nanoplates, etching of the
Au core, and regrowth of Au on Pt framework. The rim-
preferential growth of Pt was caused by electron shuttling
through thin Ag layers on the Au nanoplates, as mentioned
previously.29 Briefly, the bound Ag+ ions were reduced to Ag by

Figure 1. Schematic illustration of the experimental procedures for
synthesizing Pt@Au nanorings. Au nanodisks are used as a starting
material, and changed into rim-preferentially grown Au@Pt nanodisks
via site-selective growth of Pt. The serial reactions for synthesis of Pt@
Au nanorings involve (I) etching of central Au part in Au@Pt
nanodisks and (II) regrowth of Au on Pt nanoframes.
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cages dramatically increase the concentration of cavities with radii in 
the range 0.1–0.25 nm. This effect is particularly strong at 350 K, where 
Vrel(R) approaches 1,900 for R =  0.24 nm. Vrel(R) is larger at 350 K than 
at 400 K because more large cavities form transiently in the solvent 
at higher temperatures owing to increased thermal motion. Overall, 
the fractional void volume in the porous liquid due to the cages was 
estimated as 0.7% of the total volume. This is small compared to typ-
ical pore volumes in porous solids, but it can dramatically affect the 
solubility of solutes in the liquid.

Positron (e+) annihilation lifetime spectroscopy (PALS) experiments 
were used to investigate whether the cages in the porous liquid were 
empty. PALS probes the electron density distribution in materials, 
in particular the presence of empty pores. Exposure of an insulating 
material to a positron source such as 22Na leads to the formation of 
ortho-positronium (o-Ps; that is, an e+ and an e− with parallel spins 
bound into an exotic atom) within the material. The lifetime of the 
positron (that is, the time between injection of the positron into the 
material and the decay of o-Ps) can be correlated to the average pore 
diameter in the material by a well-established model16, that is, the larger 
the pore the lower the decay probability and the longer the lifetime. 

Thus, by comparing the o-Ps lifetimes observed in the pure (solid) 
cage material, the pure 15-crown-5 solvent and the porous liquid, we 
investigated whether the cages in the porous liquid were empty. Several 
measurements were made on each material to check for reproducibil-
ity and to enable separation of the raw data for the porous liquid into 
constituent components. The o-Ps lifetime of 2.05 ±  0.1 ns measured 
for the pure solid cage at 30 °C correlates to an average cavity diameter 
of 0.55 nm, in reasonable agreement with our MD simulations. The 
o-Ps lifetime of 3.00 ±  0.1 ns for the pure 15-crown-5 solvent at 30 °C 
is also in agreement with previous literature17. This latter measurement 
can be explained by the known phenomenon of o-Ps bubble forma-
tion17, rather than by any pre-existing pores in the pure 15-crown-5 
solvent. The o-Ps lifetime measured for the porous liquid at 30 °C was 
2.34 ±  0.02 ns. If the cages are empty in the porous liquid, then the o-Ps 
lifetime should correspond to a combination of the lifetimes measured 
for the pure cage and the pure 15-crown-5 solvent.

To investigate whether the o-Ps lifetime for the porous liquid could 
be separated into these individual contributions, both free and forced 
fits were applied to the raw data. Allowing both components to refine 
freely did not give a satisfactorily clear separation (large error bars were 

Figure 2 | Molecular simulations for the porous liquid show unoccupied 
molecular-sized pores. a, Representative configuration of the porous 
liquid at 350 K. To highlight the cage cores, crown-ether solvent molecules 
and crown-ether substituents on the cages have been omitted. Red 
and yellow surfaces indicate empty pores inside or outside the cages, 

respectively. b, Relative porosity, Vrel(R), of the porous liquid at 350 K and 
400 K. Inset, expansion of the 400 K result. At 350 K, the porous liquid 
has around 1,900 times as many methane-sized cavities (probe radius 
~0.24 nm) than does the pure solvent.
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Figure 1 | Preparation of the porous liquid. a, Synthesis of the  
crown-ether cage. b, The empty, highly soluble cage molecule, left, defines 
the pore space; the 15-crown-5 solvent, middle, provides fluidity but 
cannot enter the cage cavities. The concentrated solution (porous liquid) 
flows at room temperature, right. Key: C, grey; O, red; N, blue; H, white. 

Space-filling rendering highlights the core of the cage. Ball and stick 
rendering represents the crown-ether substituents on the cage and the  
15-crown-5 solvent. All H atoms except those attached to aromatic rings 
of the cage compound have been omitted for clarity.
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Moreover, we can control the shapes of the microVRP by
adjusting the viscosity of the nanoclay solution. Similar to the
dripping method, we obtained, in addition to the donut-
microVRP, three other types including teardrop-, jellyfish- and
cap-shaped ones, all made with high uniformity and in mass
numbers (Fig. 2d).

Theoretical analyses and simulation. To better understand the
control of size and shape of the nanoclay microVRP, we
investigate theoretically how the size of the donut-microVRP or
droplets is affected by the processing parameters in
electrospraying such as the voltage. A classic scaling law which is
valid for liquids with relatively low viscosities and electrical
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Figure 1 | Droplet-formed vortex ring and VRP made by freezing vortex rings. (a) Schematic illustration of the vortex ring formation process (a water
drop striking a water surface). (b) Digital image of a vortex ring formed by dripping a drop of ink into a water pool. (c) High-speed camera images of the
vortex ring formation process by dripping a drop of nanoclay solution into a water pool (upper) and into a crosslinking buffer pool (lower). (d–f) Four typical
VRP: teardrop-, jellyfish-, cap- and donut-ones. 3D illustration (d), digital images (e) and close-packed monolayers (f). Scale bars, 3 mm (c); 6 mm (f).
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Moreover, we can control the shapes of the microVRP by
adjusting the viscosity of the nanoclay solution. Similar to the
dripping method, we obtained, in addition to the donut-
microVRP, three other types including teardrop-, jellyfish- and
cap-shaped ones, all made with high uniformity and in mass
numbers (Fig. 2d).
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vortex ring formation process by dripping a drop of nanoclay solution into a water pool (upper) and into a crosslinking buffer pool (lower). (d–f) Four typical
VRP: teardrop-, jellyfish-, cap- and donut-ones. 3D illustration (d), digital images (e) and close-packed monolayers (f). Scale bars, 3 mm (c); 6 mm (f).
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Figure 2 | Mass production and size/shape control. (a) Schematic illustration of the electrospray setup. (b) Microscopic fluorescent images of the
nanoclay hydrogel donut-microVRP fabricated by electrosparying. For better visualization, a fluorescent dye Rhodamine B was mixed in the nanoclay
solution. (c) Size control of the nanoclay hydrogel donut-microVRP: microscopic images and corresponding size distribution plots. (d) Shape control of the
nanoclay hydrogel microVRP by tuning the viscosity of the nanoclay solution and voltage: (from top to bottom) schematic illustrations, microscopic images,
3D confocal microscopic images and cross-sectional images. Scale bars, 2 mm (b); 1 mm (c,d).
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conductivities indicates the relationship between droplet size (D)
and voltage (V)34:

D ! V " 1=3 ð1Þ
This scaling law suggests that the droplet size will decrease as the
voltage increases. As shown in Fig. 3a, experimental data are
plotted and fitted in this relationship assuming the droplet size is
proportionally related to the VRP size. The fitting result indeed
shows a linear relationship with a coefficient of determination
R2E0.9816.

Next, to understand the controllability of the VRP shape, we
conducted a series of experiments and simulations to study how
the properties of the drop before impact and after immersion
dictated the development of vortex rings (Supplementary Figs 5–8;
Supplementary Table 1; Supplementary Note 4). On impact, drop
deformation is resisted by interfacial tension while, after
immersion, VRP formation depends on the rate of mixing by
invasion of vorticity into vorticity-free regions relative to the rate

of reaction. Pre-impact ballistics is controlled by Weber (We) and
Ohnesorge (Oh) numbers while post-impact vortical invasion
and reaction is controlled by Reynolds (Re) and Damköhler (Da)
numbers6,8 (Supplementary Note 6), defined as

We % rv2r
s

ð2Þ

Oh % m
ffiffiffiffiffiffiffiffi
rrs
p ð3Þ

Re % rag
m

ð4Þ

Da % kC
g

ð5Þ

where r is the drop’s density, v is the impact velocity, r is the
radius, m is the dynamic viscosity, s is the surface tension, k is the
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appropriately rapid gelation kinetics, the morphology of these

structures could be ‘‘frozen’’, yielding toroidal microparticles

(Fig. 2).

We have investigated this hypothesis on chitosan-triphosphate

(TPP) systems, although we believe that other combinations (e.g.

alginate and calcium salts) should show an analogous behaviour.

Specifically, the chitosan – TPP complexation was used to produce

beads in an encapsulator based on the jet break-up technique:

monodisperse droplets of chitosan solutions are generated upon

extrusion through a nozzle vibrating at ultrasound frequency and

they gel ‘‘instantaneously’’ when impacting the surface of a TPP

water solution. The jet break-up technique has been employed by

us in the past for developing microspheres and microcapsules

based on thermosensitive synthetic polymers (Pluronics and

Tetronic) for application in cell encapsulation.28,29

It is worth pointing out that this technique typically allows for

the preparation of ‘‘large’’ microparticles, with a size in the range

of hundreds of microns.

We have used controlled degradation reactions to produce

chitosan with variable molecular weight, in order to tune the

viscosity of its solutions. A number of different treatments can be

used to decrease chitosan molecular weight: oxidizing reactions

with e.g. perborate,54 hydrogen peroxide,55 and above all nitrous

acid;56,57 acidic hydrolysis with concentrated hydrochloric acid;58

enzymatic hydrolysis e.g. with hemicelllulase,59 neutral protease,60

chitinases61 and lysozymes62,63 (which are often both chitinases and

a muramidases). Here, we have evaluated the processes based on

nitrous acid and on lysozyme, eventually choosing the first one for

preparative purposes. The cytotoxicity of the depolymerized chi-

tosans was also evaluated, in view of the use of these polymers in

contact with cells.

In this study we have paid specific attention to the character-

ization of the chitosan samples, in particular on the evaluation of

the degree of deacetylation (DD) of both raw materials and of

degraded chitosans, as detailed in the ESI:† the large variability

of the molecular characteristics of this polymer is indeed the first

cause of the frequent irreproducibility of the results obtained

with chitosan-based materials.

Experimental part

Materials

Materials were used as received from suppliers. Chitin (from crab

shells), fluorescamine and poly(sodium 4–styrenesulfonate)

(PSS) were purchased from Aldrich (Gillingham, UK). Lysozyme

from chicken egg white, !100000 units/mg, was obtained from

Fluka (Gillingham, UK). Dulbecco’s modified eagle’s medium-

high glucose (DMEM), D-(+)-glucosamine hydrochloride,

ninhydrin, QuantiPro BCA assay kit, protein standard solution

(1.0mg/mL bovine serum albumin in 0.15M NaCl with 0.05%

sodium azide as preservative), toluidine blue O, albumin from

bovine serum were supplied from Sigma (Gillingham, UK).

Unless otherwise stated, all tissue culture reagents were obtained

from Invitrogen (Paisley, UK). Tissue culture plastics were

obtained from Falcon (Poole, UK). L929 mouse fibroblast cells

were obtained from the European Collection of Cell Cultures

(Porton Down, UK). Phosphate buffer saline (PBS) was prepared

from phosphate buffered saline (Dulbecco A) tablets (Oxoid

limited, Basingstoke, UK). Water was purified through a Milli-Q

system (Millipore, UK).

Chitosan (Aldrich, ‘‘low molecular weight chitosan’’ Cat. No.

448869-250G, Lot no 06513AE) was purified using the method

described by Nasti et al.64 The process did not modify the DD

(!90% by 1H-NMR, IR and colloid titration) or the viscosity-

average molecular weight ( !Mv !500 kDa), but removed a signifi-

cant amount of insoluble impurities and nearly half of soluble

proteins.

Physico-chemical characterization

Capillary viscometry. Viscosity measurements were performed

on an Anton Parr Automated Microviscometer at 25 "C using

a 1.6 mm internal diameter capillary tube at an inclination angle

of 30 degrees. Chitosan samples were dissolved in acetic acid

(0.25 M)/sodium acetate solution (0.25 M), adjusting their

concentration depending on the viscosity of the sample. The

rolling time of the sphere (diameter 0.78 mm and density 0.9712 g/

cm3) was always kept below 80 s. The intrinsic viscosity of chitosan

was extrapolated to zero concentration using Huggins plot

(reduced viscosity (hsp/c) against concentration (c)) and Kraemer

plot (inherent viscosity (hinh) against c). The !Mv of chitosan was

calculated using the classical Mark-Houwink equation; [h] ¼
K( !Mv)a, where [h] is the intrinsic viscosity of chitosan and K and

a are the Mark-Houwink constants with values taken from liter-

ature (1.57 $ 10% 5 L/g and 0.79 respectively).65

Spectroscopy. 1H-NMR spectra were recorded at room

temperature using a 270 MHz Bruker spectrometer, at a concen-

tration of 1%w/v. Infrared spectra were recorded in ATR mode on

a Tensor 27 Bruker spectrometer equipped with a Golden Gate

Fig. 2 Given identical size and speed of a drop, viscosity and surface

tension are the main factors determining the possibility of the formation

of toroidal structures. Viscosity is better control factor than surface

tension, since changes in interfacial energy may strongly affect the

interactions with cells (e.g. through membrane adhesion or disruption). A

sufficiently rapid gelation will then allow to freeze this morphology, while

a slow cross-linking kinetics will allow the drop to recover a spherical

morphology, which is characterized by a lower surface energy.
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cavities of neighboring particles to pack more efficiently. The mean-
square displacement (MSD) and its projections in the directions
along and perpendicular to the director (Fig. S1) for the lowest-
density SmA state can be used to analyze the mobility of the
particles. As is apparent from the analysis provided in Dynamics of
the Smectic Phases and Figs. S2 and S3, the particles exhibit con-
siderable mobility in their own layers with occasional hopping of
particles to adjacent layers (not dissimilar to the dynamics of col-
loidal rods in smectic layered structures) ruling out dynamically
arrested states (29).
To better understand the effect of the particle symmetry on

the formation of the SmA phases exhibited by circular rings, the
shape of the rings can be deformed uniaxially into an ellipsoidal
geometry. Our model ellipsoidal ring particles are characterized
by the ratio of the minor and major axis e= b=a, and the number
of beads forming the ring (which is kept fixed as Nb = 28). We
analyze particles with different degrees of ellipticity: Fig. 1A,
e= 1.00; Fig. 1B, e= 0.85; Fig. 1C, e= 0.50. The results are shown
in Fig. S4. The ring particles with an ellipticity of e= 0.85 (Fig.
1B) form a SmA phase that is similar to that found for the cir-
cular rings (Fig. 1A). The Iso–SmA phase transition is shifted
toward higher pressures and packing fractions relative to that of
the circular rings; very long simulations are required to stabilize
the SmA phase, indicating that is more difficult to form the
layered structure when the particle cavity is less symmetric. In-
deed, for the particles with an ellipticity of e= 0.50, the forma-
tion of mesophases is completely inhibited over the range of
conditions explored, although the slow kinetics does not allow
one to completely rule out a transition; disordered structures
with large stacklike clusters are formed instead (Fig. 1C), so that
the phase does not possess long-range orientational nor trans-
lational order. This suggests that the interlocking of particles is
not sufficient to facilitate the layering into SmA phases; particles
with high degrees of rotational symmetry are required to stabilize
SmA layers of uniform thickness regardless of the orientation of
the interlocking particles.
To further understand the role of the symmetry of the particle

cavity in the stabilization of the liquid-crystalline phases, equi-
lateral polygonal rings of type 1 with decreasing symmetry are also
investigated: hexagons, pentagons, squares, and triangles (Fig. 1
D–G and Fig. S5); the 2D in-plane order of discrete rotational
symmetry for these polygons is 6, 5, 4, and 3, respectively. Ring
particles with hexagonal, pentagonal, and square symmetries are
still found to exhibit a first-order transition from an Iso to a SmA

phase. However, a reduction in the symmetry of the rings results
in a diminished stability of the SmA phase with respect to the N
phase, which is consistent with the behavior observed for ellip-
soidal rings. This reduced proclivity for self-assembly can be in-
ferred from the considerable increase in the transition pressure and
the very long simulation runs required for the formation of the SmA
phase, particularly in the case of square rings. Furthermore, the
discontinuity in the packing fraction at the transition becomes
smaller, suggesting that the first-order nature of the phase transition
becomes weaker as the particle symmetry is decreased. Both the
nematic λ+ and positional τ order parameters tend toward smaller
values when the particle symmetry is decreased, which is in line with
the decreased stability of the SmA phases. An analysis of the MSD
of the polygonal rings for the low-density smectic-A states (in the
vicinity of the ordering transition) reveals that polygons, particularly
squares, have a much lower mobility than circular rings; a com-
parison of the mobility at the same packing fraction (Fig. S6) reveals
that the MSD is however comparable, indicating that the particle
dynamics is dominated by packing effects and is largely independent
of the particle symmetry. It is also important to highlight that the
concentration of trapped interlayer particles, which can be consid-
ered as defects, increases when the symmetry of the particles is
decreased. Although these defects are almost absent in the SmA
phase formed by circular rings (cf. Fig. S7), they are sufficiently
abundant in the SmA phase of square rings to cover the entire area
of the interlayer planes. As a consequence of the higher transla-
tional mobility of the interlayer particles compared with those in the
smectic layers (Fig. S3), the high interlayer concentration appears to
be a factor in the stabilization of the SmA layers, compensating for
the low rotational symmetry of the particles. A SmA phase is not
formed in the case of triangular rings, the polygons with the lowest
symmetry, and instead the system exhibits an N phase via a weak
first-order transition from the Iso phase.
Having established that high-symmetry particles are ideal for

the formation of the SmA phase with interlocking neighboring
particles, we proceed to quantify how the extent of interlocking
affects the viability of forming the SmA phase. For this purpose, it is
convenient to define the degree of interpenetration χ as the ratio of
the maximum number of beads Ncross of a given particle that can
penetrate (cross) the cavity of another particle to the total number
of beads Nb averaged over all accessible mutual orientations
Ω: χ = hNcross=NbiΩ. Some examples of rings of different type
have already been depicted in Fig. 1. In the case of type 1 rings,
the degree of interpenetration χ increases and the particle thick-
ness δ (relative to the ring diameter) decreases as the number of
beads in the ring Nb is increased (Fig. S8). For type 2 cylindrical
bands (Fig. S9A), χ decreases as n is increased because of the
concomitant increase in δ (the cylinder height), and the cavity
diameter remains constant. By contrast in the case of type 3 rings
(washers), χ decreases as the number of inner layers n is increased
keeping δ constant (Fig. S9B).
The generic phase behavior expected for polygonal rings of type 1

with different cavity sizes and particles symmetries, including those
already described, is presented in Fig. 3 and Table S1, indicating the
regions of stability of the ordered phases (for further details, see
Effect of the Cavity Size on the Phase Behavior of Circular Rings). The
cavity size and particle symmetry are characterized here in terms of
the interpenetration parameter χ and the isoperimetric quotient
Qiso, defined as the ratio of the area of the ring to the area of a circle
with the same perimeter as the ring. Particles formed from Nb ∼ 12
beads represent the lower bound of the cavity size for circular rings
at which the SmA phase is observed, and is the smallest system with
a nonzero value of χ where at least one bead can penetrate the
cavity of a neighboring particle. The microstructures formed by
circular rings of varying cavity size are shown in Fig. 1 H–J. One
would expect the formation of an N phase for circular rings with
Nb < 12; however, the small internal cavity of the rings appears to
frustrate the alignment of the particles leading to the formation of

Fig. 2. Pressure-packing fraction (P*-ϕ) phase diagram for circular colloidal
nanorings with Nb = 28 beads. The dependence of the nematic λ+, biaxial Δλ,
and layering τ order parameters (defined in Materials and Methods) on the
packing fraction ϕ is indicated.
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dynamically arrested structures that lack long-range order and are
essentially incompressible, and hypostatic, akin to the jammed
phases observed in various anisotropic colloidal systems (30, 31) (cf.
Characterization of Disorder Arrested States and Figs. S10 and S11).
A similar behavior is observed for hexagonal and pentagonal rings
for which SmA phases are observed only when the cavity is large
enough. Interestingly, although square rings with small internal
cavities exhibit SmA phases, systems of square rings with large
cavities tend to form N phases instead. This further demonstrates
that square rings represent a lower-symmetry bound for the for-
mation of the SmA phases. Therefore, particles that possess both a
high symmetry and a large internal cavity are likely candidates to
form stable layered phases with a low packing fraction.
The role of the degree of interpenetration on the formation of

liquid-crystalline phases, independently of the symmetry of the
particles, is analyzed using circular rings of types 1, 2, and 3. In the
case of type 2 cylindrical bands (Fig. 1K ) with a thickness of two
and three layers (corresponding to an interpenetrability of χ =
0.134 and 0.069, respectively), the system still forms stable SmA
phases, demonstrating the role of the degree of interpenetration
for a fixed circular symmetry. Conversely, for type 3 rings (wash-
ers), the incorporation of just a single inner layer reduces the size
of the cavity enough to make the degree of interpenetration very
small, promoting the formation of an N phase instead of a SmA
phase (Fig. 1L ).
Finally, the global phase diagram of type 1 ring particles is

shown in Fig. 4 (see sample structures in Fig. 1 A, H–J), where it
is apparent that the Iso–SmA phase transition shifts progres-
sively to lower packing fractions for rings with increasingly open
cavities (corresponding to a larger Nb, thinner δ, and larger χ).
This is equivalent to the approach of the Onsager limit for in-
finitely long rods and infinitely thin platelets. In the case of the
more traditional rodlike (calamitic) or disklike (discotic) mate-
rials, the transition from the N phase to the SmA or C phase
occurs at packing fractions of 45–50%, and is essentially in-
sensitive to the aspect ratio (27, 32–34). The second virial co-
efficient of a pair of freely rotating disks diverges in the limit of
infinitely thin particles as the disks cannot interpenetrate (34);
though there is a degree of interpenetration the same is true for the

second virial coefficient of the infinitely thin rings. In the case of
our NC nanoring particles, however, the packing fraction at the
transition to the SmA phase decreases with increasing aspect ratio
(increasing Nb). For nanorings with the largest cavity studied, cor-
responding to Nb = 56, the Iso–SmA phase transition is exhibited at
ϕ∼ 0.04, and the transition density will decrease further for particles
with larger cavities. These low values of the packing fraction suggest
that colloidal nanoring particles offer promise in the formation
of layered microstructures with very high porosity after the drying
of any solvent, corresponding to a free volume of ∼96% observed
at high (osmotic) pressures.

Conclusions
We reported a detailed mapping for the formation of a distinc-
tive class of self-assembled layered liquid-crystalline phases from
colloidal nanorings in terms of both the symmetry of the particles
and the degree of interpenetration. These highly porous struc-
tures are unique candidates as adsorption and storage materials
due to their large void volumes and fluidity (35). One would
expect a significant enhancement in the diffusivity of small par-
ticles within the smectic layers compared with isotropic liquid
phases of equivalent porosity. Inclusion compounds comprising
these low-density layered structures could provide a route to ad-
ditional control of the mechanical, optical, and electronic prop-
erties of the functional material.

Materials and Methods
The nonconvex colloidal nanoring particles are modeled as rigid necklaces of
Nb tangent spherical beads of diameter σ forming a planar structure. The
beads interact via a soft repulsive Weeks–Chandler–Andersen (36) potential
corresponding to the Lennard–Jones (LJ) potential truncated and shifted to
zero at the cutoff distance rc = 21=6σ (36, 37). The principal orientation of
a particle j is described with a unit vector ûj, which is perpendicular to
the plane of the ring. The phase behavior of the systems is obtained via
compression, starting from low-density Iso states using MD simulation
in the isobaric–isothermal (NPT) ensemble. Properties are reported in

Fig. 3. Phase behavior of colloidal polygonal nanorings of different symmetry
(triangles, squares, pentagons, hexagons, and circular rings). The points represent
stable nematic, smectic-A, or disorder arrested states. The regions of stability are
represented in terms of the degree of interpenetration χ and isoperimetric
quotientQiso of the particles which characterize their symmetry. Dashed lines are
tentative boundaries for the different phases.

Fig. 4. Global phase diagram of circular colloidal nanorings of different
bead thickness. The packing fraction ϕ of the Iso–SmA transition for models
comprising different numbers of beads Nb and degrees of interpenetration
χ, indicated in parentheses as ðNb , χÞ. The simulated states are represented
as black dots, and the gray hatched area represents thermodynamic
states not studied. The transition pressure P* for each system is indicated
in the inset.
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discotics (27, 28), circular rings do not form (discotic) nematic
(N) or columnar (C) phases as a consequence of the large par-
ticle cavity. On sequential compression of an Nb = 28 bead ring
system (Fig. 1A) using isothermal–isobaric (NPT) molecular
dynamics (MD), the system exhibits a first-order phase transition
from an isotropic (Iso) liquid state at packing fraction of ϕ∼ 0.10
to a smectic-A (SmA) phase at ϕ∼ 0.11 (Fig. 2). The SmA phase
is characterized by the formation of layers along the director n̂ of
the system, as confirmed by the large values of the positional
(layering) order parameter τ in the direction of the layers. The
ring particles are oriented perpendicular to the direction of the
layers, and as a consequence, the phase is characterized by negative
values of the orientational (nematic) order parameter λ+. At higher

packing fractions, the order parameters take values of λ+ ∼ − 0.5
and τ∼ 1.0 revealing a high degree of perpendicular orientational
order of the rings with respect to the director. Moreover, the low
packing fractions reveals that the SmA phase is highly open due to
the combined effect of the layered packing and large internal cav-
ities of the particles as is apparent from Fig. 1A. The biaxial order
parameter Δλ does not suggest long-range orientational order of the
rings within the smectic layers, ruling out a biaxial phase. However,
a close inspection of the clustering in the layers reveals that about
50% of the rings form small stacklike clusters consisting of two to four
particles, with dimer clusters the more abundant. The exceptional
self-assembly into this layered microstructure is driven by an inter-
locking process in which the ring particles, or small clusters, fill the

Fig. 1. Particle models and stable microstructures observed in colloidal nanorings of various geometries. A–G represent the structures exhibited by rings of
different symmetry but with a similar planar area: (A) smectic-A (SmA) phase for circular rings (Nb = 28); (B) SmA phase for ellipsoidal rings (Nb = 28) with an
aspect ratio of e= 0.85; (C) disordered phase for ellipsoidal rings (Nb = 28) with e= 0.5 exhibiting clustered domains of tubular morphology (only clusters of more
than three particles are shown); (D) and (E) SmA phases for hexagonal and pentagonal rings (Nb = 30), respectively; (F) SmA phase for square rings ðNb = 32Þ; and
(G) nematic (N) phase for triangular rings (Nb = 36). In each case we present a single particle with the corresponding number of beads, a snapshot of the liquid-
crystalline structure, and a single layer of the SmA phase or N phase observed along the director. H–J correspond to the phases observed in circular rings of type
1 (doughnuts) of increasing thickness. Systems H and I both form SmA phases, while system J, having no ring–ring interpenetration, is isotropic (Iso). K cor-
responds to the SmA phase formed by multistacked cylindrical rings of type 2 (bands) comprising three layers. L corresponds to the N phase formed by circular
rings of type 3 (washers) comprising one layer. For each system in H–L two particles are depicted to help visualize the maximum possible interpenetration. The
static structure factor SðkÞ projected in a plane containing the director of the phase is shown for all systems. The low wave vector SðkÞ for systems A, B, D–F, H, I,
and K is characterized by strong unidimensional signals due to the formation of SmA layers.
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Colloidal rings confined in a planar slit
L/rp = 11.2 Lz/rp = 59.2
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2
� I

2

◆

<latexit sha1_base64="oi0fdKxe4wOafdh8eJYEHc4NA58=">AAACa3icbZFPT9swGMadjG2l26CsBxDbwVqFVA5UCUPaDlSqxAUuCKQVkJosclynNTh/ZL+Z1Fm+8BF32zfYZd8BJ40QK3slS49+7/votR/HheAKPO+3475Ye/nqdWu9/ebtu43Nztb7K5WXkrIxzUUub2KimOAZGwMHwW4KyUgaC3Yd351U/esfTCqeZ99gUbAwJbOMJ5wSsCjq3OsgTvCl6f+MbvfxEAeJJFT7Rp/XxASqTC PNh775/ogES6C/HPxc2XUwJ4BLYyIe5MBTpvAKNvrQHCwd9b4zU5FA8tkc9qNOzxt4deHnwm9EDzV1EXV+BdOclinLgAqi1MT3Cgg1kcCpYKYdlIoVhN6RGZtYmRF7o1DXWRm8Z8kUJ7m0JwNc06cOTVKlFmlsJ1MCc7Xaq+D/epMSkq+h5llRAsvoclFSCgw5roLHUy4ZBbGwglDJ7V0xnRMbCdjvadsQ/NUnPxdXhwPfG/iXR73RcRNHC31An1Af+egLGqFTdIHGiKI/zoaz7ew4f92uu+t+XI66TuPpon/K3XsAgNS7fA==</latexit><latexit sha1_base64="oi0fdKxe4wOafdh8eJYEHc4NA58=">AAACa3icbZFPT9swGMadjG2l26CsBxDbwVqFVA5UCUPaDlSqxAUuCKQVkJosclynNTh/ZL+Z1Fm+8BF32zfYZd8BJ40QK3slS49+7/votR/HheAKPO+3475Ye/nqdWu9/ebtu43Nztb7K5WXkrIxzUUub2KimOAZGwMHwW4KyUgaC3Yd351U/esfTCqeZ99gUbAwJbOMJ5wSsCjq3OsgTvCl6f+MbvfxEAeJJFT7Rp/XxASqTC PNh775/ogES6C/HPxc2XUwJ4BLYyIe5MBTpvAKNvrQHCwd9b4zU5FA8tkc9qNOzxt4deHnwm9EDzV1EXV+BdOclinLgAqi1MT3Cgg1kcCpYKYdlIoVhN6RGZtYmRF7o1DXWRm8Z8kUJ7m0JwNc06cOTVKlFmlsJ1MCc7Xaq+D/epMSkq+h5llRAsvoclFSCgw5roLHUy4ZBbGwglDJ7V0xnRMbCdjvadsQ/NUnPxdXhwPfG/iXR73RcRNHC31An1Af+egLGqFTdIHGiKI/zoaz7ew4f92uu+t+XI66TuPpon/K3XsAgNS7fA==</latexit><latexit sha1_base64="oi0fdKxe4wOafdh8eJYEHc4NA58=">AAACa3icbZFPT9swGMadjG2l26CsBxDbwVqFVA5UCUPaDlSqxAUuCKQVkJosclynNTh/ZL+Z1Fm+8BF32zfYZd8BJ40QK3slS49+7/votR/HheAKPO+3475Ye/nqdWu9/ebtu43Nztb7K5WXkrIxzUUub2KimOAZGwMHwW4KyUgaC3Yd351U/esfTCqeZ99gUbAwJbOMJ5wSsCjq3OsgTvCl6f+MbvfxEAeJJFT7Rp/XxASqTC PNh775/ogES6C/HPxc2XUwJ4BLYyIe5MBTpvAKNvrQHCwd9b4zU5FA8tkc9qNOzxt4deHnwm9EDzV1EXV+BdOclinLgAqi1MT3Cgg1kcCpYKYdlIoVhN6RGZtYmRF7o1DXWRm8Z8kUJ7m0JwNc06cOTVKlFmlsJ1MCc7Xaq+D/epMSkq+h5llRAsvoclFSCgw5roLHUy4ZBbGwglDJ7V0xnRMbCdjvadsQ/NUnPxdXhwPfG/iXR73RcRNHC31An1Af+egLGqFTdIHGiKI/zoaz7ew4f92uu+t+XI66TuPpon/K3XsAgNS7fA==</latexit><latexit sha1_base64="oi0fdKxe4wOafdh8eJYEHc4NA58=">AAACa3icbZFPT9swGMadjG2l26CsBxDbwVqFVA5UCUPaDlSqxAUuCKQVkJosclynNTh/ZL+Z1Fm+8BF32zfYZd8BJ40QK3slS49+7/votR/HheAKPO+3475Ye/nqdWu9/ebtu43Nztb7K5WXkrIxzUUub2KimOAZGwMHwW4KyUgaC3Yd351U/esfTCqeZ99gUbAwJbOMJ5wSsCjq3OsgTvCl6f+MbvfxEAeJJFT7Rp/XxASqTC PNh775/ogES6C/HPxc2XUwJ4BLYyIe5MBTpvAKNvrQHCwd9b4zU5FA8tkc9qNOzxt4deHnwm9EDzV1EXV+BdOclinLgAqi1MT3Cgg1kcCpYKYdlIoVhN6RGZtYmRF7o1DXWRm8Z8kUJ7m0JwNc06cOTVKlFmlsJ1MCc7Xaq+D/epMSkq+h5llRAsvoclFSCgw5roLHUy4ZBbGwglDJ7V0xnRMbCdjvadsQ/NUnPxdXhwPfG/iXR73RcRNHC31An1Af+egLGqFTdIHGiKI/zoaz7ew4f92uu+t+XI66TuPpon/K3XsAgNS7fA==</latexit>

⌘(zj) =
Ns�3⇡

6

hN(zj)i
L2�z

<latexit sha1_base64="mF0tHS4PegUTpACPPCzwAKagF9E=">AAACNHicbVBNSxxBEO0xxujG6CYec2lcAnpZZowkOUQQchESxICrwvY61PTWrB17eobuGmEd5kfl4g/xEgI5GEKu+Q3pnd2DXw8aXr9XVd31kkIrR2H4M5h7Mv904dniUuv58ouV1fbLV0cuL63Ensx1bk8ScKiVwR4p0nhSWIQs0XicnH+a+McXaJ3KzSGNCxxkMDIqVRLIS3H7s0CCjcv42+aOSC3Iaj92wqlRBqdvRaHq6l091YUGM9LI95tiYZtbXX053RJD1AT8so7bnbAbNuAPSTQjHTbDQdy+FsNclhkakhqc60dhQYMKLCnph7dE6bAAeQ4j7HtqIEM3qJqla/7GK0Oe5tYfQ7xRb3dUkDk3zhJfmQGdufveRHzM65eUfhhUyhQloZHTh9JSc8r5JEE+VBYl6bEnIK3yf+XyDHxG5HNu+RCi+ys/JEdb3SjsRl+3O7sfZ3EsstdsnW2wiL1nu2yPHbAek+w7+8Fu2O/gKvgV/An+TkvnglnPGruD4N9/Vkur1Q==</latexit><latexit sha1_base64="mF0tHS4PegUTpACPPCzwAKagF9E=">AAACNHicbVBNSxxBEO0xxujG6CYec2lcAnpZZowkOUQQchESxICrwvY61PTWrB17eobuGmEd5kfl4g/xEgI5GEKu+Q3pnd2DXw8aXr9XVd31kkIrR2H4M5h7Mv904dniUuv58ouV1fbLV0cuL63Ensx1bk8ScKiVwR4p0nhSWIQs0XicnH+a+McXaJ3KzSGNCxxkMDIqVRLIS3H7s0CCjcv42+aOSC3Iaj92wqlRBqdvRaHq6l091YUGM9LI95tiYZtbXX053RJD1AT8so7bnbAbNuAPSTQjHTbDQdy+FsNclhkakhqc60dhQYMKLCnph7dE6bAAeQ4j7HtqIEM3qJqla/7GK0Oe5tYfQ7xRb3dUkDk3zhJfmQGdufveRHzM65eUfhhUyhQloZHTh9JSc8r5JEE+VBYl6bEnIK3yf+XyDHxG5HNu+RCi+ys/JEdb3SjsRl+3O7sfZ3EsstdsnW2wiL1nu2yPHbAek+w7+8Fu2O/gKvgV/An+TkvnglnPGruD4N9/Vkur1Q==</latexit><latexit sha1_base64="mF0tHS4PegUTpACPPCzwAKagF9E=">AAACNHicbVBNSxxBEO0xxujG6CYec2lcAnpZZowkOUQQchESxICrwvY61PTWrB17eobuGmEd5kfl4g/xEgI5GEKu+Q3pnd2DXw8aXr9XVd31kkIrR2H4M5h7Mv904dniUuv58ouV1fbLV0cuL63Ensx1bk8ScKiVwR4p0nhSWIQs0XicnH+a+McXaJ3KzSGNCxxkMDIqVRLIS3H7s0CCjcv42+aOSC3Iaj92wqlRBqdvRaHq6l091YUGM9LI95tiYZtbXX053RJD1AT8so7bnbAbNuAPSTQjHTbDQdy+FsNclhkakhqc60dhQYMKLCnph7dE6bAAeQ4j7HtqIEM3qJqla/7GK0Oe5tYfQ7xRb3dUkDk3zhJfmQGdufveRHzM65eUfhhUyhQloZHTh9JSc8r5JEE+VBYl6bEnIK3yf+XyDHxG5HNu+RCi+ys/JEdb3SjsRl+3O7sfZ3EsstdsnW2wiL1nu2yPHbAek+w7+8Fu2O/gKvgV/An+TkvnglnPGruD4N9/Vkur1Q==</latexit><latexit sha1_base64="mF0tHS4PegUTpACPPCzwAKagF9E=">AAACNHicbVBNSxxBEO0xxujG6CYec2lcAnpZZowkOUQQchESxICrwvY61PTWrB17eobuGmEd5kfl4g/xEgI5GEKu+Q3pnd2DXw8aXr9XVd31kkIrR2H4M5h7Mv904dniUuv58ouV1fbLV0cuL63Ensx1bk8ScKiVwR4p0nhSWIQs0XicnH+a+McXaJ3KzSGNCxxkMDIqVRLIS3H7s0CCjcv42+aOSC3Iaj92wqlRBqdvRaHq6l091YUGM9LI95tiYZtbXX053RJD1AT8so7bnbAbNuAPSTQjHTbDQdy+FsNclhkakhqc60dhQYMKLCnph7dE6bAAeQ4j7HtqIEM3qJqla/7GK0Oe5tYfQ7xRb3dUkDk3zhJfmQGdufveRHzM65eUfhhUyhQloZHTh9JSc8r5JEE+VBYl6bEnIK3yf+XyDHxG5HNu+RCi+ys/JEdb3SjsRl+3O7sfZ3EsstdsnW2wiL1nu2yPHbAek+w7+8Fu2O/gKvgV/An+TkvnglnPGruD4N9/Vkur1Q==</latexit>



Colloidal rings confined in a planar slit

Figure 4. (a) Packing fraction ⌘(z) and (b) nematic order parameter S2(z) profiles along the z direction for
systems comprising N = 4000 nanorings in planar confinement with a transverse box length of L/rp = 11.2
obtained by molecular-dynamics simulation. From bottom to top, the values of the longitudinal box length are
Lz/rp = 65.4, 59.2, 58.1, 56.9, 55.7, 54.5, 53.4, and 52.3. The corresponding bulk packing fractions for each box
dimension correspond to ⌘bulk = 0.0805, 0.0883, 0.0901, 0.0914, 0.0926, 0.0927, 0.0930, and 0.1006. In Figure
(c), the orientational order of the small concentration of trapped particles in between layers is removed from
S2(z) using the Heaviside function of the di↵erence between the local packing fraction and the bulk packing
fraction. The series of profiles in (a) and (b) are each shifted upwards by 0.5, 1.0, and by 1.0, respectively, to
aid visualization. The thin horizontal lines are drawn to indicate the base lines.
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tures.37 Therefore, it is of great interest and still remains a great
challenge to develop a flexible strategy for fabricating
mesoporous ZrO2 hollow nanostructures with well-controlled
morphology, size, and stability.
Previous reports found that the nanosynthesis and

nanostructure of materials are greatly related to the type and
hydrolysis of precursors.14,38 Use of organic ligands has been an
efficiently proven strategy for nanostructure morphology and
size control via a strong coordination to metal ions.38,39 On the
basis of these above considerations, we are intrigued by the
unique zirconocene dichloride (Cp2ZrCl2), which consists of a
central zirconium atom and two kinds of ligands (i.e., chloride
anion and organic cyclopentadiene) with different bonding
strengths. Here, we demonstrate that a series of mesoporous
ZrO2 hollow nanostructures (nanoframe, hollow ring, sphere,
and core−shell) were fabricated using zirconocene dichloride as
the zirconium precursor, acetone as the solvent, and ammonia
as the basic source with “one-step” and “surfactant-free”
synthesis. The morphology, size, and hollow feature of ZrO2
nanostructures can be well modulated. The special flexibility of
Cp2ZrCl2 for the controllable synthesis of hollow ZrO2
nanostructures and the formation mechanisms for the hollow

sphere and nanoframe have been investigated. To demonstrate
the structural advantages, the mesoporous ZrO2 hollow
nanostructure-promoted Ni catalysts were studied and
compared in the catalytic upgrading of octanoic acid (OA,
C8) and stearic acid (SA, C18) to gasoline/diesel-range liquid
alkane fuels via a tandem hydrogenation−decarbonylation
route (HDC).

■ EXPERIMENTAL SECTION
Materials. Zirconocene dichloride (>97.0%) was purchased from

TCI. Nano-ZrO2 (50 nm) was purchased from Shanghai Macklin
Biochemical Co., Ltd. ZrCl4, acetone (AR), ammonia solution (25 wt
%), and other chemicals were purchased from Sinopharm Chemical
Reagent Co.

Synthesis of ZrO2 Nanoframes (ZFs). Zirconocene dichloride
(0.1 g) was dissolved in acetone (30 mL) to form a colorless solution.
After being stirred for 5 min, ammonia was added dropwise to the
acetone solution of zirconocene dichloride. The obtained suspension
was transferred to a 40 mL Teflon-lined stainless steel autoclave. The
autoclave was sealed and heated in the oven at 200 °C for 12 h and
then was allowed to cool down to room temperature naturally. The
precipitate was recovered using centrifugation at 10 000 rpm for 3 min,
followed by washing with acetone, ethanol, and deionized water

Figure 1. (a) TEM images of hollow cubic ZrO2 nanoframes (ZFs) in different views. (b) TEM image in high-magnification. (c, d) HRTEM images.
(e) STEM image. (f) XRD pattern. (g, h) EDS line scanning profiles in different directions. (i) N2 physisorption isotherm of ZFs (inset, pore size
distribution).
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orientationally ordered chiral hexagonal (CHx) state (f = 0.710,
C6 = 0.903, F6 = 0.733, Xc = 0.843) at p* B 0.141. This phase is
shown in Fig. 2(a) and is characterised by large values of both
order parameters C6 and F6, confirming the particles are aligned
and arranged in an hexagonal lattice. Moreover, the large values
of the chiral order parameter |Xc| reveal the platelets exhibit an
offset angular displacement in a common direction. A close
inspection of the CHx structure shown in Fig. 2(a) and at the top
of Fig. 1(a) reveals a clear offset clockwise angular displacement
y between the two nearest edges of neighbouring particles to
maximise their packing, suggesting the system exhibits macro-
scopic CSB, i.e. this phase is a trichiral honeycomb structure.34

The frequency distributions of angular displacements f (y) are
also used to analyse the CSB in hexagonal platelets. The results
for f (y) are shown in Fig. 1(b) for four different states corres-
ponding to the highest-density isotropic state (f = 0.618), the
lowest-density RHx state (f = 0.632), the highest-density RHx
state (f = 0.683), and the lowest-density hexagonal chiral (CHx)
state (f = 0.710). The nearly flat distributions of f (y) for the first
two states reveal that the hexagonal platelets at these conditions
are able to freely rotate exploring all different angular displace-
ments. The particles at the highest-density RHx state are still
able to explore all values of y, however, f (y) becomes clearly
bimodal suggesting the particles forms clusters with local chirality
with either clockwise or anticlockwise angular displacements,
i.e. the system becomes racemic. For the lowest-density CHx
state, the system becomes unimodal, with an intense peak

centred at y = 151, demonstrating that the chiral symmetry
breaking is indeed macroscopic. This long-ranged macroscopic

Fig. 2 Representative configurations of close-packed microstructures
observed in monolayers of nonconvex platelets with curvature k = 1/3
obtained from compression runs using NPT MD simulations. The struc-
tures agree with those obtained using the pressure-annealing method of
Filion et al.27 The configurations correspond to (a) trichiral honeycomb
(CHx) structure formed by nonconvex hexagons, (b) striped hexagonal
(vertex-to-edge) lattice formed by nonconvex pentagons, (c) tetrachiral
(CSq) structure formed by non-convex squares, and (d) striped triangular
lattice formed by nonconvex triangles. For (b) and (d), particles with
opposite orientations are drawn in different shades.

Fig. 1 (a) Pressure-packing fraction (p* ! f) phase diagram for 1024 nonconvex hexagonal platelets with curvature k = 1/3. The dependence of the global
bond-order parameters C4 and C6, orientational order parameter F6, and chiral order parameter Xc (in absolute numbers) on the packing fraction f is also
indicated. Statistical errors are smaller than the symbol sizes. Representative local configurations of the RHx and CHx phases are also shown at the top.
(b) Probability distribution functions f (y) of the angular displacement y for nonconvex hexagonal platelets. The four curves correspond to the highest-
density isotropic state (f= 0.618), (b) the lowest-density RHx state (f= 0.632), the highest-density RHx state (f= 0.683), and the lowest-density hexagonal
chiral (CHx) state (f= 0.710). In (c) and (d) the G6(r) and Gwc

(r) correlations functions for the same states described in (b), using 9216 platelets, are also shown.
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indeed overwritten. This chiral memory is also durable: even 
after four months the memory is still preserved. Information 
on the handedness can thus be stored, read out, and over-
written, providing a versatile programmable mechanism.  

 Guided by an analytical model and numerical calculations, 
here we show a proof of principle of buckling-induced local 
symmetry breaking and subsequent spreading of a chiral pat-
tern to yield globally uniform confi gurations of single handed-
ness in supported cellular structures. We experimentally dem-
onstrate that this strategy offers a unique range of advantages: 
i) it can be applied to structures with various length scales 
(where the continuum hypothesis holds); ii) the reconfi guration 
occurs upon application of different stimuli and using different 
materials, so that it can be used to dynamically alter surface 
properties and morphology; iii) the transformation can be made 
fully reversible; and iv) most importantly, it can be controlled to 
yield either uniform achiral or chiral confi gurations with user-
defi ned handedness. 

 In contrast to molecular symmetry-breaking reactions and 
crystallization systems, both the nucleation and propagation 
of chirality can be visualized directly to unravel the underlying 
mechanisms and fully control the pattern formation. This pro-
cess not only provides a remarkable example of spontaneous 
symmetry breaking, but also outlines a general strategy in 
which a judicious choice of dimensions, materials, stimuli and 

and, most importantly, the reversibility and directionality of 
the reconfi guration process that arises from swelling-induced 
buckling enables a unique mechanism where chirality can be 
chosen, reversibly written and amplifi ed as described below. 

 Repeated swelling-unswelling revealed that the same buck-
ling pattern reoccurred every time. The structure thus pos-
sesses memory of deformation, likely embedded in a previous 
reorganization of the polymeric network, which can steer the 
chiral outcome in a subsequent symmetry breaking event. This 
memory effect can be used to select the handedness of the 
chiral patterns at will. Since statistical analyses showed equal 
probability of left-handed and right-handed patterns in rapidly 
swollen structures ( Figure    4  a,b), one can map the domains of 
different handedness and choose a region of desired handed-
ness as a seed. After unswelling the structure back into the 
initial pattern, we can initiate the slow, directional swelling 
of the structure starting from one of the mapped domains 
(Figure  4 c). Remarkably, when the progressing pattern reached 
the previously identifi ed domain boundaries, the handedness of 
the spreading pattern was still preserved, thereby overwriting 
the memory of these domains to yield patterns of uniform 
handedness by the repair mechanism discussed above. When 
the structure subsequently was unbuckled by drying and rap-
idly swollen again, we recovered the single-chirality pattern, 
confi rming that the memory of initially racemic domains was 

     Figure  2 .     Verifi cation of the stability diagram. a) Buckling patterns of macroscale honeycombs with different aspect ratio  l / h  ( t / l   =  0.18 and  l   =  5 mm for 
all samples). The Roman numbers indicate the corresponding marker in the stability diagram (Figure  1 b). The observed buckling mode ( m ) is shown 
below each image. Note that a mixture of modes is found for geometries lying on the boundary of adjacent regimes. b–d) Buckling-induced reversible 
pattern formation in a supported macroscale honeycomb lattice (left), macroscale square lattice (center) and microscale honeycomb lattice (right) 
upon rapid swelling: b) Optical images of original, undeformed structures; c) For  l / h   =  2,  t / h   =  0.37, buckling induces an achiral pattern; d) For  l / h   =  
3.17,  t / h   =  0.40, a chiral pattern is observed. These buckling patterns are in agreement with the analytical predictions, but multiple domains with dif-
ferent chirality are observed, whose boundaries are highlighted by the yellow dashed lines. The insets show magnifi ed images of the buckled patterns 
within the domains (top) and at the domain boundaries (bottom). The color-coded arrows indicate the handedness of the vertices.  

Adv. Mater. 2013, 25, 3380–3385

3381

www.advmat.de
www.MaterialsViews.com

wileyonlinelibrary.com© 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

CO
M

M
U
N

ICA
TIO

N

neighboring plates in the lattice structures, we assume the two 
vertical edges at  x   =  0 and  x   =   l  to be supported (i.e.,  w   =  0 
and  ∂ 2 w

∂x2 + ν ∂ 2 w
∂y2 = 0   ), so that the solution of  Equation 1  has 

the form  w = f (y) sin mπx
l

  ,  m  being an integer (see Supporting 
Information). For a plate attached to a rigid substrate (i.e., free 
at  y   =   h  and clamped at  y   =  0), the critical swelling strain  εcr

sw    
and the wavelength  2l / m  of the corresponding mode can then 
be solved as a function of the aspect ratio  l / h,  as shown in 
Figure  1 b. This stability diagram unambiguously reveals that in 
an initially straight plate with 0  <   l / h   <  2.32 a buckling pattern 
with half sinusoidal wavelength (i.e.,  m   =  1) will emerge upon 
reaching a critical swelling strain, resulting in an achiral pat-
tern (space group: P31m). Differently, if 2.32  <   l / h   <  4.02 the 
buckling will be a full sinusoid (i.e.,  m   =  2), yielding a chiral 
pattern (space group: P6). To fully defi ne the geometry of the 
supported cellular structure for experiments, we investigated 
the effect of the thickness of the plates using non-linear fi nite 
element analyses (see Supporting Information, Figure S1,S2). 
These numerical calculations show that the thickness only 

marginally affects the buckling modes (Supporting Informa-
tion, Figure S2), confi rming that the buckling-induced pattern 
of supported cellular structures is dictated by the aspect ratio 
 l / h  of the individual plates. 

 Having ascertained the critical design parameters, we vali-
dated our analytical model by fabricating surface-attached cel-
lular structures with aspect ratios  l / h  that correspond to dif-
ferent regimes in the stability diagram, as indicated by the 
circular markers in Figure  1 b. We started with macroscale 
honeycomb structures ( l   =  5 mm) comprising a few unit cells 
and made from silicone rubber (see Experimental Section). 
When swelled, the structures yielded either chiral, achiral 
or mixed patterns ( Figure    2  a and Supporting Information, 
Figure S3), exactly as predicted by our analysis (Figure  1 b). We 
then fabricated samples comprising a larger number of unit 
cells with geometries corresponding to both the achiral ( l / h   =  2, 
 t / h   =  0.37 and  l   =  5 mm) and chiral ( l / h   =  3.17,  t / h   =  0.40 and 
 l   =  5 mm) regime in the stability diagram. Furthermore, since 
the analytical model is not limited to a specifi c cellular geom-
etry, we also fabricated macroscale ( l   =  5 mm) square lattices 
comprising plates with the same aspect ratio (Figure  2 b). Again 
all the samples buckled as predicted by the analytical model 
(Figure  2 c,d – left/center), showing that the design principles 
can be applied to different geometries.  

 Because the pattern formation exploits a mechanical insta-
bility that is scale-independent (where the continuum assump-
tion holds) ,  we extended the principle to microscale honey-
combs ( l   =  20  µ m) made from epoxy resin (see Supplemen-
tary Methods). The structures buckled upon immersion in 
 N -methyl-2-pyrrolidone, and the stability diagram again cor-
rectly predicted the emergence of either chiral or achiral pat-
terns (Figure  2 c,d – right). Subsequently evaporating the sol-
vent led to reconversion of the buckled structures back into the 
original confi gurations, demonstrating that the controlled pat-
tern formation is fully reversible. 

 Although all the experimental results show an excellent 
agreement with the analytical predictions, we observed a 
racemic mixture of chiral domains displaying both right- and 
left- handedness evolved from several nucleation events. At 
the boundaries of these domains (shown as yellow lines in 
Figure  2 ), the plates buckled either in the 1st or 3rd mode. 
Avoiding such racemic mixtures and making defect-free pat-
terns with a single-handedness thus requires the prevention 
of multiple nucleation sites. We therefore gradually wetted 
the samples from a single location. This approach induced a 
unique nucleation event that propagated over the entire sample 
to yield uniform buckling patterns ( Figure    3  a). Remarkably, we 
observed that during the spreading of the pattern some plates 
initially buckled either in the wrong direction or with an unpre-
dicted mode (Figure  3 b). These defects were, however, repaired 
upon propagation of the swelling front through the defect site 
when the majority of the plates connected to the defect buckled 
correctly. The interconnected cellular architecture is thus cru-
cial for conserving the propagation of a single handedness over 
the entire substrate (Figure  3 d) by allowing a self-repair mecha-
nism through connected plates.  

 While instabilities can be induced by a number of stimuli, 
including thermal, electrical, and mechanical loadings (Sup-
porting Information, Figure S4), the convenience, versatility 

     Figure  1 .     Design of structures. a) Schematic approach to the design of 
supported cellular architectures with buckling-induced chiral or achiral 
reconfi gurations. First, the cellular structure is deconstructed into indi-
vidual supported plates and the wavelength   λ   of their buckling pattern 
is calculated. Then, the buckled pattern of the structure is reconstructed 
by connecting individual buckled plates. The color-coded arrows indicate 
the handedness of the vertices. b) Results of the buckling analysis for 
a single supported thin, elastic plate are plotted in a stability diagram. 
Upon reaching a critical swelling strain  εcr

sw   , buckling modes of both half 
and full sinusoids can be achieved by adjusting  l / h  (the aspect ratio of 
the plate), resulting in respectively achiral and chiral patterns upon recon-
struction of the cellular architecture. The circular black markers and cor-
responding Roman numbers indicate the aspect ratio  l / h  of macroscale 
honeycomb lattices ( l   =  5 mm and  t / l   =  0.18, see Figure  2 a) that were 
fabricated and tested to verify the validity of the analytical model.  
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FIG. 6. The vapour-liquid equilibria of the Lennard-Jones (12-6) fluid: (a)
the temperature-density coexistence envelope, where T∗ = kT/ϵ and ρ∗

s

= Nsσ
3/V ; (b) the vapour-pressure curve, where P∗ = Pσ 2/ϵ. Comparison

of the description with our new SAFT-VR Mie EOS with the Barker and
Henderson expansion of the Helmholtz free energy taken to first order (dot-
ted curves), second order (dashed-dotted curves), and third order (continuous
curve) terms. The circles represent the molecular-simulation data of Lofti
et al.,113 and the dashed curves the description with the equation of state of
Johnson et al.63

liquid and vapour coexistence densities near the critical tem-
perature, in disagreement with the experimental near-cubic
critical behaviour: the exponent characterizing the classical
van der Waals critical behaviour is 1/2 while the universal
critical exponent is ∼ 0.325.109–112 Despite this inherent defi-
ciency of classical perturbation expansions, we note here that
our third-order expansion yields a quadratic convergence only
very close to the critical temperature thus allowing for a very
good description over the rest of the near-critical region with-
out the need of a cross-over treatment. We also emphasize that
experimentally the cross-over between the classic and univer-
sal behaviour is seen only within a tenth of a kelvin of the
critical point.

0.0 0.2 0.4 0.6 0. .0

ρ∗s

0.50

0.75

1.00

1.25

1.50

1.75

2.00

T
∗

8-6

10-6

12-6

15-6

20-6

36-6

(a)

0.0 0.2 0.4 0.6 0.

8 1

8 1.0

ρ∗s

0.4

0.6

0.8

1.0

1.2

1.4

T
∗

12-6

14-7

18-9

24-12

(b)

FIG. 7. The temperature-density coexistence envelopes of Mie (λr-λa) flu-
ids, where T∗ = kT/ϵ and ρ∗

s = Nsσ
3/V : (a) Mie (λr-6) potentials; and (b)

Mie (2λa-λa) potentials. The description with our SAFT-VR Mie equation
of state (continuous curves) is compared to that obtained with the previous
version of the theory72 (dashed curves), and to the corresponding molecular-
simulation data of Lofti et al.,113 Okumura and Yonezawa,95 Orea et al.,115

and Potoff and Bernard-Brunel96 (circles).

2. Vapour-liquid equilibria and isotherms
of Mie (λr-6) and (2λa-λa) fluids

In Fig. 7(a) the simulated VLE for Mie (λr-6) fluids ob-
tained by Okumura and Yonezawa95 for λr = 8, 10, 15, and
20, by Lofti et al.113 for λr = 12, and by Potoff and Bernard-
Brunel96 for λr = 36 are compared with the description with
our new SAFT-VR Mie EOS and with that of the previous
version of the theory from 2006.72 In the first comparison,
only the repulsive exponent of the potential is varied in order
to assess the capability of the theory in capturing the non-
conformal behaviour that is due to the steepness of the poten-
tial. As shown in Fig. 7(a), the SAFT-VR Mie EOS of 2006
provides an excellent description of the coexistence curve of
the Mie (10-6) fluid, a fair description for the Mie (12-6) and
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2. Vapour-liquid equilibria and isotherms
of Mie (λr-6) and (2λa-λa) fluids

In Fig. 7(a) the simulated VLE for Mie (λr-6) fluids ob-
tained by Okumura and Yonezawa95 for λr = 8, 10, 15, and
20, by Lofti et al.113 for λr = 12, and by Potoff and Bernard-
Brunel96 for λr = 36 are compared with the description with
our new SAFT-VR Mie EOS and with that of the previous
version of the theory from 2006.72 In the first comparison,
only the repulsive exponent of the potential is varied in order
to assess the capability of the theory in capturing the non-
conformal behaviour that is due to the steepness of the poten-
tial. As shown in Fig. 7(a), the SAFT-VR Mie EOS of 2006
provides an excellent description of the coexistence curve of
the Mie (10-6) fluid, a fair description for the Mie (12-6) and
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(8-6) fluids, but poor agreement for the softer potentials such
as the Mie (8-6) fluid, especially for the liquid branch. It is
also important to point out that this previous version of the
theory72 cannot be applied to potentials with exponents that
are higher than λr = 12; the reader is referred to Sec. III A 3
for a detailed explanation of the source of this limitation. Our
new SAFT-VR Mie EOS is seen to provide a very satisfactory
agreement for the full range of repulsive exponents consid-
ered, as well as an excellent description of the VLE near the
critical region. The SAFT-VR Mie EOS allows for an accu-
rate description of very steeply repulsive potentials such as
the Mie (36-6) fluid; one should note that this potential is
very short ranged and the VLE envelope appears at very low
temperatures. The high-fidelity agreement obtained with the
SAFT-VR Mie EOS supports the validity of the form of the
third-order expansion proposed in our current work. A slight
deterioration in the theory is still, however, apparent for very
soft potentials such as the Mie (8-6) fluid. We attribute this
discrepancy to the representation of the reference Helmholtz
free energy a0 of the Mie potential which is mapped on to
that of the hard-sphere reference aHS through the use of a
simple density-independent effective diameter d; this approx-
imation is known to lead to some shortcomings for very soft
potentials.114

We also consider the VLE of the (2λa-λa) Mie fluids. The
theoretical description is displayed in Fig. 7(b) along with the
Monte Carlo simulation data of Orea et al.115 Four different
Mie potentials are considered (with λa = 6, 7, 9, and 12). It
can be seen that the new SAFT-VR Mie EOS provides a very
accurate description of the coexistence densities, and can be
applied simultaneously to very high values of both the repul-
sive and attractive exponents.

The accuracy of the theory in capturing the vapour pres-
sure of the Mie fluids for different forms of the repulsive inter-
actions is also analysed. We compare the available molecular-
simulation data of Okumura and Yonezawa95 (for λr = 10),
Lofti et al.113 (for λr = 12), and Potoff and Bernard-Brunel96

(for λr = 14 and 36) with the vapour pressure obtained us-
ing our new SAFT-VR Mie EOS (and with the previous ver-
sion of the theory72). Excellent agreement is found in each
case with a slight discrepancy for the Mie (10-6) potential,
cf. Fig. 8. The new theory can be applied without loss of ac-
curacy up to extremely steep potentials. From this analysis it
is clearly apparent that the present form of the theory with
the third-order expansion greatly enhances the accuracy of
the description of the exact molecular-simulation results com-
pared to the previous version,72 particularly in the vicinity of
the critical point. The third-order term is useful in allowing
one to correctly capture the properties of very short-ranged
potentials (e.g., with large values of the repulsive exponent)
for which the reduced critical temperature is located below
T∗ = 1.

We have also determined pressure-density isotherms us-
ing our new theory for Mie (2λa-λa) and (λr-6) fluids to com-
pare with the Monte Carlo simulation data reported by Orea
et al.115 As can be seen from Fig. 9 the new theory provides
an excellent description of the simulation data in all cases,
even for “unusual” forms of the potential such as the Mie (32-
6) and Mie (24-12) fluids. It is therefore apparent that our
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FIG. 8. The vapour-pressure of the Mie (λr-6) fluids, where T∗ = kT/ϵ and
P∗ = Pσ 2/ϵ. The description with our SAFT-VR Mie equation of state (con-
tinuous curves) is compared to that obtained with the previous version of
the theory72 (dashed curves), and to the corresponding molecular-simulation
data of Okumura and Yonezawa,95 Lofti et al.,113 and Potoff and Bernard-
Brunel96 (circles).

SAFT-VR Mie EOS could be used in principle to model the
thermodynamic properties of the Girifalco potential114, 116–118

(Mie, 29.21-11.83) which has been developed for Buckmin-
sterfullerene, C60.

In this overall assessment we have demonstrated the
robustness of our new SAFT-VR Mie EOS in accurately
describing the thermodynamic and structural properties of
monomeric Mie fluids and the capability of the theory in cap-
turing the non-conformal behaviour induced by changing the
repulsive and/or the attractive range of the Mie potential.

3. Vapour-liquid equilibria of Lennard-Jones (12-6)
chain fluids

In this section the VLE of fluids of fully flexible
chain molecules formed from tangent Lennard-Jones seg-
ments as described using our new SAFT-VR Mie EOS
is presented and compared to the description obtained
with the previous version of the theory,72 as well as the
SAFT-VR LJC,65 and the EOSs of Johnson et al.63 The
vapour-liquid coexistence densities and vapour pressures
for LJ chains formed from ms = 2, 4, and 8 segments are
shown in Fig. 10. The coexistence envelopes are com-
pared with the corresponding molecular-simulation data of
Lofti et al.113 for the monomer (ms = 1) and of Escobedo
and de Pablo119 for the chains, except for the dimer fluid
where the more-recent simulation data of Vega et al.120

are used; the simulated vapour pressures for chains of ms

= 4 and 8 LJ segments are taken from the work of Mac-
Dowell and Blas.121 It is interesting to point out the marked
discrepancies with the previous SAFT-VR Mie 2006 and
SAFT-VR LJC approaches. This is an important comparison
as these EOSs differ in the level at which the perturbation
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FIG. 10. Vapour-liquid equilibria of the fluids of chain molecules formed
from ms Lennard-Jones (12-6) segments: (a) the temperature-density coexis-
tence envelope, where T∗ = kT/ϵ and ρ∗

s = Nsσ
3/V ; (b) the vapour-pressure

curve, where P∗ = Pσ 2/ϵ. The description with our new SAFT-VR Mie equa-
tion of state (continuous curves) is compared to that obtained with the previ-
ous version of the theory72 (dashed curves), the SAFT-VR LJC approach65

(dotted curves), the empirical equation of state of Johnson et al.63 (dotted-
dashed curves), and to the corresponding molecular-simulation data (circles):
ms = 1 (Lofti et al.113), ms = 2 (Vega et al.120), ms = 4 and ms = 8 (Escobedo
et al.,119 MacDowell and Blas121).

theory is truncated and most critically the expression used
for the RDF at contact to describe the chain contribution of
the Helmholtz free energy. Such an analysis indicates that the
Wertheim TPT1 treatment is particularly sensitive to approx-
imations employed in estimating the pair correlation func-
tion for the reference fluid (the monomer Mie fluid in our
case). This feature of Wertheim’s theory has already been
pointed out80 where it was shown that much of the disagree-
ment observed between a TPT1 representation and molecular-
simulation data can be attributed to the approximations used
to derive the RDF at contact. By contrast, the EOS63 of John-
son et al. involves an empirical correlation of the EOS and
contact value of the RDF obtained from exact simulation data

for the monomer LJ fluid, and as a consequence represents
the best agreement that one could obtain using a SAFT-like
equation for these systems. Our new SAFT-VR EOS is de-
rived with a chain term using a RDF treated up to second order
and is therefore expected to provide a marked improvement in
the description of LJ chains. Essentially, no overshoot of the
critical temperature of the LJ dimer is observed. The progres-
sive increase in the over-prediction of the critical temperature
found for longer chains can be attributed to the use of the
linear approximation to evaluate the many-body distribution
function at contact in the chain contribution to the Helmholtz
free energy.122

4. Vapour-liquid equilibria of long Lennard-Jones
(12-6) chain fluids

The description with our new SAFT-VR Mie EOS for the
coexistence densities and vapour pressures of fully flexible
chains of ms = 20, 50, and 100 tangent LJ segments is com-
pared in Fig. 11 with the corresponding VLE obtained using
the semi-empirical EOS of Johnson et al.63 As can be seen,
both EOSs provide equivalent satisfactory descriptions of the
fluid-phase equilibria of these long chains. Discrepancies be-
tween the two approaches are apparent near the critical region,
where a slightly larger over-prediction of the critical temper-
ature is observed with the SAFT-VR Mie EOS, together with
a deterioration of the vapour pressure with increasing chain
length. These deviations are expected for very long chains and
are a natural consequence of the linear approximation used
to represent the many-body correlations (in terms of the pair
distribution function) within the Wertheim TPT1 treatment of
the chain contribution. In order to address this deficiency of
the TPT1 approximation, Blas and Vega123 have built on the
work of Ghonasgi and Chapman124 and Chang and Sandler,125

demonstrating that an improved description of the coexis-
tence densities and vapour pressure of chain fluids of mod-
erate length can be obtained by considering a dimer (instead
of a monomer) reference fluid, thereby including more struc-
tural information in the chain contribution to the Helmholtz
free energy.

5. Vapour-liquid equilibria of Mie (λr-6) chain fluids

As no molecular-simulation data have to our knowl-
edge been reported for fluids of chain molecules formed
from Mie segments, we have performed direct molecular-
dynamics simulations of the VLE for two model Mie (λr-6)
flexible chain molecules: three tangent segments (ms = 3)
interacting through a Mie (22-6) potential; and six tangent
segments (ms = 6) interacting through a Mie (16-6) poten-
tial. For details of the simulations the reader is directed to
our series of papers126– 128 on the use of the Mie potential
in the development of coarse-grained models. A compari-
son of the description obtained for VLE of these Mie chain
fluids with our SAFT-VR EOS and the simulated values is
shown in Fig. 12. The good agreement obtained in both cases
provides a strong confirmation of the adequacy of the ex-
pression derived for the contact value of the RDF of Mie
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curve, where P∗ = Pσ 2/ϵ. The description with our new SAFT-VR Mie equa-
tion of state (continuous curves) is compared to that obtained with the previ-
ous version of the theory72 (dashed curves), the SAFT-VR LJC approach65

(dotted curves), the empirical equation of state of Johnson et al.63 (dotted-
dashed curves), and to the corresponding molecular-simulation data (circles):
ms = 1 (Lofti et al.113), ms = 2 (Vega et al.120), ms = 4 and ms = 8 (Escobedo
et al.,119 MacDowell and Blas121).

theory is truncated and most critically the expression used
for the RDF at contact to describe the chain contribution of
the Helmholtz free energy. Such an analysis indicates that the
Wertheim TPT1 treatment is particularly sensitive to approx-
imations employed in estimating the pair correlation func-
tion for the reference fluid (the monomer Mie fluid in our
case). This feature of Wertheim’s theory has already been
pointed out80 where it was shown that much of the disagree-
ment observed between a TPT1 representation and molecular-
simulation data can be attributed to the approximations used
to derive the RDF at contact. By contrast, the EOS63 of John-
son et al. involves an empirical correlation of the EOS and
contact value of the RDF obtained from exact simulation data

for the monomer LJ fluid, and as a consequence represents
the best agreement that one could obtain using a SAFT-like
equation for these systems. Our new SAFT-VR EOS is de-
rived with a chain term using a RDF treated up to second order
and is therefore expected to provide a marked improvement in
the description of LJ chains. Essentially, no overshoot of the
critical temperature of the LJ dimer is observed. The progres-
sive increase in the over-prediction of the critical temperature
found for longer chains can be attributed to the use of the
linear approximation to evaluate the many-body distribution
function at contact in the chain contribution to the Helmholtz
free energy.122

4. Vapour-liquid equilibria of long Lennard-Jones
(12-6) chain fluids

The description with our new SAFT-VR Mie EOS for the
coexistence densities and vapour pressures of fully flexible
chains of ms = 20, 50, and 100 tangent LJ segments is com-
pared in Fig. 11 with the corresponding VLE obtained using
the semi-empirical EOS of Johnson et al.63 As can be seen,
both EOSs provide equivalent satisfactory descriptions of the
fluid-phase equilibria of these long chains. Discrepancies be-
tween the two approaches are apparent near the critical region,
where a slightly larger over-prediction of the critical temper-
ature is observed with the SAFT-VR Mie EOS, together with
a deterioration of the vapour pressure with increasing chain
length. These deviations are expected for very long chains and
are a natural consequence of the linear approximation used
to represent the many-body correlations (in terms of the pair
distribution function) within the Wertheim TPT1 treatment of
the chain contribution. In order to address this deficiency of
the TPT1 approximation, Blas and Vega123 have built on the
work of Ghonasgi and Chapman124 and Chang and Sandler,125

demonstrating that an improved description of the coexis-
tence densities and vapour pressure of chain fluids of mod-
erate length can be obtained by considering a dimer (instead
of a monomer) reference fluid, thereby including more struc-
tural information in the chain contribution to the Helmholtz
free energy.

5. Vapour-liquid equilibria of Mie (λr-6) chain fluids

As no molecular-simulation data have to our knowl-
edge been reported for fluids of chain molecules formed
from Mie segments, we have performed direct molecular-
dynamics simulations of the VLE for two model Mie (λr-6)
flexible chain molecules: three tangent segments (ms = 3)
interacting through a Mie (22-6) potential; and six tangent
segments (ms = 6) interacting through a Mie (16-6) poten-
tial. For details of the simulations the reader is directed to
our series of papers126– 128 on the use of the Mie potential
in the development of coarse-grained models. A compari-
son of the description obtained for VLE of these Mie chain
fluids with our SAFT-VR EOS and the simulated values is
shown in Fig. 12. The good agreement obtained in both cases
provides a strong confirmation of the adequacy of the ex-
pression derived for the contact value of the RDF of Mie
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FIG. 11. Vapour-liquid equilibria of fluids of long chains formed from ms
Lennard-Jones (12-6) segments: (a) the temperature-density coexistence en-
velope, where T∗ = kT/ϵ and ρ∗

s = Nsσ
3/V ; (b) the vapour-pressure curve,

where P∗ = Pσ 2/ϵ. The description with our new SAFT-VR Mie equation
of state (continuous curves) is compared to that obtained with the empiri-
cal approach of Johnson et al.63 (dotted-dashed curves), and to the corre-
sponding molecular-simulation data (circles): ms = 2 (Vega et al.120); ms
= 4 and ms = 8 (Escobedo et al.119 ); ms = 20, ms = 50, and ms = 100
(Sheng et al.148).

fluids when considering potentials of variable repulsive
ranges. No deterioration of the description is apparent for
chains with steep repulsive segment interactions such as the
Mie (22-6) potential. We emphasize again that this system is
a challenge for any high-temperature perturbation theory be-
cause as the repulsive exponent λr is increased (i.e., as the
range of the interaction is shortened), the VLE envelope is
found at progressively lower reduced temperatures. It is there-
fore necessary to make use of a very accurate description
of both EOS and the RDF of the reference Mie monomer
fluid, which our SAFT-VR Mie treatment gratifyingly pro-
vides. As will be shown in Sec. V B an interaction potential
with moderately large values of the repulsive exponent turns
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FIG. 12. The vapour-liquid temperature-density coexistence envelope of flu-
ids of chains formed from ms Mie (λr-λa) segments, where T∗ = kT/ϵ
and ρ∗

s = Nsσ
3/V . The description with our new SAFT-VR Mie equation

of state (continuous curves) is compared to the corresponding molecular-
simulation data obtained in our current work (circles).

out to be very useful in describing simultaneously the VLE
and the second-derivative thermodynamic properties of long
n-alkanes.

6. Vapour-liquid equilibria of associating
LJ (12-6) fluids

When a soft-core reference interaction is used to model
the particles, association sites can interact even when fully
embedded within the molecular core. An original feature
of our current approach lies in the approximate algebraic
expression for the association integral (cf. Eqs. (77), (83),
and (84)) which allows one to take into account differ-
ent geometries of the sites, as opposed to the fixed posi-
tion (rd

ab = 0.4σ and rc
ab = 0.2σ ) of the semi-empirical cor-

related expressions.106 Unfortunately, molecular-simulation
results for different geometries of the sites are not read-
ily available so we will assess only the association ge-
ometry used in the existing correlation.106 In Fig. 13
we display the vapour-liquid coexistence densities for LJ
particles with a single embedded square-well association
site for two different values of the site-site association
energy (ϵHB

ab = 10ϵ and ϵHB
ab = 20ϵ). For the dimeriz-

ing LJ system with an association energy of ϵHB
ab = 10ϵ,

the agreement in the coexistence envelope between the-
ory and simulation is very good, while small discrepancies
are apparent for the strongly associating system with ϵHB

ab

= 20ϵ. For these associating systems the description with
the SAFT-VR Mie EOS turns out to be of similar accuracy
to that obtained with other perturbation theories for the ref-
erence radial distribution function, such as the low density
WCA recipe.80
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it provides the capability of describing the VLE of pure sub-
stances even close to the critical region.

Associating substances have also been considered by as-
sessing the adequacy of our approach for the first members

300 350 400 450 500

T / K

100

150

200

250

300

350

400

C
v

/
J.

m
ol

−
1
.K

−
1

P = 0.1 MPa

(a)

C6H14

C8H18

C10H22

C7H8

0 20 40 60 80 100

P / MPa

100

150

200

250

300

C
v

/
J.

m
ol

−
1
.K

−
1

T= 300 K

C10H22

C8H18

C6H14

C7H8

(b)
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VR Mie equation of state (continuous curves).

of the n-alkanol series. In the current work we investigate a
two-site association scheme corresponding to one donor and
one acceptor site (denoted as 2B in the classification scheme
of Huang and Radosz136). Seven molecular parameters need
to be determined for each of these compounds: the number
of segments ms, the diameter σ , the dispersion energy ϵ, the
repulsive exponent λr, the attractive exponent λa, and the pa-
rameters associated with the site-site square-well potential in-
cluding the association energy ϵHB

ab , the distance to the cen-
tre of the Mie segment rd

ab, and the range of interaction rc
ab.

The attractive range is kept at the London value of λa = 6 in
order to reduce the number of adjustable parameters; the po-
sition of the site is also fixed to a constant value and set to
rd
ab/σ = 0.4, i.e., the sites are placed close to the surface of

the Mie segment. This is the same site geometry that is used
in the soft-SAFT approach and has proven to be very success-
ful in modeling a wide variety of associating substances. The
SAFT-VR Mie molecular parameters for methanol, ethanol,
propan-1-ol, and n-butan-1-ol are reported in Table III. Once
again, it can be seen (cf. Table IV) that one is able to ac-
curately capture both the VLE and the second-derivative
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of the n-alkanol series. In the current work we investigate a
two-site association scheme corresponding to one donor and
one acceptor site (denoted as 2B in the classification scheme
of Huang and Radosz136). Seven molecular parameters need
to be determined for each of these compounds: the number
of segments ms, the diameter σ , the dispersion energy ϵ, the
repulsive exponent λr, the attractive exponent λa, and the pa-
rameters associated with the site-site square-well potential in-
cluding the association energy ϵHB

ab , the distance to the cen-
tre of the Mie segment rd

ab, and the range of interaction rc
ab.

The attractive range is kept at the London value of λa = 6 in
order to reduce the number of adjustable parameters; the po-
sition of the site is also fixed to a constant value and set to
rd
ab/σ = 0.4, i.e., the sites are placed close to the surface of

the Mie segment. This is the same site geometry that is used
in the soft-SAFT approach and has proven to be very success-
ful in modeling a wide variety of associating substances. The
SAFT-VR Mie molecular parameters for methanol, ethanol,
propan-1-ol, and n-butan-1-ol are reported in Table III. Once
again, it can be seen (cf. Table IV) that one is able to ac-
curately capture both the VLE and the second-derivative
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SAFT-VR Mie molecular parameters for methanol, ethanol,
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FIG. 16. Selected thermodynamic properties of perfluoromethane CF4: (a)
vapour-liquid temperature-density coexistence envelopes and density isobars
of the condensed-liquid state; (b) vapour-pressure curves; and (c) the temper-
ature dependence of the isobaric heat capacities Cp. The isobars in (a) and (c)
are for pressures of P= 10, 25, and 50 MPa. Comparison of the experimen-
tal data (symbols) with the description obtained using the PC-SAFT (dashed
curves) and our new SAFT-VR Mie equation of state (continuous curves).
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FIG. 17. The vapour-liquid equilibria for fluorine and the homologous series
of the n-perfluoroalkanes from perfluoromethane to n-perfluoropentane: (a)
temperature-density coexistence envelopes; (b) vapour-pressure curves; and
(c) heats of vaporization !Hv . Comparison of the experimental data129 (sym-
bols) with the description obtained using our new SAFT-VR Mie equation of
state (continuous curves).
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of the n-perfluoroalkanes from perfluoromethane to n-perfluoropentane: (a)
temperature-density coexistence envelopes; (b) vapour-pressure curves; and
(c) heats of vaporization !Hv . Comparison of the experimental data129 (sym-
bols) with the description obtained using our new SAFT-VR Mie equation of
state (continuous curves).
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SAFT-VR homonuclear model SAFT-γ heteronuclear model

Papaioannou, Lafitte, Avendano, Adjiman,  Jackson, 
Muller, Galindo, J. Chem. Phys. 140, 054107 (2014)


SAFT-γ Mie



054107-14 Papaioannou et al. J. Chem. Phys. 140, 054107 (2014)

TABLE IV. Percentage average absolute deviations (%AAD) for the vapor pressures pvap(T), saturated liquid
densities ρsat(T), and single-phase densities ρliq(T, p) of the n-alkanes obtained with the SAFT-γ Mie group
contribution approach with respect to the correlated experimental data from NIST,146 where n is the number of
data points.

T range %AAD T range %AAD T range p range %AAD
Compound [K] n pvap(T) [K] n ρsat(T) [K] [MPa] n ρliq(T, p)

C2H6 125–275 31 2.24 125–275 31 1.48 150–550 10–50 123 0.96
n-C3H8 147–332 38 2.22 147–332 38 0.74 150–500 10–50 108 0.49
n-C4H10 170–385 44 1.27 170–385 44 0.37 150–550 10–50 123 0.50
n-C5H12 187–422 48 1.90 187–422 48 0.36 150–550 10–50 120 0.60
n-C6H14 201–456 52 1.68 201–456 52 0.27 188–548 10–50 108 0.52
n-C7H16 216–486 55 1.01 216–486 55 0.46 193–553 10–50 108 0.62
n-C8H18 227–512 58 1.22 227–512 58 0.54 226–546 10–50 95 0.64
n-C9H20 237–532 60 0.69 237–532 60 0.59 230–550 10–50 95 0.50
n-C10H22 245–555 63 1.75 245–555 63 0.52 253–553 10–50 89 0.47

Average . . . . . . 1.55 . . . . . . 0.59 . . . . . . . . . 0.59

ture of the groups, which, considering their apolar nature, are
expected to interact via London dispersion forces which are
characterized by an attractive exponent of six.43, 122 The val-
ues of the repulsive exponents estimated from the experimen-
tal data for the n-alkanes are found to be λr

CH3,CH3
= 15.050

and λr
CH2,CH2

= 19.871. Potoff and Bernard-Brunel123 have
developed a force field for the methyl and methylene groups
based on the Mie potential for use as force fields in molecular
simulation (Monte Carlo/molecular dynamics) of the fluid-
phase behavior of n-alkanes, finding that a good description
can be obtained with values of the repulsive exponent of 16
for both groups. The values of the shape factors for the CH3
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FIG. 2. The description with the SAFT-γ Mie group contribution approach
of the fluid-phase equilibria of the n-alkanes included in the estimation of
the methyl CH3 and methylene CH2 parameters: (a) the coexistence densities
ρsat (n-ethane to n-decane from bottom to top); and (b) the vapor pressures
pvap in a logarithmic representation (n-ethane to n-decane from left to right).
The open symbols represent the experimental data, the filled symbols the
corresponding experimental critical points146 and the continuous curves the
calculations with the theory.

and CH2 groups are also determined from the parameter es-
timation procedure. The optimal values obtained are SCH3

= 0.57255 and SCH2 = 0.22932, which are found to be quite
different from those used in previous work with the square-
well potential.66 In the previous study, the shape factors for
the CH3 and CH2 groups were fixed to 1/3 and 2/3, respec-
tively, as these yield the molecular aspect ratio typically used
to represent the n-alkanes in a homonuclear model.57, 124–126

The segment size of the CH3 group is found to be smaller than
the size of the CH2 group (4.0772 Å compared to 4.8801 Å),
which is in line with the smaller value of the shape factor
for the CH2 group. Comparing the values of the segment
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FIG. 3. Comparison of the description with the SAFT-γ SW66 (dashed
curves) and SAFT-γ Mie (continuous curves) group contribution approaches
of the pure-component vapor-liquid equilibria of n-butane, n-hexane, and n-
octane: (a) coexistence densities ρsat (from bottom to top); and (b) vapor
pressures pvap (from left to right). The open symbols represent the experi-
mental data and the filled symbols the corresponding experimental critical
points.146
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FIG. 4. The description with the SAFT-γ Mie group contribution approach
of the fluid-phase equilibria of the n-alkyl esters included in the estimation
of the carboxylate COO group parameters: (a) the coexistence densities ρsat
(ethyl acetate to n-heptyl acetate from bottom to top); and (b) the vapor pres-
sures pvap in a logarithmic representation (ethyl acetate to n-heptyl acetate
from left to right). The symbols represent experimental data147–155 and the
continuous curves represent the calculations with the theory.

description of the coexistence and single-phase properties
of the compounds considered in the parameter estimation
procedure. Thi et al.34 have applied three versions of SAFT
(the SAFT-0,119 SAFT-VR,109, 110 and PC-SAFT129) com-
bined with a polar term and parameterized the COO func-
tional group (for esters other than formates, HCOOR). The
parameters for the COO group were obtained based on a se-
lection of acetates, propanoates, butanoates, and other esters.
For the same compounds as the ones used in the development
of the SAFT-γ Mie parameters for the COO group presented
in our current work, the deviations reported by Thi et al. were
4.76%, 3.05%, and 4.20% for pvap, and 1.62%, 1.72%, and
2.87% for ρsat with the GC-SAFT based on SAFT-0, SAFT-
VR, and PC-SAFT, respectively. The performance of the het-
ero GC-SAFT-VR of Peng et al.,70 where alkyl acetates are
modeled by using separate CH3O and C=O groups is some-
what less accurate with average deviations (from n-propyl to
n-heptyl acetate) of 7.29% for pvap and 2.14% for ρsat. Al-
though a direct comparison with the other methods is difficult
due to the different experimental data used, the reported de-
viations for each methodology indicate that our new SAFT-γ
Mie EoS leads to a significant improvement in the descrip-
tion of the pure-component fluid-phase behavior of n-alkyl
acetates.

The limited mixture data included in the regression are
also well represented with SAFT-γ Mie approach, as shown
in Figure 5. The average deviation (%AAD) of the excess en-
thalpies for the binary systems included in the estimation was
found to be 7.37% (8.78% for ethyl acetate + n-hexane, and
5.95% for n-butyl acetate + n-octane), and the level of agree-
ment was deemed satisfactory based on the sensitivity of the
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FIG. 5. Excess enthalpies of mixing hE as a function of the mole fraction
x of the n-alkyl acetate in binary mixtures with n-alkanes included in the
estimation of the parameters for the carboxylate COO group. The triangles
are experimental data for n-butyl acetate + n-octane at a temperature of T =
298.15 K and pressure of p = 0.1 MPa,162 and the circles for ethyl acetate
+ n-hexane at T = 318.15 K and p = 0.101325 MPa.163 The continuous
curves are the calculations with the SAFT-γ Mie EoS and the dashed curves
are the corresponding calculations with the modified UNIFAC (Dortmund)127

approach.

selected properties to the unlike interaction parameters be-
tween the functional groups and the small values of the excess
enthalpies exhibited by these mixtures (∼0.5 to 1.5 kJ/mol).
In order to assess the level of accuracy, the description of the
heat of mixing obtained with the SAFT-γ Mie approach was
compared with the corresponding description using modified
UNIFAC (Dortmund),127 where the group parameters were
obtained by regression to data for different mixture proper-
ties including phase equilibria and excess enthalpies. From
the comparison shown in Figure 5, it can be seen that the
modified UNIFAC (Dortmund) provides a better description
of the experimental excess enthalpies with an average devia-
tion of 3.91%. Bearing in mind that within the modified UNI-
FAC approach group parameters are exclusively developed to
describe (limited) properties of binary and multi-component
mixtures, and that within the SAFT-γ Mie approach the pri-
mary target is a more complete thermodynamic description of
pure components and mixtures, the performance of SAFT-γ
Mie in the description of the excess enthalpies is very satis-
factory.

The resulting form of the interaction potential of the
COO group is described by an optimal value of the repul-
sive exponent of λr

COO,COO = 31.189, which accounts for the
nature of the electrostatic interactions of the group in an effec-
tive manner. No explicit treatment of the polarity of the esters
is included in the model developed in the current work; as
mentioned earlier a term accounting for polar interactions has
been considered in other modeling approaches for esters,34

but at the expense of a more complicated description in terms
of additional parameters. The estimated value of the segment
size of the COO group is σ COO, COO = 3.9939 Å, which is
slightly smaller than the size of the CH3 group (4.0772 Å),
but combined with the larger value of the shape factor (S COO

= 0.65264 compared to SCH3 = 0.57255) corresponds to an
overall larger size for the COO group, as expected from the
chemical composition of the functional groups. The energy of
interaction characterizing the COO group is found to be rather
high, ϵCOO, COO/kB = 868.92 K, which is mainly attributed
to the fact that there are two oxygen centers and that the
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Figure 1: Temperature-density vapour-liquid coexistence curves for carbon dioxide, CO2, carbon
tetrafluoride, CF4, and sulfur hexafluoride, SF6. Dashed curves denote the smoothed experimental
data from NIST,81 continuous curves the results from SAFT-VR Mie EoS (this work), the circles
are the results obtained by Molecular Dynamics simulation using the SAFT-γ CG Mie models (this
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circles the critical points obtained using the SAFT-γ CG Mie models.
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Figure 2: Vapour pressure as a function of temperature for carbon dioxide, CO2, carbon tetrafluo-
ride, CF4, and sulfur hexafluoride, SF6. Legend as in Figure 1.
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Figure 5: Temperature and pressure dependence of (a) density ρ , coefficient of thermal expansion
αP, isothermal compressibility κT , isobaric heat capacity CP, Joule-Thomson coefficient µJT , and
speed of sound for carbon tetrafluoride, CF4. Continuous curves denote the smoothed experimental
data from NIST,81 and symbols are the results obtained by Monte Carlo simulation using the
single-site SAFT-γ CG Mie model (this work).
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6. Aqueous non-ionic surfactant mixtures 173
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Figure 6.16: Beads distribution along the director g||(r||) for C10E4-water system at

wC10E4 = 0.74. The red line denotes the distribution of head group beads, the blue line

the ethoxy beads, the green line the alkyl beads and the yellow line water.
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Figure 6.17: Experimental phase diagram for C10E4 [414]. Snapshots from MD simulation

at wC10E4 = 0.05, 0.17, 0.74, 0.97 indicate the spherical micelles and rod-like micelles in the

micellar phase L1, lamellar phase L–, and isotropic surfactant rich phase L2.

like micelles in the micellar phase L1, lamellar phase L–, and isotropic phase of inversed

micelles L2, in agreement with experimental observations [414]. Hence, our CG force

field is able to reproduce key structural properties and to capture the phase boundaries

correctly.

ϵO12
hb /k ) 1874 K is obtained. This value is again slightly
different from that of ϵO12

hb /k ) 1986 K used in paper I due to
the small refinement to K2 in the current work. As we studied
the aqueous solutions of longer members of the CiEj series, it
became apparent that it was possible to model the properties of
the mixtures with these transferable values of ϵ12

hb/k and ϵO12
hb /k

but that ϵ12 had to be adjusted in each case. This is not
surprising considering the level of approximation of our theory
and the considerable complexity of the micellar aggregates
involved. The unlike integrated mean-field energy ϵ12 is
therefore treated as the only adjustable parameter and its value
optimized by fitting to the LCST of liquid-liquid phase
equilibria of each particular water + CiEj system. In a sense,
any difference in the intermolecular parameters of the members
of the series is incorporated into ϵ12 in an average fashion. By
using the optimized ϵ12 parameter, the region of liquid-liquid
immiscibility for a large number of water + CiEj mixtures is
successfully described by our theory, with an otherwise transfer-
able set of parameters.
The experimental6,7,16,17,19,20 and predicted orthobaric cloud

curves of liquid-liquid immiscibility for six of these systems
are presented in Figure 2. The particular mixtures shown (for
which there is a reasonable amount of experimental data
available) with optimized unlike mean-field energy parameters
are H2O + C6E2 (ϵ12/k ) 3304 K), H2O + C7E5 (ϵ12/k ) 3023
K), H2O + C10E3 (ϵ12/k ) 3336 K), H2O + C10E4 (ϵ12/k

) 3212 K), H2O + C10E5 (ϵ12/k ) 3148 K), and H2O + C12E5
(ϵ12/k ) 3212 K). In all cases our theory gives a good
description of the liquid-liquid immiscibility, the shape and
position of the closed loops being in good overall agreement
with the experimental curves. Considering that ϵ12 is optimized
by fitting to the experimental LCSTs only, the predicted values
of the UCSTs are in excellent agreement with the experimental
points for the two systems for which experimental UCSTs are
available (H2O + C10E4 and H2O + C10E5). Liquid crystalline
(LC) phases have been observed experimentally in some of the
mixtures shown in Figure 2, generally at low temperatures and
high surfactant concentrations (e.g., see ref 7). Due to the
inability of the theory in its present form to describe this type
of phenomenon, the LC phases have been omitted.
A large number of H2O + CiEj mixtures are studied, and the

unlike mean-field energy parameter ϵ12 is optimized to reproduce
the LCST of the liquid-liquid immiscibility for each particular
system as described earlier. The dependence of ϵ12 on the
number of ethoxy groups j and the length of the alkyl residue
i of the CiEj molecules is represented in Figure 3 for selected
systems. It is interesting to see how the value of ϵ12 changes
with the number of ethoxy groups for fixed values of i: the
dependence is found to be well represented by a quadratic
function of j for fixed values of i (in this case we show the
results for i ) 6 and i ) 12). The specific dependence of ϵ12
is found to be even simpler with respect to i for a fixed value
of j: the results shown in Figure 3b indicate that a simple linear
relationship can be used to accurately describe the relation
between ϵ12 and i. We have chosen the C6Ej and C12Ej series
in order to obtain an analytical relation for the dependence of
ϵ12 on i and j; these systems have a sufficiently different chain
length to enable an accurate interpolation/extrapolation for a
wide number of CiEj systems. A linear least-squares fit of a
quadratic polynomial in j to the values of ϵ12 given in Figure

Figure 2. Tw, w being the weight fraction of surfactant, orthobaric
curves for six aqueous mixtures: H2O + C6E2, H2O + C7E5, H2O +
C10E3, H2O+ C10E4, H2O+ C10E5, and H2O+ C12E5. The experimental
compositions6,7,16,17,19,20 are represented as circles, and the calculated
values are shown as solid curves.

Figure 3. Dependence of the unlike integrated mean-field energy
obtained from fits to particular water + CiEj mixtures for different
numbers of oxyethylene groups and lengths of the alkyl residue in the
surfactant molecule.
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