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Back to the basics
Crystallization: 
Ordo ab Chaos

Disorder Order
• Supercooled liquid 
• Supersaturated solution 
• Amorphous solid
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in Molecular Dynamics Simulations
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ABSTRACT: The nucleation of crystals in liquids is one of nature’s most ubiquitous
phenomena, playing an important role in areas such as climate change and the production
of drugs. As the early stages of nucleation involve exceedingly small time and length scales,
atomistic computer simulations can provide unique insights into the microscopic aspects of
crystallization. In this review, we take stock of the numerous molecular dynamics
simulations that, in the past few decades, have unraveled crucial aspects of crystal
nucleation in liquids. We put into context the theoretical framework of classical nucleation
theory and the state-of-the-art computational methods by reviewing simulations of such
processes as ice nucleation and the crystallization of molecules in solutions. We shall see
that molecular dynamics simulations have provided key insights into diverse nucleation
scenarios, ranging from colloidal particles to natural gas hydrates, and that, as a result, the
general applicability of classical nucleation theory has been repeatedly called into question.
We have attempted to identify the most pressing open questions in the field. We believe
that, by improving (i) existing interatomic potentials and (ii) currently available enhanced
sampling methods, the community can move toward accurate investigations of realistic systems of practical interest, thus bringing
simulations a step closer to experiments.
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1. INTRODUCTION
Crystal nucleation in liquids has countless practical consequen-
ces in science and technology, and it also affects our everyday
experience. One obvious example is the formation of ice, which
influences global phenomena such as climate change,1,2 as well as
processes happening at the nanoscale, such as intracellular
freezing.3,4 On the other hand, controlling nucleation of
molecular crystals from solutions is of great importance to
pharmaceuticals, particularly in the context of drug design and
production, as the early stages of crystallization impact the crystal
polymorph obtained.5,6 Even the multibillion-dollar oil industry
is affected by the nucleation of hydrocarbon clathrates, which can
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The nucleation of crystals
Why do we care?

• The formation of ice
- Atmospheric science 

- Cryobiology

• Molecular crystals from solutions
- Pharmaceuticals 

- Drug design

• Hydrocarbon clathrates

- Oil industry

• Living things
- Biomineralization 

- Alzheimer disease
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Back to the basics - Vol II
Classical Nucleation Theory

Zeldovich,32 on the basis of the pioneering ideas of none other
than Gibbs himself.33 CNT was created to describe the
condensation of supersaturated vapors into the liquid phase,
but most of the concepts can also be applied to the crystallization
of supercooled liquids and supersaturated solutions. According
to CNT, clusters of crystalline atoms (or particles or molecules)
of any size are treated as macroscopic objects, that is,
homogeneous chunks of crystalline phase separated from the
surrounding liquid by a vanishingly thin interface. This
apparently trivial assumption is known as the capillarity
approximation, which encompasses most of the strengths and
weaknesses of the theory. According to the capillarity
approximation, the interplay between the interfacial free energy,
γ:, and the difference in free energy between the liquid and the
crystal, μΔ = , fully describes the thermodynamics of crystal
nucleation. In three dimensions,34 the free energy of formation,
ΔG5 , for a spherical crystalline nucleus of radius r can thus be
written as the sum of a surface term and a volume term

π γ π μΔ = − Δ   
G r r4 4

3
2

surface term

3

volume term

5 : =

(1)

This function, sketched in Figure 1, displays a maximum
corresponding to the so-called critical nucleus size n*

πρ γ
μ

* =
Δ

n
32

3

3

3
* :

= (2)

where ρ* is the number density of the crystalline phase. The
critical nucleus size represents the number of atoms that must be
included in the crystalline cluster for the free energy difference,

μΔ = , to match the free energy cost due to the formation of the
solid−liquid interface. Clusters of crystalline atoms occur within
the supercooled liquid by spontaneous, infrequent fluctuations,
which eventually lead the system to overcome the free energy
barrier for nucleation

π γ
μ

Δ * =
Δ

G 16
3

3

25
:

= (3)

triggering the actual crystal growth (see Figure 1).
The kinetics of crystal nucleation is typically addressed by

assuming that no correlation exists between successive events
increasing or decreasing the number of constituents of the
crystalline nucleus. In other words, the time evolution of the
nucleus size is presumed to be a Markov process, in which atoms
in the liquid either order themselves one by one in a crystalline
fashion or dissolve one by one into the liquid phase. In addition,
we state that every crystalline nucleus lucky enough to overcome
the critical size n* quickly grows to macroscopic dimensions on a
time scale much smaller than the long time required for that
fortunate fluctuation to come about. If these conditions are
met,35 the nucleation rate, that is, the probability per unit time
per unit volume of forming a critical nucleus does not depend on
time, leading to the following formulation of the so-called steady-
state nucleation rate 1

= − Δ *⎛
⎝⎜

⎞
⎠⎟

G
k T

exp0
B

1 1 5

(4)

where kB is the Boltzmann constant and 01 is a prefactor that we
discuss later. The steady-state nucleation rate is the central

quantity in the description of crystallization kinetics, as much as
the notion of critical nucleus size captures most of the
thermodynamics of nucleation.
All quantities specified up to now depend on pressure and

most notably temperature. In most cases, the interfacial free
energy, γ:, is assumed to be linearly dependent on temperature,
whereas the free energy difference between the liquid and
solid phases, μΔ = , is proportional to the supercooling,
Δ = −T T T4 (or the supersaturation). Several approxima-
tions exist to treat the temperature dependence of γS

36 and
μΔ = ,

37 which can vary substantially for different supercooled
liquids.38 In any case, it follows from eq 3 that the free energy
barrier for nucleation, Δ *G5 decreases with supercooling. In
other words, the farther one is from the melting temperatureT4,
the larger the thermodynamic driving force for nucleation is.
Interestingly, in the case of supercooled liquids, kinetics goes

the other way, as the dynamics of the liquid slow down with
supercooling, thus hindering the occurrence of nucleation events.
In fact, although a conclusive expression for the prefactor the
latter is still lacking,39,40 01 it is usually written within CNT as27

ρ=0 kin1 A(: (5)

where ρ: is the number of possible nucleation sites per unit
volume, A is the Zeldovich factor27,41 (accounting for the fact
that several postcritical clusters might still shrink without
growing into the crystalline phase), and kin( is a kinetic
prefactor.39 The latter should represent the attachment rate, that
is, the frequency with which the particles in the liquid phase reach
the cluster rearranging themselves in a crystalline fashion.
However, in a dense supercooled liquid, kin( also quantifies the
ease with which the system explores configurational space,
effectively regulating the amplitude of the fluctuations possibly
leading to the formation of a crystalline nucleus. In short, we can
safely say that kin( involves the atomic or molecular mobility of
the liquid phase, more often than not quantified in terms of the
self-diffusion coefficient +,27 which obviously decreases with
supercooling. Thus, for a supercooled liquid, the competing
trends of Δ *G5 and kin( lead, in the case of diffusion-limited
nucleation,42 to a maximum in the nucleation rate, as depicted in
Figure 2. The same arguments apply when dealing with processes
such as the solidification of metallic alloys.43,44 In the case of
nucleation from solutions, γ: and μΔ = depend mainly on
supersaturation. However, the dependence of the kinetic
prefactor on supersaturation is much weaker than the temper-
ature dependence of kin( characteristic of supercooled liquids.
As a result, there is usually no maximum in the nucleation rate as
a function of supersaturation for nucleation from solutions.45

Although kin( is supposed to play a minor role compared to
the exponential term in eq 4, the kinetic prefactor has been
repeatedly blamed for the quantitative disagreement between
experimental measurements and computed crystal nucleation
rates.39,46 Atomistic simulations could, in principle, help to clarify
the temperature dependence as well as the microscopic origin of

kin( and also of the thermodynamic ingredients involved in the
formulation of CNT. However, quantities such as γ: are not only
infamously difficult to converge within decent levels of
accuracy47,48 but can even be ill-defined in many situations.
For instance, it remains to be seen whether γ:, which, in
principle, refers to a planar interface under equilibrium
conditions, can be safely defined when dealing with small
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fashion or dissolve one by one into the liquid phase. In addition,
we state that every crystalline nucleus lucky enough to overcome
the critical size n* quickly grows to macroscopic dimensions on a
time scale much smaller than the long time required for that
fortunate fluctuation to come about. If these conditions are
met,35 the nucleation rate, that is, the probability per unit time
per unit volume of forming a critical nucleus does not depend on
time, leading to the following formulation of the so-called steady-
state nucleation rate 1

= − Δ *⎛
⎝⎜

⎞
⎠⎟

G
k T

exp0
B

1 1 5

(4)

where kB is the Boltzmann constant and 01 is a prefactor that we
discuss later. The steady-state nucleation rate is the central

quantity in the description of crystallization kinetics, as much as
the notion of critical nucleus size captures most of the
thermodynamics of nucleation.
All quantities specified up to now depend on pressure and

most notably temperature. In most cases, the interfacial free
energy, γ:, is assumed to be linearly dependent on temperature,
whereas the free energy difference between the liquid and
solid phases, μΔ = , is proportional to the supercooling,
Δ = −T T T4 (or the supersaturation). Several approxima-
tions exist to treat the temperature dependence of γS

36 and
μΔ = ,

37 which can vary substantially for different supercooled
liquids.38 In any case, it follows from eq 3 that the free energy
barrier for nucleation, Δ *G5 decreases with supercooling. In
other words, the farther one is from the melting temperatureT4,
the larger the thermodynamic driving force for nucleation is.
Interestingly, in the case of supercooled liquids, kinetics goes

the other way, as the dynamics of the liquid slow down with
supercooling, thus hindering the occurrence of nucleation events.
In fact, although a conclusive expression for the prefactor the
latter is still lacking,39,40 01 it is usually written within CNT as27

ρ=0 kin1 A(: (5)

where ρ: is the number of possible nucleation sites per unit
volume, A is the Zeldovich factor27,41 (accounting for the fact
that several postcritical clusters might still shrink without
growing into the crystalline phase), and kin( is a kinetic
prefactor.39 The latter should represent the attachment rate, that
is, the frequency with which the particles in the liquid phase reach
the cluster rearranging themselves in a crystalline fashion.
However, in a dense supercooled liquid, kin( also quantifies the
ease with which the system explores configurational space,
effectively regulating the amplitude of the fluctuations possibly
leading to the formation of a crystalline nucleus. In short, we can
safely say that kin( involves the atomic or molecular mobility of
the liquid phase, more often than not quantified in terms of the
self-diffusion coefficient +,27 which obviously decreases with
supercooling. Thus, for a supercooled liquid, the competing
trends of Δ *G5 and kin( lead, in the case of diffusion-limited
nucleation,42 to a maximum in the nucleation rate, as depicted in
Figure 2. The same arguments apply when dealing with processes
such as the solidification of metallic alloys.43,44 In the case of
nucleation from solutions, γ: and μΔ = depend mainly on
supersaturation. However, the dependence of the kinetic
prefactor on supersaturation is much weaker than the temper-
ature dependence of kin( characteristic of supercooled liquids.
As a result, there is usually no maximum in the nucleation rate as
a function of supersaturation for nucleation from solutions.45

Although kin( is supposed to play a minor role compared to
the exponential term in eq 4, the kinetic prefactor has been
repeatedly blamed for the quantitative disagreement between
experimental measurements and computed crystal nucleation
rates.39,46 Atomistic simulations could, in principle, help to clarify
the temperature dependence as well as the microscopic origin of

kin( and also of the thermodynamic ingredients involved in the
formulation of CNT. However, quantities such as γ: are not only
infamously difficult to converge within decent levels of
accuracy47,48 but can even be ill-defined in many situations.
For instance, it remains to be seen whether γ:, which, in
principle, refers to a planar interface under equilibrium
conditions, can be safely defined when dealing with small

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00744
Chem. Rev. 2016, 116, 7078−7116

7080

Critical nucleus size

Free energy barrier

Nucleation rate

Kinetic prefactor Free energy barrier

www.slido.com || #Y690 

Crystal growth

http://www.slido.com


Experiments
Nucleation time & length scales: 

nanometers & nanoseconds 

The only quantity that we can (hope to) compare between experiments and simulations:

The nucleation rate

Experiments have no access to e.g. the critical nucleus size

There are colloids…

what really matters when the free energy barrier for nucleation
approaches vanishingly small values. Strong supercooling is
important because this is the regime in which most computa-
tional studies have been performed. Large values of ΔT imply
high nucleation rates and smaller critical nuclei, although as one
moves away from T4, most of the assumptions of CNT are
progressively invalidated.
At this point, given the substantial approximations of CNT64

and especially its old age, the reader might be waiting for us to
introduce the much more elegant, accurate, and comprehensive
theories that experiments and simulations surely embrace today.
Sadly, this is not the case. Countless flavors of nucleation theories
exist. Many of them, such as dynamical nucleation theory,65

mean-field kinetic nucleation theory,66 and coupled flux
theory,67−70 are mainly limited to condensation problems, and
some others have only rarely been applied, for example, to
crystallization in glasses,26 such as diffuse interface theory.71,72

Several improvements on CNT have been proposed, targeting
specific aspects such as the shape of the crystalline nuclei73 or the
finite size of the nonsharp crystal−liquid interface.49 Nucleation
theories largely unrelated to CNT can also be found, such as
classical density functional theory (cDFT)74−77 (classical, not to
be confused with the celebrated quantummechanical framework
of Hohenberg and Kohn78). A fairly complete inventory of
nucleation theories, together with an excellent review of
nucleation in condensed matter, can be found elsewhere.79

Here, we do not discuss the details of any of these approaches, as
indeed none of them has been consistently used to model crystal
nucleation in liquids. This is because CNT, despite having many
shortcomings, is a simple yet powerful theory that is able to
capture at least qualitatively the thermodynamics and kinetics of
nucleation for very different systems, from liquid metals to
organic crystals. It has been extended to include heterogeneous
nucleation, and it is fairly easy to modify it to take into
consideration multicomponent systems such as binary mixtures
as well.27,79

1.2. Experimental Methods

Several different experimental approaches have been employed
to understand the thermodynamics and kinetics of crystal
nucleation in liquids. Although this review discusses theory and
simulations almost exclusively, we present in this section a
concise overview of the state-of-the-art experimental techniques
to highlight their capabilities as well as their limitations.
A schematic synopsis focusing on both spatial and temporal

resolutions is sketched in Figure 4, and an inventory of notable
applications is reported in Table 1. As already stated, nucleation

is a dynamical process usually occurring on very small time and
length scales (nanoseconds and nanometers, respectively). Thus,
obtaining the necessary spatial and temporal resolutions is a
tough technical challenge.
Indeed, true microscopic80 insight has rarely been achieved.

For instance, colloids offer a playground where simple
microscopy can image the particles involved in the nucleation
events, which occur on such long time scales (seconds) that a full
characterization in time of the process has been achieved.81,82

Specifically, confocal microscopy has led to three-dimensional
imaging of colloidal systems, unraveling invaluable information
about the critical nucleus size, for example.83,84

In a similar fashion, Sleutel et al. achieved molecular resolution
of the formation of two-dimensional glucose isomerase crystals
by means of atomic force microscopy.85 This particular
investigation featured actual movies showing both crystal growth
and the dissolution of precritical clusters, as well as providing
information about the influence of the substrate. In addition,
cryo-TEM techniques have recently provided two-dimensional
snapshots of nucleation events at very low temperatures. In
selected cases, where the time scales involved are again on the
order of seconds, dynamical details have been obtained, as in the
cases of CaCO3,

86,87 metal phosphate,88 and magnetite.89

However, more often than not, crystal nucleation in liquids
takes place within time windows too small (nanoseconds) to

Figure 4. Overview of some of the experimental methods that have been applied to characterize nucleation. Ranges of the spatial and temporal
resolutions typical of each approach are reported on the x and y axes, respectively.

Table 1. Selection of Experimental Approaches That Have
Been Employed to Study Nucleation Phenomena, along with
Some Examples of Systems Examined

method example(s)

confocal scanning microscopy colloids,83,84 oogenesis in Xenopus136

AFM glucose isomerase85

SMRT-TEM, HREM organic crystals,137,138 metal phosphate88

cryo-TEM CaCO3,
86,87 magnetide,89 MCM41139

femtosecond X-ray scattering ice90,91

high-speed visible or IR
imaging

ice140

analytical ultracentrifugation CaCO3
128

powder diffraction colloids,94,95 ice96

FTIRS ice,123−125 glycine,126 paracetamol127,141

optical microscopy colloids,81,82 ice92,93

ambient-pressure XPS ice142,143

DSC glass fibers,117 hydrates,118 ice,119−121 metal
alloy122

environmental SEM CaP,144 ice145

flow chamber ice,129−131 n-penthanol132

cloud chamber ice2,133−135
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spatial resolution

Zeldovich,32 on the basis of the pioneering ideas of none other
than Gibbs himself.33 CNT was created to describe the
condensation of supersaturated vapors into the liquid phase,
but most of the concepts can also be applied to the crystallization
of supercooled liquids and supersaturated solutions. According
to CNT, clusters of crystalline atoms (or particles or molecules)
of any size are treated as macroscopic objects, that is,
homogeneous chunks of crystalline phase separated from the
surrounding liquid by a vanishingly thin interface. This
apparently trivial assumption is known as the capillarity
approximation, which encompasses most of the strengths and
weaknesses of the theory. According to the capillarity
approximation, the interplay between the interfacial free energy,
γ:, and the difference in free energy between the liquid and the
crystal, μΔ = , fully describes the thermodynamics of crystal
nucleation. In three dimensions,34 the free energy of formation,
ΔG5 , for a spherical crystalline nucleus of radius r can thus be
written as the sum of a surface term and a volume term

π γ π μΔ = − Δ   
G r r4 4

3
2

surface term

3

volume term

5 : =

(1)

This function, sketched in Figure 1, displays a maximum
corresponding to the so-called critical nucleus size n*

πρ γ
μ

* =
Δ

n
32

3

3

3
* :

= (2)

where ρ* is the number density of the crystalline phase. The
critical nucleus size represents the number of atoms that must be
included in the crystalline cluster for the free energy difference,

μΔ = , to match the free energy cost due to the formation of the
solid−liquid interface. Clusters of crystalline atoms occur within
the supercooled liquid by spontaneous, infrequent fluctuations,
which eventually lead the system to overcome the free energy
barrier for nucleation

π γ
μ

Δ * =
Δ

G 16
3

3

25
:

= (3)

triggering the actual crystal growth (see Figure 1).
The kinetics of crystal nucleation is typically addressed by

assuming that no correlation exists between successive events
increasing or decreasing the number of constituents of the
crystalline nucleus. In other words, the time evolution of the
nucleus size is presumed to be a Markov process, in which atoms
in the liquid either order themselves one by one in a crystalline
fashion or dissolve one by one into the liquid phase. In addition,
we state that every crystalline nucleus lucky enough to overcome
the critical size n* quickly grows to macroscopic dimensions on a
time scale much smaller than the long time required for that
fortunate fluctuation to come about. If these conditions are
met,35 the nucleation rate, that is, the probability per unit time
per unit volume of forming a critical nucleus does not depend on
time, leading to the following formulation of the so-called steady-
state nucleation rate 1

= − Δ *⎛
⎝⎜

⎞
⎠⎟

G
k T

exp0
B

1 1 5

(4)

where kB is the Boltzmann constant and 01 is a prefactor that we
discuss later. The steady-state nucleation rate is the central

quantity in the description of crystallization kinetics, as much as
the notion of critical nucleus size captures most of the
thermodynamics of nucleation.
All quantities specified up to now depend on pressure and

most notably temperature. In most cases, the interfacial free
energy, γ:, is assumed to be linearly dependent on temperature,
whereas the free energy difference between the liquid and
solid phases, μΔ = , is proportional to the supercooling,
Δ = −T T T4 (or the supersaturation). Several approxima-
tions exist to treat the temperature dependence of γS

36 and
μΔ = ,

37 which can vary substantially for different supercooled
liquids.38 In any case, it follows from eq 3 that the free energy
barrier for nucleation, Δ *G5 decreases with supercooling. In
other words, the farther one is from the melting temperatureT4,
the larger the thermodynamic driving force for nucleation is.
Interestingly, in the case of supercooled liquids, kinetics goes

the other way, as the dynamics of the liquid slow down with
supercooling, thus hindering the occurrence of nucleation events.
In fact, although a conclusive expression for the prefactor the
latter is still lacking,39,40 01 it is usually written within CNT as27

ρ=0 kin1 A(: (5)

where ρ: is the number of possible nucleation sites per unit
volume, A is the Zeldovich factor27,41 (accounting for the fact
that several postcritical clusters might still shrink without
growing into the crystalline phase), and kin( is a kinetic
prefactor.39 The latter should represent the attachment rate, that
is, the frequency with which the particles in the liquid phase reach
the cluster rearranging themselves in a crystalline fashion.
However, in a dense supercooled liquid, kin( also quantifies the
ease with which the system explores configurational space,
effectively regulating the amplitude of the fluctuations possibly
leading to the formation of a crystalline nucleus. In short, we can
safely say that kin( involves the atomic or molecular mobility of
the liquid phase, more often than not quantified in terms of the
self-diffusion coefficient +,27 which obviously decreases with
supercooling. Thus, for a supercooled liquid, the competing
trends of Δ *G5 and kin( lead, in the case of diffusion-limited
nucleation,42 to a maximum in the nucleation rate, as depicted in
Figure 2. The same arguments apply when dealing with processes
such as the solidification of metallic alloys.43,44 In the case of
nucleation from solutions, γ: and μΔ = depend mainly on
supersaturation. However, the dependence of the kinetic
prefactor on supersaturation is much weaker than the temper-
ature dependence of kin( characteristic of supercooled liquids.
As a result, there is usually no maximum in the nucleation rate as
a function of supersaturation for nucleation from solutions.45

Although kin( is supposed to play a minor role compared to
the exponential term in eq 4, the kinetic prefactor has been
repeatedly blamed for the quantitative disagreement between
experimental measurements and computed crystal nucleation
rates.39,46 Atomistic simulations could, in principle, help to clarify
the temperature dependence as well as the microscopic origin of

kin( and also of the thermodynamic ingredients involved in the
formulation of CNT. However, quantities such as γ: are not only
infamously difficult to converge within decent levels of
accuracy47,48 but can even be ill-defined in many situations.
For instance, it remains to be seen whether γ:, which, in
principle, refers to a planar interface under equilibrium
conditions, can be safely defined when dealing with small
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Simulations
Molecular simulations could help! 

nanometers & nanoseconds sounds about right…

Classical molecular dynamics (MD) simulations 
Rely on classical/empirical/analytical force fields/interatomic potentials
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The timescale problem

Nothing Nucleation

seconds nanoseconds

Simulations: OK! 
Experiments: no way

Simulations: no way 
Experiments: OK!

The timescale 
problem
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ABSTRACT: The nucleation of crystals in liquids is one of nature’s most ubiquitous
phenomena, playing an important role in areas such as climate change and the production
of drugs. As the early stages of nucleation involve exceedingly small time and length scales,
atomistic computer simulations can provide unique insights into the microscopic aspects of
crystallization. In this review, we take stock of the numerous molecular dynamics
simulations that, in the past few decades, have unraveled crucial aspects of crystal
nucleation in liquids. We put into context the theoretical framework of classical nucleation
theory and the state-of-the-art computational methods by reviewing simulations of such
processes as ice nucleation and the crystallization of molecules in solutions. We shall see
that molecular dynamics simulations have provided key insights into diverse nucleation
scenarios, ranging from colloidal particles to natural gas hydrates, and that, as a result, the
general applicability of classical nucleation theory has been repeatedly called into question.
We have attempted to identify the most pressing open questions in the field. We believe
that, by improving (i) existing interatomic potentials and (ii) currently available enhanced
sampling methods, the community can move toward accurate investigations of realistic systems of practical interest, thus bringing
simulations a step closer to experiments.
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1. INTRODUCTION
Crystal nucleation in liquids has countless practical consequen-
ces in science and technology, and it also affects our everyday
experience. One obvious example is the formation of ice, which
influences global phenomena such as climate change,1,2 as well as
processes happening at the nanoscale, such as intracellular
freezing.3,4 On the other hand, controlling nucleation of
molecular crystals from solutions is of great importance to
pharmaceuticals, particularly in the context of drug design and
production, as the early stages of crystallization impact the crystal
polymorph obtained.5,6 Even the multibillion-dollar oil industry
is affected by the nucleation of hydrocarbon clathrates, which can
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The computational problem(S)
Molecular simulation of crystal nucleation

Microscopic understanding: 
- Mechanics 
- Thermodynamics 
- Kinetics

- The timescale problem: nucleation is a rare event [it means you need statistics] 
- Classical force fields are often not good enough (think heterogeneous crystal nucleation)

Sosso, G.C. et al. (2016). Crystal Nucleation in Liquids: Open Questions and Future Challenges in 
Molecular Dynamics Simulations. Chem. Rev. 116, 7078–7116.
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Brute force molecular dynamics
Sometimes, brute force molecular dynamics simulations are an option: 

• Hard spheres and Lennard-Jones liquids 
• “Simple” liquids (metallic liquids, typically strong supercooling and massive computational effort) 
• Coarse grained simulations (famously, mW water)

Complex systems  
(heterogenous nucleation, 
nucleation from solution…)

• Time
The system must be allowed to evolve in time until spontaneous fluctuations lead to a nucleation event.  

• Size
The system size must be significantly larger than the critical nucleus.  

• Statistics
Significant statistics of nucleation events must be collected. 

www.slido.com || #Y690 

Fitzner, M., Sosso, G.C., Cox, S.J., and Michaelides, A. (2015).   
J. Am. Chem. Soc. 137, 13658–13669.

http://www.slido.com


Enhanced sampling

Enhanced sampling techniques 
1. Free energy methods
2. Path sampling methods
3. (Seeded molecular dynamics)

What are we looking for? 
• Speed up simulations (so that we can observe nucleation eventS) 
• Avoid tempering with the natural evolution of the system (dynamics & mechanism) 
• Get the microscopic mechanism and the kinetics of nucleation (nucleation rate)

Complex systems/scenarios require…
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Order parameters
Order parameters

You assume you can describe nucleation using one  
(or a few. Or a lot.) order parameter(s)

e.g. Ice nucleation: 
The order parameter is the number of water 
molecules within the largest ice nucleus (a 

plethora of options exist!)

In reality… 
• More than one structural degree of freedom 
• Density (nucleation from solution) 
• The substrate (heterogeneous nucleation) 
• Two-step nucleation

i.e. coarse graining the free energy surface
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Free energy methods
The usual suspects: 

• Umbrella sampling 
• Metadynamics

The idea: 
Add an external bias potential,  

driving the system on top of the free energy barrier

What do you get: 
• The free energy barrier 
• The critical nucleus size 
• The mechanism? Maybe… 
• The dynamics (kinetics prefactor)? Maybe…

Order 
parameter

Free energy 
(unknown!)

www.slido.com || #Y690 

Laio, A., and Parrinello, M. (2002).  
Proc Natl Acad Sci U S A 99, 12562–12566.
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Free energy methods ++

There are ways to get rates starting from the free energy surface: 
• Bennett-Chandler (transition state theory-based methods) [incredibly costly] 
• Rates from metadynamics [works for either simple or fast systems]

What you don’t get: 
The kinetics, i.e. the nucleation rate

Salvalaglio, M., et al (2016). The Journal of Chemical Physics 145, 211925.
Nucleation of a liquid droplet from vapour (Lennard-Jones)

Works if no bias is added on top of the free energy barrier
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Path sampling methods
The usual suspects: 

• (Transition path sampling) 
• Transition interface sampling 
• Forward flux sampling

The idea: 
• The path(S) from A (liquid) to B (crystal) are described in terms of an order parameter  

[e.g. ice nucleation: 𝜆 is the number of water molecules in the largest ice nucleus] 
• We want to know the probability P(B|A) of going from A (e.g. water) to B (e.g. ice)
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Crystal nucleation in liquids has countless practical consequen-
ces in science and technology, and it also affects our everyday
experience. One obvious example is the formation of ice, which
influences global phenomena such as climate change,1,2 as well as
processes happening at the nanoscale, such as intracellular
freezing.3,4 On the other hand, controlling nucleation of
molecular crystals from solutions is of great importance to
pharmaceuticals, particularly in the context of drug design and
production, as the early stages of crystallization impact the crystal
polymorph obtained.5,6 Even the multibillion-dollar oil industry
is affected by the nucleation of hydrocarbon clathrates, which can
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Forward flux sampling

• At each interface 𝜆i  we shoot a (large) number of trial molecular dynamics runs 
• Those that reach the next interface (𝜆i+1) are used as starting point to reach the 

following interface, and so on…

We start by looking at the natural fluctuations of the system 
Long unbiased molecular dynamics run
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FIG. 3. Natural fluctuations of the TIP4P/Ice water network on top of the KAOOH surface at

230 K, as obtained from a 4 µs long unbiased MD simulation. The probability density P (�) of the

number � of ice-like molecules within the largest connected cluster is shown. A typical example of

an Ih (orange spheres, red sticks) cluster exposing the prism face to the KAOOH surface is shown

in the inset. Most of the KAOOH surface is depicted using light blue spheres irrespective of the

atomic species, although the oxygen and hydrogen atoms of the surface hydroxyl groups are shown

in red and white respectively).

Here, we have explicitly compared the preference of the hydroxylated (001) surface of

kaolinite for nucleating either Ih or Ic by means of seeded MD simulations. Specifically, we

have inserted several crystalline nuclei of either cubic or hexagonal ice into the system, and

then subsequently observed at which temperature they shrink into the liquid phase and at

which temperatures they proceed toward full crystallization. Seeded MD simulations are

one e�cient way of obtaining a qualitative picture of crystal nucleation and growth, hav-

ing been successfully used recently to explore homogeneous water freezing49–51. In the case

of heterogeneous ice nucleation, however, one serious issue with seeded MD simulations is

the choice/construction of the crystalline seeds. In fact, it is (i.) rather di�cult to guess

a priori which crystallographic face - if any - of a certain ice polytype will form at the

water-kaolinite interface and (ii) it is even more challenging to construct a feasible hydrogen

bond network between the ice seed and the surface. In this work it is clear how to resolve

problem (i) as we already know that the prism face of Ih and the basal face of Ic bind to

kaolinite most strongly23. As for the hydrogen bond network, we have employed metady-

9
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The free energy barrier? Maybe… 
The critical nucleus size? Maybe…

What you don’t get: 
The dynamics (kinetics prefactor)

Forward flux sampling
What do you get?

The nucleation mechanism

164 than two times larger than our estimate for the heterogeneous
165 case.
166 At this supercooling, homogeneous water nucleates into
167 stacking disordered ice (a mixture of Ih and Ic).

33−35 However,
168 the presence of the clay leads to a very different outcome. To
169 analyze the competition between Ih and Ic, we have adopted the
170 topological criterion introduced in ref 22 (see the Supporting
171 Information), pinpointing the building blocks of Ic (double-
172 diamond cages, DDC) and Ih (hexagonal cages, HC) within the

f2 173 largest ice nuclei. The results are summarized in Figure 2: for

174 ice nuclei in the bulk, a slightly larger fraction of HC with
175 respect to DDC develops until they disappear because of the
176 dominance of the much more favorable nuclei at the surface. In
177 contrast, nuclei at the surface contain a large fraction of HC
178 from the earliest stages of the nucleation, and they exclusively
179 expose the prism face of Ih to the hexagonal arrangement of
180 hydroxyl groups of the clay. This is consistent with what has
181 been suggested previously by classical MD simulations19,20 and
182 demonstrates that at this supercooling heterogeneous nuclea-
183 tion takes place solely via the hexagonal ice polytype, in
184 contrast with homogeneous nucleation. Experimental evi-
185 dence35 suggests that stacking disordered ice on kaolinite is
186 likely to appear after the nucleation process because of the
187 kinetics of crystal growth and the presence of surfaces other
188 than the hydroxylated (001).
189 In the homogeneous case, critical nuclei tend to be rather
190 spherical even at this strong supercooling.22 However, we see a

f3 191 very different behavior here. This is illustrated in Figure 3,

192where we show as a function of λ the asphericity parameter α
193(which is equal to zero for spherical objects and one for an
194infinitely elongated rod), for nuclei in the bulk and at the
195surface. Note that heterogeneous CNT predicts (on flat
196surfaces) critical nuclei in the form of spherical caps, the
197exact shape of which is dictated by the contact angle, θIce,Surf ,
198between the nuclei and the surface.11 For instance, α = 0.094
199for a pristine hemispherical cap, corresponding to θIce,Surf = 90°.
200Also reported in Figure 3 is the spatial extent Δz of the nuclei
201along the direction normal to the slab (the exact definitions of
202α and Δz are provided in the Supporting Information). Nuclei
203within the bulk tend to be rather spherical. A small increase in
204the asphericity is observed right before these nuclei disappear
205and are replaced with nuclei at the surface. This regime, in
206which the nuclei in the bulk grow substantially and become less
207spherical, possibly corresponds to the onset of the inflection
208region observed within the homogeneous case. However, here
209nucleation is dominated by the surface. While nuclei at the
210surface are initially quite similar to spherical caps, they tend to
211grow by expanding at the water−kaolinite interface because of
212the favorable templating effect of the hydroxyl groups, which
213favors the formation of the prism face of Ih.

19 This can clearly
214be seen by looking at the substantial increase in α for the nuclei
215at the surface, which is accompanied by a slight drop in Δz
216corresponding to an expansion of the nuclei in two dimensions.
217Once the nuclei have overcome the critical nucleus size, they
218tend to return to a more isotropic and compact form, while
219accumulating new ice layers along the normal to the surface.
220We note that due to the strong two-dimensional nature of the
221critical ice nuclei, special care has to be taken to avoid finite size
222effects. We have therefore used a simulation box with lateral

Figure 2. Average number of double-diamond cages ⟨DDC⟩Bulk and
hexagonal cages ⟨HC⟩Bulk within the largest ice nuclei (identified
according to the order parameter λ) in the bulk of the liquid slab only
as a function of λ (nuclei in the bulk disappear beyond the value of λ
marked by the vertical green line). Averages for the largest ice nuclei
sitting on top of the kaolinite (001) hydroxylated surface (⟨DDC⟩Surf
and ⟨HC⟩Surf) are also reported. The insets depict DDC and HC
within an ice nucleus in the bulk at the early stages of nucleation (left)
and a postcritical ice nucleus at the water−clay surface (right). Oxygen
atoms belonging to the largest ice nucleus (hydrogens not shown) are
depicted in blue (DDC), red (HC), and yellow (both DDC and HC).
Atoms belonging to the largest ice nucleus but not involved in any
DDC or HC are shown in gray.

Figure 3. Asphericity parameter, α, and spatial extent of the ice nuclei
along the direction normal to the clay slab, Δz, as a function of λ for
ice nuclei in the bulk (αBulk and ΔzBulk). Nuclei in the bulk disappear
beyond the value of λ marked by the vertical green line. Averages
within the ice nuclei sitting on top of the kaolinite (001) hydroxylated
surface (αSurf and ΔzSurf) are also reported. The insets correspond to
typical ice nuclei containing about 105, 200, and 325 (from left to
right) water molecules.

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.6b01013
J. Phys. Chem. Lett. XXXX, XXX, XXX−XXX
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Seeded MD
• A crystalline seed of a given size is inserted beforehand into the system 
• Run different molecular dynamics simulations: same starting point, different temperatures

If the nucleus is (on average) neither growing or melting, it is critical at that temperature

This is much faster then either e.g. metadynamics or forward flux sampling 
But you have to know what sort of crystal is actually nucleating
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Seeded MD
So now you have the critical nucleus size N*…

Use CNT to compute the nucleation rate. You need: 
• The kinetic prefactor (attachment rate) 
• The free energy barrier

Zeldovich,32 on the basis of the pioneering ideas of none other
than Gibbs himself.33 CNT was created to describe the
condensation of supersaturated vapors into the liquid phase,
but most of the concepts can also be applied to the crystallization
of supercooled liquids and supersaturated solutions. According
to CNT, clusters of crystalline atoms (or particles or molecules)
of any size are treated as macroscopic objects, that is,
homogeneous chunks of crystalline phase separated from the
surrounding liquid by a vanishingly thin interface. This
apparently trivial assumption is known as the capillarity
approximation, which encompasses most of the strengths and
weaknesses of the theory. According to the capillarity
approximation, the interplay between the interfacial free energy,
γ:, and the difference in free energy between the liquid and the
crystal, μΔ = , fully describes the thermodynamics of crystal
nucleation. In three dimensions,34 the free energy of formation,
ΔG5 , for a spherical crystalline nucleus of radius r can thus be
written as the sum of a surface term and a volume term

π γ π μΔ = − Δ   
G r r4 4

3
2

surface term

3

volume term

5 : =

(1)

This function, sketched in Figure 1, displays a maximum
corresponding to the so-called critical nucleus size n*

πρ γ
μ

* =
Δ

n
32

3

3

3
* :

= (2)

where ρ* is the number density of the crystalline phase. The
critical nucleus size represents the number of atoms that must be
included in the crystalline cluster for the free energy difference,

μΔ = , to match the free energy cost due to the formation of the
solid−liquid interface. Clusters of crystalline atoms occur within
the supercooled liquid by spontaneous, infrequent fluctuations,
which eventually lead the system to overcome the free energy
barrier for nucleation

π γ
μ

Δ * =
Δ

G 16
3

3

25
:

= (3)

triggering the actual crystal growth (see Figure 1).
The kinetics of crystal nucleation is typically addressed by

assuming that no correlation exists between successive events
increasing or decreasing the number of constituents of the
crystalline nucleus. In other words, the time evolution of the
nucleus size is presumed to be a Markov process, in which atoms
in the liquid either order themselves one by one in a crystalline
fashion or dissolve one by one into the liquid phase. In addition,
we state that every crystalline nucleus lucky enough to overcome
the critical size n* quickly grows to macroscopic dimensions on a
time scale much smaller than the long time required for that
fortunate fluctuation to come about. If these conditions are
met,35 the nucleation rate, that is, the probability per unit time
per unit volume of forming a critical nucleus does not depend on
time, leading to the following formulation of the so-called steady-
state nucleation rate 1

= − Δ *⎛
⎝⎜

⎞
⎠⎟

G
k T

exp0
B

1 1 5

(4)

where kB is the Boltzmann constant and 01 is a prefactor that we
discuss later. The steady-state nucleation rate is the central

quantity in the description of crystallization kinetics, as much as
the notion of critical nucleus size captures most of the
thermodynamics of nucleation.
All quantities specified up to now depend on pressure and

most notably temperature. In most cases, the interfacial free
energy, γ:, is assumed to be linearly dependent on temperature,
whereas the free energy difference between the liquid and
solid phases, μΔ = , is proportional to the supercooling,
Δ = −T T T4 (or the supersaturation). Several approxima-
tions exist to treat the temperature dependence of γS

36 and
μΔ = ,

37 which can vary substantially for different supercooled
liquids.38 In any case, it follows from eq 3 that the free energy
barrier for nucleation, Δ *G5 decreases with supercooling. In
other words, the farther one is from the melting temperatureT4,
the larger the thermodynamic driving force for nucleation is.
Interestingly, in the case of supercooled liquids, kinetics goes

the other way, as the dynamics of the liquid slow down with
supercooling, thus hindering the occurrence of nucleation events.
In fact, although a conclusive expression for the prefactor the
latter is still lacking,39,40 01 it is usually written within CNT as27

ρ=0 kin1 A(: (5)

where ρ: is the number of possible nucleation sites per unit
volume, A is the Zeldovich factor27,41 (accounting for the fact
that several postcritical clusters might still shrink without
growing into the crystalline phase), and kin( is a kinetic
prefactor.39 The latter should represent the attachment rate, that
is, the frequency with which the particles in the liquid phase reach
the cluster rearranging themselves in a crystalline fashion.
However, in a dense supercooled liquid, kin( also quantifies the
ease with which the system explores configurational space,
effectively regulating the amplitude of the fluctuations possibly
leading to the formation of a crystalline nucleus. In short, we can
safely say that kin( involves the atomic or molecular mobility of
the liquid phase, more often than not quantified in terms of the
self-diffusion coefficient +,27 which obviously decreases with
supercooling. Thus, for a supercooled liquid, the competing
trends of Δ *G5 and kin( lead, in the case of diffusion-limited
nucleation,42 to a maximum in the nucleation rate, as depicted in
Figure 2. The same arguments apply when dealing with processes
such as the solidification of metallic alloys.43,44 In the case of
nucleation from solutions, γ: and μΔ = depend mainly on
supersaturation. However, the dependence of the kinetic
prefactor on supersaturation is much weaker than the temper-
ature dependence of kin( characteristic of supercooled liquids.
As a result, there is usually no maximum in the nucleation rate as
a function of supersaturation for nucleation from solutions.45

Although kin( is supposed to play a minor role compared to
the exponential term in eq 4, the kinetic prefactor has been
repeatedly blamed for the quantitative disagreement between
experimental measurements and computed crystal nucleation
rates.39,46 Atomistic simulations could, in principle, help to clarify
the temperature dependence as well as the microscopic origin of

kin( and also of the thermodynamic ingredients involved in the
formulation of CNT. However, quantities such as γ: are not only
infamously difficult to converge within decent levels of
accuracy47,48 but can even be ill-defined in many situations.
For instance, it remains to be seen whether γ:, which, in
principle, refers to a planar interface under equilibrium
conditions, can be safely defined when dealing with small

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.5b00744
Chem. Rev. 2016, 116, 7078−7116

7080

Nucleation rate

Kinetic prefactor Free energy barrier

The kinetic prefactor is computed by looking at the attachment  rate

The free energy barrier is computed from N*, the density of the crystalline phase, and   
the free energy difference between the liquid and the crystal [thermodynamic integration]

It works!

• Error propagation 
• You assume CNT throughout!
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Embracing the failure

We now have the whole arsenal of enhanced sampling methods at our disposal

We choose the simplest system: 
Colloids

Simulations: 
Simple(ST) potential: Hard spheres [computationally very fast]

We can deploy the whole arsenal … unbiased MD/MC, US, FFS, KMC…

V(ri,j)

ri,j

ri,j

We want to compare the experimental nucleation rates with those 
computed via molecular simulations
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Embracing the failure
Experiments: 

Colloidal particles can be imaged in real time and space (e.g. PMMA, confocal microscopy)

Nucleation Rates - Experimental vs Computational 
This is so simple it has to work!

Gasser, U., et al. (2001).  
Real-Space Imaging of Nucleation and Growth in Colloidal Crystallization.  

Science 292, 258–262.
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Embracing the failure

Volume fraction  
proportional to the number density

Topical Review

7

of the capillarity approximation for very small nuclei [228–
231]. Still, CNT is most widely used to interpret data obtained 
in nucleation experiments and simulations [14, 186, 209].

Alternatively, Dixit and Zukoski have proposed a kinetic 
model which does not involve nucleation as an activated pro-
cess [232, 233]. It is based on a depletion zone model similar 
to that of Derber [234] of a crystalline object forming and 
growing limited only by the interplay between the enhanced 
thermodynamic driving force and the reduced particle diffu-
sivity in determining crystal nucleation rates as the particle 
density is increased. Scaled to the short time self diffusion 
coefficient, their model describes the nucleation rates, induc-
tion times and growth rates of experimental HS systems 
remarkably well without any further free parameters [233].

By 1999 most nucleation data had been taken on HS systems. 
Figure 1 shows as a first highlight of research on colloidal 
crystallization the older data and those obtained since the 
millennium. Here we compare results for scaled nucleation 
rate densities, J* = J (2a)5/DS

long, where a denotes the particle 
radius, and DS

long is the long time self diffusion coefficient. We 
compile data on HS from experiment [206, 148, 235–239] and 
simulation [240–244, 188]. Several points are to be noticed. 
First the available database has increased enormously since 
1999 [10]. Now data are available for experimental PMMA 
spheres, slightly charged PMMA spheres and PS micro-gel 
spheres for over 8 orders of magnitude in J* and packing frac-
tions in the range of 0.515 ≤ Φ ≤ 0.585. Thus the upper part of 
the coexistence regime, as well as the crystalline phase up 
to the glass transition, has been probed. Moreover, a similar 
amount of data over a very similar range is now available from 
simulations employing different techniques and potentials.

An interesting observation can be made in figure  1: the 
experimental data appear to sort into two groups. However, 
some caution is needed here, because of the large systematic 
uncertainties still remaining in the packing fraction determi-
nation. We therefore include an exemplary optimistic error bar 
in figure 1. Taking the apparent grouping seriously, one may 
ask for possible correlations with other sample properties. PS 
micro-gel particles are only observed in the lower data group, 
PMMA particles are observed in both groups. In the case of 
the PMMA spheres investigated by He [235], the authors note 
that both systems were synthesized, coated and conditioned 
and characterized exactly the same way. Thus here the sys-
tematic error in Φ can be neglected and another reason for 
the discrepancy has to be sought. Some possibilities have 
already been indicated by He et al First, the smaller particles 
could have a slightly softer potential because their coating 
is more extended as compared to the particle radius. For a 
softer potential, however, a notably increased J* is expected, 
as can be seen from the simulations of Kawasaki et al [188], 
who used particles with a Weeks Chandler Andersen-potential 
[245]. Also Gasser et al found, for slightly charged HS (ΦF = 
0.38) [186], that their rates from confocal microscopy were 
larger than for HS particles and showed only little Φ depend-
ence. However, the smaller experimental HS of [235] show 
lower J*. A second possibility to slow nucleation is poly-
dispersity, as, for example, seen by comparing the two data 
sets of Auer and Frenkel [240, 241]. In the experiments, the 
smaller PMMA species in fact has the larger polydispersity. 
However, the size similar large PMMA-species of Sinn [236] 
are found within the same group as the large PMMA spheres 
of He, despite a factor of two difference in polydispersity.

Another difference between the two PMMA species, 
already pointed out by the authors, could be the influence of 
gravity. In fact, as was recently noted by Russo et al [246], 
the two groups of data sort by their significantly different 
Peclet numbers, Pe, which characterize the ratio of diffusion 
to sedimentation time scales. The upper group shows Pe  ≈  
0.3, the lower group Pe  ≈  10 − 2. Also, the sedimentation-free 
simulations agree considerably better with the lower group, 
while data extracted from simulations with sedimentation, per-
formed by Russo et al on particles with WCA interaction at 

Figure 1. Scaled nucleation rate densities from experiment 
(closed symbols) and simulation (open symbols) in dependence 
on effective HS packing fraction. Data seemingly sort in three 
groups. One is those obtained by Schätzel and Ackerson (PMMA, 
a = 500 nm s = 0.05, in tetraline/decalin, squares) [206], He et al 
(PMMA, a = 495 nm, s = 0.05, in tetraline/decalin, dots) [235] 
and Sinn et al (PMMA, a = 445 nm, s = 0.025, in tetraline/decalin, 
diamonds) [237]. The second experimental data group comprises 
data of Harland et al (PMMA, a = 495 nm, s = 0.05, in tetraline/
decalin, down triangles) [235, 148], He et al (PMMA, a = 215 nm, 
s = 0.07, in tetraline/decalin, up triangles) [235], Iacopini et al 
(polystyrene micro-gels, cross-link density 1:10, a = 423 nm, s 
= 0.065, in 1-EN, left triangles) [238] and Franke (polystyrene 
micro-gels, cross-link density 1:30, a = 410 nm, s = 0.055, in 
1-EN, right triangles) [239]. The horizontal error bar gives an 
estimate for an uncertainty in packing fraction of  ± 0.0051 in Φ. 
The simulation data for HS systems form another group. Here 
we show data of Auer and Frenkel for monodisperse HS (circles) 
[240] and HS with s = 0.05 (pentagons) [241], of Filion et al  
[242, 243] for monodisperse HS obtained from a Bennett–
Chandler type theory where the nucleation barrier is determined 
using umbrella sampling simulations (left triangle), by forward 
flux sampling (right triangle) and by molecular dynamics (down 
triangle) as well as those Schilling et al [243] obtained for 
monodisperse HS by molecular dynamics simulations (diamonds) 
and Monte Carlo simulations (squares). These simulations of HS 
show a much stronger packing fraction dependence of the scaled 
nucleation rate density at low Φ than experimental data. At large 
Φ the agreement between simulation data and experimental data 
of the second group is quite remarkable. For comparison we also 
show the simulation data of Kawasaki et al (hexagons) [188] for 
a monodisperse system of spheres with WCA interactions used to 
approximate HS interactions [245].
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Why? 
• It is not about the computational methods 
• Chances are this is about the model…
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Embracing the failure
Water into ice 

homogeneous nucleation

approaches therefore also seems to be unlikely as the source of
the disagreement. What the cause is remains elusive.
Because we cannot cover all of the work shown in Figure 11 in

detail here, we now discuss just two studies. First, that of Sanz et
al.,51 which agrees best with the experimental rates. The authors
used the TIP4P/2005 and TIP4P/Ice water models in
combination with seeded MD simulations (see section 1.3.2.
For more details, the reader is referred to the original article51).
Seeding involves considerably more assumptions than, for
example, US or FFS. In particular, the approach assumes a
CNT-like free energy profile, although it does not usually employ
the macroscopic interfacial free energy. Furthermore, the
temperature dependence of key quantities such as γ: and μΔ =
(see section 1.1.1) is approximated. Nevertheless, the agreement
between their nucleation rates and experiment seemingly
outperformed other approaches. In amore recent work, Espinosa
et al.326 obtained nucleation rates for a few other water models as
well. However, it should be noted that the good agreement
between the nucleation rates reported in refs 51 and 326 and the
experimental data could originate from error cancellation. In fact,
whereas the rather conservative definition of crystalline nucleus
adopted in these works will lead to small nucleation barriers (and
thus to higher nucleation rates), the TIP4P family of water
models is characterized by small thermodynamic driving forces
to nucleation,327 which, in turn, results in smaller nucleation
rates.
The second work we briefly discuss here is the very recent

study (2015) of Haji-Akbari and Debenedetti.327 The authors
directly calculated the nucleation rate at 230 K of an all-atom
model of water (TIP4P/ICE) using a novel FFS sampling
approach.327 This was a tour de force, but strikingly, their rates
differed from experiment by about 11 orders of magnitude. The
authors noted that this might be as close as one can actually get to
experiment with current classical water models. This is because of
the extreme sensitivity of nucleation rates to thermodynamic

properties such as γ: and μΔ = , which, according to CNT, enter
exponentially (section 1.1.1) in the definition of1 . For instance,
an uncertainty of only 6−7% for γ: at 235 K leads to an error of
about 9 orders of magnitude in1 .322 Experimental estimates for
γ range from 25 to 35 mN/m;341 computational estimates range
from about 20342 to 35 mN/m.343 As another example, Haji-
Akbari and Debenedetti327 explicitly quantified the extent to
which the TIP4P/Ice model underestimates the free energy
difference μΔ = between the crystalline and liquid phases and
found that the mismatch between μΔ (TIP4P/Ice)= and

μΔ (experimental)= alone leads to an overestimation of the
free energy barrier for nucleation of about 60%, which translates
into nucleation rates up to 9 orders of magnitude larger. In fact,
taking into account such a discrepancy brings the results of Haji-
Akbari and Debenedetti within the confidence interval of the
experimental data. Thus, it is clear that we simply do not know
some key quantities accurately enough to expect perfect
agreement between simulations and experiments.
In addition to issues of modeling water/ice accurately, finite-

size effects can be expected to also play a role [as they do with
Lennard-Jones systems (section 2.2) and molecules in solution
(section 2.5)]. Only recently was this issue addressed explicitly
for ice nucleation by English and Tse344 in unbiased simulations
with the mW model. They were able to simulate systems
containing nearly 10 million water molecules on a microsecond
time scale and found that larger systems favor the formation of
crystallization precursors compared to smaller ones. Interest-
ingly, lifetimes of the precursors were found to be less sensitive to
system size. A quantitative understanding of finite-size effects on
nucleation rates remains elusive nevertheless.
In summary, it can be said that, in terms of accurate nucleation

rates, experiments are still clearly superior to simulations.
However, the advantage of simulations is that the nucleation
mechanism can also be obtained, which, at present, is not

Figure 11. Compilation of homogeneous nucleation rates for water, obtained by experiments and simulations. The x axis shows the supercooling with
respect to the melting point of different water models or 273.15 K for experiment. The y axis shows the logarithm of the nucleation rate in m−3 s−1. Rates
obtained with computational approaches are shown as solid symbols; experimental rates are shown as crossed symbols. For each computational study,
the computational approach and the water force field used are specified. The nucleation study of Sanz et al.51 is not included in this graph, because their
study was conducted at a small supercooling (20 K), which resulted in a very low estimated nucleation rate far outside this plot (it would correspond to
−83 on the y axis). Taborek329 performed measurements with different setups, namely, using sorbitan tristearate (STS) and sorbitan trioleate (STO) as
surfactants. Data for the graph were taken from refs 124, 299, 301, and 322−335.
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Blaming: The Art Of

Seeded MD vs FFS: 
Inconsistent (five orders of magnitude for mW at strong supercooling)

In principle, FFS simulations are the most accurate/reliable option

𝛥𝜇 (TIP4PIce) is about %20 smaller than 𝛥𝜇 (exp) 
➪ 9 orders of magnitude!

The interfacial free energy is equally cumbersome [stacking disordered ice]

• We need better models  
• It’s not about absolute numbers 
• It’s about relative trends

Blaming the methods

Some FFS simulations at exactly the same conditions are inconsistent 

Blaming the models

The discrepancy between mW and TIP4P is expected

Tiny error in the reproducing the thermodynamical properties lead to 
enormous errors in the nucleation rates
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• Crystal nucleation is important 

• It is a challenge for experiments and simulations 

• The computational options: 

- Brute force molecular dynamics 

- Free energy methods 

- Path sampling methods 

- Seeded MD 

• Nucleation Rates: Exp. vs Sim. 

- We fail even when considering colloids 

- Methods and models are both to be blamed 

- It is all about relative trends

http://www.slido.com


My research
Atomistic simulations of  

heterogeneous ice nucleation

Why do we care?
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determined by DSC (results not shown). This result was in
accordance with previous studies [5,25]. Our study thus
indicates that in addition to the detrimental effect of the
extraliposomal ice, the abrupt increase in leakage found
in Fig. 1a could also be due to the phase transition of
EPC. In contrast to EPC, DPPC undergoes the phase tran-
sition at 41 !C [6,11,12,32]. Therefore, extraliposomal ice
formation was believed to be solely responsible for the
leakage of DPPC LUV that started at !10 !C and the sub-
sequent rapid increase of leakage between !10 !C and
!25 !C (Fig. 1b). The detrimental effect of the extracellular
ice has been previously reported [16,19,50,54]. Such delete-
rious effect of the extraliposomal ice was apparent for the
DPPC LUV but not for the EPC LUV. This suggestion
was made as the temperature of the extraliposomal ice for-
mation and the EPC phase transition both fall within the
temperature range in which the abrupt increase in the leak-
age of EPC LUV was observed.

As water forms ice, the phase volume of the unfrozen
matrix decreases. The reduction of the phase volume of
the unfrozen matrix freeze-concentrated the EPC LUV
and DPPC LUV to a closer proximity that eventually led
to the aggregation of vesicles (Fig. 3). The effect of
freeze-concentration and aggregation of the EPC LUV,
however, did not lead to a continuous leakage of the
EPC LUV as temperatures decreased at 10 !C/min
(Fig. 1a).

On the other hand, the freeze-concentrated, compressed
and aggregated DPPC LUV in the unfrozen matrix (Fig. 3c
and d) attributed to the gradual increase in leakage of
DPPC LUV as temperatures were lowered to !40 !C at
10 !C/min (Fig. 1b). It should be noted that the reduction
of the phase volume of the unfrozen matrix also caused an
increase of salt concentration in the unfrozen matrix
[29,34,40]. The increase of salt concentration and the sub-
sequent increase in osmotic pressure in the unfrozen matrix
had been ascribed to promote cellular dehydration, which
was accounted for the slow freeze-injury involving freezing
rates of below 1 !/min [34,41].

In the current study, extraliposomal ice formation of the
DPPC LUV was observed at !9 !C and the intraliposomal
freezing was observed at !43 !C when cooled at a relatively
‘fast’ cooling rate of 10 !C/min (Fig. 9a). Consequently, the
DPPC LUV could have been exposed to osmotic stress
across the bilayer upon the extraliposomal ice formation
and before the intraliposomal ice formation. The exposure
of DPPC LUV to osmotic stress, however, was short since
the cooling rate was relatively ‘fast’. The innocuous effect
of the short exposure of DPPC to osmotic stress was evi-
dent in Fig. 3c and d in which the DPPC LUV appeared
to be solid spherical at !15 !C and !40 !C. Thus, lesion
and leakage of the DPPC LUV was mainly caused by the
freeze-concentration and compression effects, which were
a result of the phase volume reduction of the unfrozen

Fig. 3. Scanning electron micrographs of EPC LUV and DPPC LUV that were cooled to !15 !C, !40 !C and !55 !C at 10 !C/min. (a) EPC LUV at
!15 !C; arrows show the squashed and flattened EPC LUV, (b) EPC LUV at !55 !C, (c) DPPC LUV at !15 !C, (d) DPPC LUV at !40 !C; arrows show
the freeze-concentrated DPPC LUV at the unfrozen channels. The inset in the micrographs shows a magnified unfrozen channel.

L.F. Siow et al. / Cryobiology 55 (2007) 210–221 215

Ice formation on top of lipid bilayers 

Cryobiology, 55, 210 (2007)

Cryobiology:  
Intracellular freezing  

(cryotherapy and 
cryopreservation)

Figure 1: Illustration of ice formation in clouds (left), together with the typical simulation setup (right)
we will employ to unravel the mechanism of heterogeneous ice nucleation on the clay mineral kaolinite.
The simulation box on the right side depicts an ice nucleus (blue/light blue balls and sticks) within a
film of liquid water (red and white balls stands for oxygen and hydrogen atoms respectively) on top of
kaolinite layer (light blue and yellow polyhedra represent octahedral hydroxide and tetrahedral silicate
sheets respectively, see text.)

Figure 2: a) Side view of a single kaolinite layer, constituted by a tetrahedral silicate sheet (yellow
polyhedra) and an octahedral hydroxide sheet (light blue polyehdra). Oxygen and hydrogen atoms are
depicted in red and white respectively. b) Top view of the (001) hydroxylated surface of kaolinite. Silicon
and aluminium atoms are depicted in yellow and light-blue respectively. Only oxygen and hydrogen atoms
belonging to the surface hydroxile groups are shown. c) The (001) hydroxylated surface of kaolinite is
amphoteric. Pink (dotted) lines highlight two hydrogen bonds where two hydroxile groups on the surface
act as donor or as acceptor.

Scientific goals and objectives

Being able to investigate the heterogeneous ice nucleation mechanism on kaolinite represents a break-
through in the simulation of rare events. While several works have succeeded in describing heterogeneous
ice nucleation on model systems, in here we aim to obtain an unprecedented insight into a realistic sys-
tem of utmost relevance within the atmospheric science community as well as within the field of crystal
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Mineral  
Dust

Atmospheric science:  
Clouds formation and dynamics  

(climate change)
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Heterogeneous Ice Nucleation

It is surprisingly difficult to freeze pure water 
One has to go to -40 0C…

Ice on Earth forms thanks to 
heterogeneous nucleation

certain value of a macroscopic variable (such as energy, volume or solid cluster size n in a

supercooled liquid) is related in the canonical ensemble to the Helmholtz free energy F by:

P (n) =
1

Z
exp


�F (n)

k
B

T

�
(3)

where T is the temperature, k
B

the Boltzmann constant and Z the canonical partition

function of the system. As we can see from figure 1b the heterogeneous free energy for

forming a cluster is always lower than for the homogeneous case. According to equation 3

this in turn means that the probability of finding a cluster of certain size is generally larger in

the heterogeneous case and hence the cluster size distribution for heterogeneous nucleation

events should be shifted towards larger values of n.
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Figure 1: a) Sketch of nucleus formation on a solid flat impurity in hetCNT. The contact
angle ✓ and the corresponding shape factor f(✓) determine the enhancement of the nucleation
process compared to the homogeneous case. b) Illustration of the expected change of the
free energy profile for a cluster containing n molecules for di↵erent contact angles according
to hetCNT. Picture-necessity rating: 7/10

Over recent decades it became apparent that many assumptions of CNT (e.g. spherical

nuclei and capillary approximation) do not always hold.9 However, most of these approxi-

mations are part of underlying homogeneous CNT and thus carry on into hetCNT as well.

In this work, we report an observation from computer simulations that suggests something

is missing in the framework when going from homogeneous CNT to hetCNT in the way

described above. The discrepancy is appearing in the pre-critical fluctuations that should,

according to hetCNT, be more frequent for a nucleating substrate (see figure 1b). We present

3
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Ice nucleating agents

• Mixed-phase (ice and water) clouds: form @ ~ -15 ºC 
• What sort of impurities can help the formation of ice?

Atmospheric Science

6546 Chem. Soc. Rev., 2012, 41, 6519–6554 This journal is c The Royal Society of Chemistry 2012

sensitive to smaller active site densities than either of the
aerosol based studies. Similarly, in their single particle aerosol
system Hoyle et al.181 worked with a much smaller number of
droplets than used in the cloud chamber experiments,136 and
correspondingly Hoyle et al. observed the lowest freezing
temperatures. When the nucleation events are normalised to
immersed surface area (i.e. active site density) the data from all
three studies falls on a curve (r2 = 0.96) spanning more than
seven orders of magnitude. This consistency is despite the
variability in experimental technique, implying that there is a
characteristic ice nucleating ability of volcanic ash. However,
we have only been able to characterise ash from two sources in
terms of active site density. Quantitative measurements from
more sources and compositions are needed in order to assess
the hypothesis of Durant et al.320 that all volcanic ashes have
similar ice nucleating ability.

7 Summary and discussion of ice nucleation
efficiency of heterogeneous ice nuclei

In order to make a meaningful comparison of the ice nucleating
efficiency of different materials we have estimated the cumula-
tive ice active site density (ns) for mineral dust, volcanic ash,
soot, fungal spores, pollen grains and bacteria. Our estimates,
based on the literature data discussed in the preceding sections,
are presented in Fig. 18. In order to estimate ns values we have
had to make assumptions about surface areas of materials such
as pollen and bacteria, due to which our estimates are prone to
errors on the order of a factor of 10. However, the ns values
presented here extend over nine orders of magnitude and hence
even with these large uncertainties a comparison is still valid.
Although there are caveats in the interpretation (see below),
Fig. 18 provides a benchmark with which to compare various

materials and also serves to highlight potential future research
directions.
As discussed in Section 4.2, the singular approximation used

here treats the time dependence of nucleation as a second
order effect. We justify this approach on the basis that it
provides a convenient first order approximation of the efficiency
with which a material nucleates ice. However, it should be
borne in mind that time dependence of nucleation may be
important in some cloud types,29,105,120,128,327 and future studies
examining the IN activities of substances should aim to quanti-
fy the importance of the stochastic nature of ice nucleation.
A further important point regarding the calculation of ns

values can be made in relation to the normalization by surface
area. Surface area is quantified in different ways in different
experiments. For example, some experiments use gas adsorp-
tion surface areas (which are quoted as specific surface areas,
surface area per unit mass) and provide a total surface area of
all the grains and other small scale features.105,120 Gas adsorp-
tion measurements for kaolinite samples are in excellent
agreement with surface areas determined from atomic force
microscopy measurements,105,183 which suggests that this is an
accurate way of determining surface area. This approach is
well suited to experiments in which a bulk suspension of solid
in water is generated and subsequently finely divided. Another
approach is to determine the surface area using the size of
aerosolised particulates given by aerosol instrumentation
such as the mobility diameter (see for example ref. 131, 132
and 184). Basing surface area on mobility size measurements is
clearly a sensible approximation, but it should be borne in
mind that dust particles tend to be agglomerates of many
smaller particles.120,184 Hence, this assumption may lead to a
substantial under-estimate of particle surface area. Broadley
et al.120,184 estimated that a 500 nm diameter particle of

Fig. 18 Summary plot of ns values based on literature data. The surface area of a bacteria is assumed to be 5 mm2.239 For birch pollen, a surface

area of 1520 mm2 is assumed (d = 22 mm). Note that the data of Murray et al.105 and Broadley et al.120 were determined using a gas adsorption

surface area which results in a shift to smaller ns values compared to the other mineral dust results where a spherical approximation was made

(see discussion in Section 7).
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What is it that makes a certain material capable of promoting the formation of ice?
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• (111), (100), (110) and (211) surfaces (surface morphology) 
• Different lattice parameters afcc [3.52 - 4.66 Å] (surface morphology) 
• Different water-surface interaction (LJ potential) strength Eads [0.2-12 

kcal/mol] (hydrophobicity)

• Computationally fast 
• Fast water dynamics even at strong 

FIG. 1. a) Example of a simulation box used in a heterogeneous ice nucleation run. The coarse-

grained water molecules are depicted as blue spheres while surface atoms are gray. The average box

dimensions were 60⇥ 60⇥ 70 Å. b) Top and side view of the four crystalline surfaces considered.

Atoms are colored according to their z-coordinate. Red boxes highlight the symmetry of the surface

unit cells.

that the density is converged to the bulk homogeneous value at ⇠ 12 Å above the interface.

We note that in general in this study we do not aim to mimic a specific system but to

extract instead generic insight and trends from idealized model substrates. To this end we

have taken into account four di↵erent crystallographic planes of a generic fcc crystal, namely

the (111), (100), (110) and the (211) surfaces, which exhibit significant di↵erences in terms

of atomic roughness and the symmetry of the outer crystalline layer (see Figure 1b). For

each of the above mentioned surfaces, we have built a dataset of ten di↵erent slabs varying

the fcc lattice parameter a
fcc

from 3.52 to 4.66 Å61. This range encompasses the majority

of fcc metals. The interaction of the water with the substrate is given by a truncated

Lennard-Jones potential:

U(r) =

8
><

>:

4✏

⇣
�
r

⌘
12

�
⇣

�
r

⌘
6

�
r < rc

0 r � r
c

(2)

where r is the distance between a water oxygen and a surface atom. The cuto↵ distance

was set to r
c

= 7.53 Å.

To measure the interaction strength of water with the surface the adsorption energy E
ads

of a single water molecule was computed. In order to vary this quantity ✏ and � were

changed accordingly. E
ads

was computed by minimizing the potential energy of a single

water molecule on top of the surface. In this manner well defined adsorption energies can

5

Simple systems General trends

Coarse grained (mW) water

on top of 
ideal FCC crystals (LJ particles, frozen)

Fitzner, M., Sosso, G.C., Cox, S.J., and Michaelides, A. (2015).   
J. Am. Chem. Soc. 137, 13658–13669.
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Model systems

grid corresponds to a specific configuration which has been equilibrated at 290 K for 170 ns.

Then 15 uncorrelated (separated by at least 10 ns) snapshots have been selected from the

resulting trajectories as starting points for production runs, after having instantaneously

quenched the system from 290 to 205 K. Nucleation simulations were terminated 10 ns after

a significant drop of the potential energy (> 0.53 kcal/mol per water) was registered or if

the simulation time exceeded 500 ns. In total, we report results from 6000 nucleation and

400 equilibration simulations.

The induction time t
n

of a nucleation event has been detected by monitoring the drop

in the potential energy E
pot

of the system associated with the formation of a critical ice

nucleus, as shown in Figure 2. We have calculated t
n

by fitting the potential energy to:

E
pot

(t) = a+
b

1 + exp[c(t� t
n

)]
(3)

where t
n

, a, b and c are fitting parameters. Due to the smoothness of the potential energy

surface characterizing the mW model, crystal growth at the supercooling considered here

(⇠70 K) is extremely fast, resulting in a very sharp potential energy drop that takes place

within - at most - 1 ns for all values of E
ads

and a
fcc

considered. Thus, the resulting value of

t
n

does not depend on a specific functional form. We thereby estimate the error associated

with the calculation of t
n

as ± 1 ns. We also verified that no substantial discrepancy with

respect to t
n

can be observed by using other order parameters like e.g. the number N
cls

63 of

mW molecules in the biggest ice-like cluster, as reported in Figure 2.

From the t
n

dataset, a survival probability P
liq

(t) with respect to the metastable liquid

can be built, which was then fit by a stretched/compressed exponential function:

P
liq

(t) = exp[�(J · t)�] (4)

where J is the nucleation rate and � is a parameter accounting for possible non-exponential

kinetics. In fact, having quenched each starting configuration instantaneously from 290 to

205 K, we have to take into account that the relaxation of the system, when nucleation

is comparably fast, could lead to a time dependent nucleation rate characterized by a non

exponential behavior67. Examples of P
liq

(t) for two very di↵erent nucleation events can be

found in the supporting information (SI, Figure S2).

It is di�cult to quantify the error in the nucleation rates from the fitting previously

described. Instead, we have employed the Jackknife resampling technique68 to quantify

7

B. Compressed Exponential Fit

The simulation protocol involves an instantaneous quench from the equilibration tem-

perature to the one at which we study nucleation. Because the system has to relax into

quasi-equilibrium first, the nucleation rate increases with time, resulting in a deviation from

perfect exponential characteristics. The e↵ect of this non-exponential behavior can be ap-

preciated in Figure S2, where we show the tn datasets and the resulting Pliq(t) for two

dissimilar nucleation scenarios observed on the (110) surface as a function of the strength

of the water-surface interaction. In this case of a) the nucleation typically proceeds on a

timescale ranging from 1 to 100 ns, resulting in well behaved exponential decay (� ⇠1 in

equation 4 for the survival probability). On the other hand, the fitting of the data shown in

Figure S2b gave � � 1, which in turn implies a nucleation rate that increases with time, as

the timescale for tn (0.1-1 ns) is indeed comparable with the relaxation time of the system.

This occurrence takes place mainly for those (Eads,afcc) values for which we observe the

basically instantaneous (10-1000 ps) formation of almost perfect ice-like overlayers on top

of the surface.
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FIG. S2. Stretched exponential fitting results for two dissimilar nucleation events. Pliq(t) (red

circles) and fit after equation 4 (blue lines) for the (110) surface and afcc = 3.9 Å. a) Eads =

11.63 kcal/mol and b) Eads = 5.3 kcal/mol.
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Brute force molecular dynamics simulations: 
Nucleation rate from survival probability
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Model systems

Simple models, complex behaviours

FIG. 5. a) Heat maps representing the values of ice nucleation rates on top of the four di↵erent

surfaces considered, plotted as a function of the adsorption energy E
ads

and the lattice parameter

a
fcc

. The lattice mismatch � on (111) is indicated below the graph. The values of the nucleation

rate J are reported as log
10

(J/J
0

), where J
0

refers to the homogeneous nucleation rate at the same

temperature. b) Sketches of the di↵erent regions (white areas) in the (E
ads

,a
fcc

) space in which

we observe a significant enhancement of the nucleation rate. We label each region according to

the face of I
h

nucleating and growing on top of the surface (basal, prismatic or (112̄0)), together

with an indication of what it is that enhances the nucleation. “temp”, “buck”, and “high
E

” refer

to the in-plane template of the first overlayer, the ice-like buckling of the contact layer, and the

nucleation for high adsorption energies on compact surfaces, as explained in section III B.

III. RESULTS

A. No Simple Trend for Nucleation Rates

The nucleation rates on the four surfaces considered are shown as bi-dimensional heat

maps as a function of the lattice constant and adsorption energy in Figure 5a. Regions in the

2D plots72 for which a strong enhancement of the nucleation rates is observed are sketched

in Figure 5b and snapshots of representative trajectories for all the classified regions can be

found in the SI (Figures S4 to S7). Before even considering any microscopic details of the

water structure or nucleation processes, several general observations about the data shown
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Model systems

FIG. 7. (a) Representative snapshots of the three di↵erent faces (basal, prismatic and (112̄0) face)

of hexagonal ice growing on top of the (211) surface (side view). Surface atoms are depicted as balls

(grey), while the bonding network of water molecules is represented by sticks (blue). The ✓ angle

in the top left panel illustrates that the basal face and the normal of the (111) terrace deviate. b)

Nucleation rates (circles) and spline interpolation (line) on the (211) surface as a function of the

step distance d. The red lines indicate the measured characteristic distances d
1

and d
2

as well as

their standard deviation (red shaded area). The meaning of d, d
1

and d
2

is illustrated in the top

panels.

growth of three di↵erent faces of ice are observed. The three regimes roughly correspond to

di↵erent values of a
fcc

(Figure 7a). The (211) substrate has a rectangular in-plane symmetry,

but it features (111) micro-facets (see Figure 1a). For small values of a
fcc

(Figure 7a), the

spacing between the steps allows for rows of hexagons to form on top of these terraces.

This template has a symmetry consistent with the basal face of I
h

which in fact exclusively

nucleates in this first regime. As an aside we note that the growth direction of the basal

face is not exactly parallel to the surface normal of the (111) terraces, leading to the small

angle mismatch shown in Figure 7a. As we move on to larger lattice constants, the spacing

between the steps becomes too large to accommodate an hexagonal overlayer. Rather a

rectangular overlayer appears on top of the surface, wiping out the templating e↵ect of the

hexagons. These overlayers are buckled in a manner that follows the corrugation of the

15
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Hexagonal overlayer Rectangular overlayer

Different afcc Different templating effects Different ice faces

Different ice faces on top of the very same surface 
e.g. the (211) face

Each surface has its own story to tell
Fitzner, M., Sosso, G.C., Cox, S.J., and Michaelides, A. (2015).  

The Many Faces of Heterogeneous Ice Nucleation: Interplay Between Surface Morphology and Hydrophobicity.  
J. Am. Chem. Soc. 137, 13658–13669.
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Realistic systems

• Layered aluminosilicate [Al2Si2O5(OH)4] : it’s a clay 
• (Siloxane or) Hydroxylated (001) surface 
• The hexagonal arrangement of -OH groups promotes 

ice formation

a)

b) c)

d)

Fig. S1: a) The simulation cell used in this work. A film of liquid water about 40 Å thick is
in contact with a single slab of kaolinite, cleaved along the (001) plane. This slab geometry
is thus characterized by two interfaces: the water-kaolinite interface and the water-vacuum
interface. The dimension of the simulation box along the normal to the slab is extended up to
150 Å. Water molecules are depicted as sticks, while atoms within the kaolinite slab as balls.
Red, white, light blue and yellow atoms correspond to oxygen, hydrogen, aluminum and
silicon atoms respectively. b) (side view) The layered structure of the kaolinite slab: yellow
tetrahedra and light blue octahedra represent the tetrahedral silica sheet and the octahedral
alumina sheet, terminated with hydroxyl groups, respectively. c) (top view) A small portion
of the kaolinite slab depicting the hexagonal arrangement of the hydroxyl groups exposed. d)
Sketch of the amphoteric character of the hydroxylated (001) face of kaolinite: the hydroxyl
groups on top can either donate or accept an hydrogen bond from e.g. water molecules at
the water-clay interface.

q

6
i,m =

PNS4HB
j=1 �(rij)Y6m(rij)
PNS4HB

j=1 �(rij)
, (2)

Y6m(rij) being one of the 6th order spherical harmonics. We have used 3.2 Å as the cutoff

for �(rij) to be consistent with Ref. 5. Note that by selecting oxygen atoms within the

5
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Realistic systems: 
- Complex interactions (hydrogen bonding) 
- Flexibility of the surface 
- Nucleation sites (defects…)

- H. R. Pruppacher and J. D. Klett, Microphysics Of Clouds And 
Precipitation (1997) 

- S. J. Cox et al., Farad. Discuss. 167, 389 (2014)

Experiments: 
Kaolinite is quite effecting in promoting ice nucleation in clouds

Murray, B.J., et al. Nature Geosci 3, 233–237.
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MetaD vs FFS

Converging the FES 
Recrossing 

This is not easily observed, but even in the ideal case, you need time to converge

In order to converge the FES, crossing the free 
energy barrier just once is -definitely- not enough

Simulation time

C
V

In principle, when the FES is converged, the CV displays a diffusive behaviour

One needs to observe several 
recrossings, back and forth

A

A
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,V
, T

, s
)

s

B

Till you actually fill the FES

Very sensitive to the choice of 
the CV(s) 
Sub-regions of the system 
have to be biased 
You often end up with the 
wrong polymorph 
Info about kinetics cannot be 
easily obtained  
Massive hysteresis  
Simple CVs are not enough 
Computationally expensive

Less sensitive to the 
choice of the CV(s) 
The whole system can be 
considered 
You get the right 
polymorph 
Info about kinetics come 
for free  
No hysteresis  
Simple CVs are not 
enough 
Computationally awfully 
expensive
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Atomistic (e.g. TIP4P/Ice) simulations of 
heterogeneous ice nucleation [kaolinite and more…]

Metadynamics Forward Flux Sampling
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72 and find that this mineral alters the ice polytype that would
73 form homogeneously at the same conditions. We also observe
74 that ice nuclei grow in an anisotropic fashion, in contrast with
75 the predictions of classical nucleation theory (CNT) which
76 nonetheless we demonstrate is reliable in describing quantita-
77 tively the heterogeneous nucleation process.
78 Kaolinite (Al2Si2O5(OH)4) is a layered aluminosilicate, in
79 which each layer contains a tetrahedral silica sheet and an
80 octahedral alumina sheet, in turn terminated with hydroxyl
81 groups. Facile cleavage along the (100) basal plane parallel to
82 the layers results in surfaces exposing either the silica-
83 terminated face or the hydroxyl-terminated one. The latter is
84 believed to be the most effective in promoting ice nucleation, as
85 the hydroxyl groups form a hexagonal arrangement that
86 possibly templates ice formation.19,23 Here we considered a
87 single slab of kaolinite cleaved along the (100) plane so that it
88 exposes the hydroxyl-terminated surface, while water molecules
89 have been represented by the fully atomistic TIP4P/Ice
90 model.24 Further details about the structure of the water−
91 kaolinite interface and the computational setup can be found in
92 refs 19 and 25 and in the Supporting Information.
93 The heterogeneous ice nucleation rate was obtained using
94 the forward flux sampling (FFS) technique,26 which has been
95 successfully applied to homogeneous water freezing27,28 and to
96 diverse nucleation scenarios.29−32 Within this approach, the
97 path from liquid water to crystalline ice is described by an order
98 parameter, λ. A set (Nλ) of discrete interfaces characterized by
99 an increasing value of λ is identified along this order parameter.
100 Here, we have chosen λ as the number of water molecules in
101 the largest icelike cluster within the whole system plus its first
102 coordination shell (see the Supporting Information). The
103 natural fluctuations of the system at each interface, sampled by
104 a collection of unbiased molecular dynamics simulations, are
105 then exploited and the nucleation rate, J, is calculated using

∏ λ λ= Φ |λ
=

−
λ

J P( )
i

N

i i
1

10

106 (1)

107 where Φλ0 is the rate at which the system reaches the first
108 interface λ0. The total probability P(λ|λ0) for a trajectory
109 starting from λ0 to reach the ice basin is decomposed into the
110 product of the crossing probabilities P(λi|λi−1) . The details of
111 the algorithm are described in the Supporting Information.
112 To compare our results with the homogeneous data from ref
113 22, we have performed FFS simulations at the same
114 temperature, T = 230 K, corresponding for the TIP4P/Ice
115 model to ΔT = 42 K. The calculated growth probability,

f1 116 P(λ|λ0), as a function of λ is reported in Figure 1a. In contrast
117 with the transition probability for homogeneous nucleation
118 reported in ref 22, we do not observe any inf lection region, i.e., a
119 regime for which P (λ|λ0) decreases sharply (P(λi|λi−1) <
120 P(λj|λj−1) for some i > j). This inflection is because in the early
121 stages of homogeneous nucleation the largest nuclei are mostly
122 made of hexagonal ice (Ih), which leads to rather aspherical
123 nuclei that are very unlikely to survive and reach the later parts
124 of the nucleation pathway. Within the inflection region the
125 nuclei contain instead a substantial fraction of cubic ice (Ic). It
126 seems that in forming this polytype the nuclei are able to adopt
127 a more spherical shape and that this is essential for ultimately
128 growing toward the critical nucleus size. In contrast, within this
129 heterogeneous case, the presence of the surface allows this
130 process of forming spherical Ic-rich crystallites to be bypassed.
131 Here, nucleation proceeds exclusively heterogeneously at the

132kaolinite−water interface. During the early stages of the
133process, the fraction of ice nuclei on the surface (as defined
134in the Supporting Information) is only around 25%, as shown
135in Figure 1a, because at this strong ΔT natural fluctuations
136toward the ice phase are abundant and homogeneously
137distributed throughout the liquid. However, as nucleation
138proceeds, the nuclei within the bulk of the liquid slab become
139less favorable, until only nuclei at the water−kaolinite interface
140survive. From this evidence alone one can conclude that at this
141temperature kaolinite substantially promotes the formation of
142ice via heterogeneous nucleation.
143Our FFS simulation results in a heterogeneous ice nucleation
144rate of JHetero = 1026±2 s−1 m−3, which can be compared with the
145homogeneous nucleation rate of JHomo = 105.9299±0.6538 s−1 m−3

146reported in ref 22. The hydroxylated (001) surface of kaolinite
147thus enhances the homogeneous ice nucleation rate by about
14820 orders of magnitude at ΔT = 42 K. This spectacular boost is
149similar to that reported for simulations of heterogeneous ice
150nucleation on graphitic surfaces11 and on Lennard-Jones
151crystals10 at similar ΔT using the coarse-grained mW model.
152An estimate of the critical nucleus size, NC, can be obtained
153directly from the crossing probabilities assuming that λ is a
154good reaction coordinate for the nucleation process.22 In this
155scenario, NC is the value for which the committor probability
156PC(λ) for the nuclei to proceed toward the ice phase instead of
157shrinking into the liquid is equal to 0.5. As shown in Figure 1b,
158PC(λ) = 0.5 corresponds in our case to a critical nucleus of 225
159± 25 water molecules. The estimate of the homogeneous
160critical nucleus size, obtained by means of the same
161approximate approach employed here, is NC = 540 ± 30
162water molecules (as obtained by using the definition of λ
163employed in this work, see the Supporting Information), more

Figure 1. (a) Calculated growth probability P(λ|λ0) and fraction of ice
nuclei sitting on top of the kaolinite (001) hydroxylated surface as a
function of λ. (b) Committor probability PC(λ) as a function of λ. The
value of PC(λ) = 0.5 corresponds to the critical nucleus size NC = 225.
A typical ice nucleus of critical size is shown in the insets.

The Journal of Physical Chemistry Letters Letter
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164 than two times larger than our estimate for the heterogeneous
165 case.
166 At this supercooling, homogeneous water nucleates into
167 stacking disordered ice (a mixture of Ih and Ic).

33−35 However,
168 the presence of the clay leads to a very different outcome. To
169 analyze the competition between Ih and Ic, we have adopted the
170 topological criterion introduced in ref 22 (see the Supporting
171 Information), pinpointing the building blocks of Ic (double-
172 diamond cages, DDC) and Ih (hexagonal cages, HC) within the

f2 173 largest ice nuclei. The results are summarized in Figure 2: for

174 ice nuclei in the bulk, a slightly larger fraction of HC with
175 respect to DDC develops until they disappear because of the
176 dominance of the much more favorable nuclei at the surface. In
177 contrast, nuclei at the surface contain a large fraction of HC
178 from the earliest stages of the nucleation, and they exclusively
179 expose the prism face of Ih to the hexagonal arrangement of
180 hydroxyl groups of the clay. This is consistent with what has
181 been suggested previously by classical MD simulations19,20 and
182 demonstrates that at this supercooling heterogeneous nuclea-
183 tion takes place solely via the hexagonal ice polytype, in
184 contrast with homogeneous nucleation. Experimental evi-
185 dence35 suggests that stacking disordered ice on kaolinite is
186 likely to appear after the nucleation process because of the
187 kinetics of crystal growth and the presence of surfaces other
188 than the hydroxylated (001).
189 In the homogeneous case, critical nuclei tend to be rather
190 spherical even at this strong supercooling.22 However, we see a

f3 191 very different behavior here. This is illustrated in Figure 3,

192where we show as a function of λ the asphericity parameter α
193(which is equal to zero for spherical objects and one for an
194infinitely elongated rod), for nuclei in the bulk and at the
195surface. Note that heterogeneous CNT predicts (on flat
196surfaces) critical nuclei in the form of spherical caps, the
197exact shape of which is dictated by the contact angle, θIce,Surf ,
198between the nuclei and the surface.11 For instance, α = 0.094
199for a pristine hemispherical cap, corresponding to θIce,Surf = 90°.
200Also reported in Figure 3 is the spatial extent Δz of the nuclei
201along the direction normal to the slab (the exact definitions of
202α and Δz are provided in the Supporting Information). Nuclei
203within the bulk tend to be rather spherical. A small increase in
204the asphericity is observed right before these nuclei disappear
205and are replaced with nuclei at the surface. This regime, in
206which the nuclei in the bulk grow substantially and become less
207spherical, possibly corresponds to the onset of the inflection
208region observed within the homogeneous case. However, here
209nucleation is dominated by the surface. While nuclei at the
210surface are initially quite similar to spherical caps, they tend to
211grow by expanding at the water−kaolinite interface because of
212the favorable templating effect of the hydroxyl groups, which
213favors the formation of the prism face of Ih.

19 This can clearly
214be seen by looking at the substantial increase in α for the nuclei
215at the surface, which is accompanied by a slight drop in Δz
216corresponding to an expansion of the nuclei in two dimensions.
217Once the nuclei have overcome the critical nucleus size, they
218tend to return to a more isotropic and compact form, while
219accumulating new ice layers along the normal to the surface.
220We note that due to the strong two-dimensional nature of the
221critical ice nuclei, special care has to be taken to avoid finite size
222effects. We have therefore used a simulation box with lateral

Figure 2. Average number of double-diamond cages ⟨DDC⟩Bulk and
hexagonal cages ⟨HC⟩Bulk within the largest ice nuclei (identified
according to the order parameter λ) in the bulk of the liquid slab only
as a function of λ (nuclei in the bulk disappear beyond the value of λ
marked by the vertical green line). Averages for the largest ice nuclei
sitting on top of the kaolinite (001) hydroxylated surface (⟨DDC⟩Surf
and ⟨HC⟩Surf) are also reported. The insets depict DDC and HC
within an ice nucleus in the bulk at the early stages of nucleation (left)
and a postcritical ice nucleus at the water−clay surface (right). Oxygen
atoms belonging to the largest ice nucleus (hydrogens not shown) are
depicted in blue (DDC), red (HC), and yellow (both DDC and HC).
Atoms belonging to the largest ice nucleus but not involved in any
DDC or HC are shown in gray.

Figure 3. Asphericity parameter, α, and spatial extent of the ice nuclei
along the direction normal to the clay slab, Δz, as a function of λ for
ice nuclei in the bulk (αBulk and ΔzBulk). Nuclei in the bulk disappear
beyond the value of λ marked by the vertical green line. Averages
within the ice nuclei sitting on top of the kaolinite (001) hydroxylated
surface (αSurf and ΔzSurf) are also reported. The insets correspond to
typical ice nuclei containing about 105, 200, and 325 (from left to
right) water molecules.

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.6b01013
J. Phys. Chem. Lett. XXXX, XXX, XXX−XXX
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Ice nuclei nucleate at  
the kaolinite-water interface

Clear templating effect  
of the -OH groups

Sosso, G.C., Li, T., Donadio, D., Tribello, G.A., and Michaelides, A. (2016).  
J. Phys. Chem. Lett. 7, 2350–2355.
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Homogeneous ice nucleation: 
At strong supercooling, stacking disordered ice forms

Exclusively hexagonal ice exposing the primary prism face  
to the -OH pattern of kaolinite
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The critical nucleus
The critical nucleus (N*)

72 and find that this mineral alters the ice polytype that would
73 form homogeneously at the same conditions. We also observe
74 that ice nuclei grow in an anisotropic fashion, in contrast with
75 the predictions of classical nucleation theory (CNT) which
76 nonetheless we demonstrate is reliable in describing quantita-
77 tively the heterogeneous nucleation process.
78 Kaolinite (Al2Si2O5(OH)4) is a layered aluminosilicate, in
79 which each layer contains a tetrahedral silica sheet and an
80 octahedral alumina sheet, in turn terminated with hydroxyl
81 groups. Facile cleavage along the (100) basal plane parallel to
82 the layers results in surfaces exposing either the silica-
83 terminated face or the hydroxyl-terminated one. The latter is
84 believed to be the most effective in promoting ice nucleation, as
85 the hydroxyl groups form a hexagonal arrangement that
86 possibly templates ice formation.19,23 Here we considered a
87 single slab of kaolinite cleaved along the (100) plane so that it
88 exposes the hydroxyl-terminated surface, while water molecules
89 have been represented by the fully atomistic TIP4P/Ice
90 model.24 Further details about the structure of the water−
91 kaolinite interface and the computational setup can be found in
92 refs 19 and 25 and in the Supporting Information.
93 The heterogeneous ice nucleation rate was obtained using
94 the forward flux sampling (FFS) technique,26 which has been
95 successfully applied to homogeneous water freezing27,28 and to
96 diverse nucleation scenarios.29−32 Within this approach, the
97 path from liquid water to crystalline ice is described by an order
98 parameter, λ. A set (Nλ) of discrete interfaces characterized by
99 an increasing value of λ is identified along this order parameter.
100 Here, we have chosen λ as the number of water molecules in
101 the largest icelike cluster within the whole system plus its first
102 coordination shell (see the Supporting Information). The
103 natural fluctuations of the system at each interface, sampled by
104 a collection of unbiased molecular dynamics simulations, are
105 then exploited and the nucleation rate, J, is calculated using

∏ λ λ= Φ |λ
=

−
λ

J P( )
i

N

i i
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107 where Φλ0 is the rate at which the system reaches the first
108 interface λ0. The total probability P(λ|λ0) for a trajectory
109 starting from λ0 to reach the ice basin is decomposed into the
110 product of the crossing probabilities P(λi|λi−1) . The details of
111 the algorithm are described in the Supporting Information.
112 To compare our results with the homogeneous data from ref
113 22, we have performed FFS simulations at the same
114 temperature, T = 230 K, corresponding for the TIP4P/Ice
115 model to ΔT = 42 K. The calculated growth probability,

f1 116 P(λ|λ0), as a function of λ is reported in Figure 1a. In contrast
117 with the transition probability for homogeneous nucleation
118 reported in ref 22, we do not observe any inf lection region, i.e., a
119 regime for which P (λ|λ0) decreases sharply (P(λi|λi−1) <
120 P(λj|λj−1) for some i > j). This inflection is because in the early
121 stages of homogeneous nucleation the largest nuclei are mostly
122 made of hexagonal ice (Ih), which leads to rather aspherical
123 nuclei that are very unlikely to survive and reach the later parts
124 of the nucleation pathway. Within the inflection region the
125 nuclei contain instead a substantial fraction of cubic ice (Ic). It
126 seems that in forming this polytype the nuclei are able to adopt
127 a more spherical shape and that this is essential for ultimately
128 growing toward the critical nucleus size. In contrast, within this
129 heterogeneous case, the presence of the surface allows this
130 process of forming spherical Ic-rich crystallites to be bypassed.
131 Here, nucleation proceeds exclusively heterogeneously at the

132kaolinite−water interface. During the early stages of the
133process, the fraction of ice nuclei on the surface (as defined
134in the Supporting Information) is only around 25%, as shown
135in Figure 1a, because at this strong ΔT natural fluctuations
136toward the ice phase are abundant and homogeneously
137distributed throughout the liquid. However, as nucleation
138proceeds, the nuclei within the bulk of the liquid slab become
139less favorable, until only nuclei at the water−kaolinite interface
140survive. From this evidence alone one can conclude that at this
141temperature kaolinite substantially promotes the formation of
142ice via heterogeneous nucleation.
143Our FFS simulation results in a heterogeneous ice nucleation
144rate of JHetero = 1026±2 s−1 m−3, which can be compared with the
145homogeneous nucleation rate of JHomo = 105.9299±0.6538 s−1 m−3

146reported in ref 22. The hydroxylated (001) surface of kaolinite
147thus enhances the homogeneous ice nucleation rate by about
14820 orders of magnitude at ΔT = 42 K. This spectacular boost is
149similar to that reported for simulations of heterogeneous ice
150nucleation on graphitic surfaces11 and on Lennard-Jones
151crystals10 at similar ΔT using the coarse-grained mW model.
152An estimate of the critical nucleus size, NC, can be obtained
153directly from the crossing probabilities assuming that λ is a
154good reaction coordinate for the nucleation process.22 In this
155scenario, NC is the value for which the committor probability
156PC(λ) for the nuclei to proceed toward the ice phase instead of
157shrinking into the liquid is equal to 0.5. As shown in Figure 1b,
158PC(λ) = 0.5 corresponds in our case to a critical nucleus of 225
159± 25 water molecules. The estimate of the homogeneous
160critical nucleus size, obtained by means of the same
161approximate approach employed here, is NC = 540 ± 30
162water molecules (as obtained by using the definition of λ
163employed in this work, see the Supporting Information), more

Figure 1. (a) Calculated growth probability P(λ|λ0) and fraction of ice
nuclei sitting on top of the kaolinite (001) hydroxylated surface as a
function of λ. (b) Committor probability PC(λ) as a function of λ. The
value of PC(λ) = 0.5 corresponds to the critical nucleus size NC = 225.
A typical ice nucleus of critical size is shown in the insets.
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• N*KAOLINITE is ~ 225, less than one half of N*HOMOGENEOUS  
• N* is not shaped as a spherical cap  (as Classical Nucleation Theory would assume)

PC = Committor probability  
(would a nucleus of a certain size 𝜆 melt into the liquid or grow into the crystal?)
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The nucleation rate

JKAOLINITE  is about  
20 orders of magnitude larger than  

JHOMOGENEOUS

Can we compare our result with the experimental number?

• Supercooling is too strong (~42 K means homogenous freezing) 
• Experimental nucleation rates are usually scattered along several orders of magnitude 
• We are probing the ideal, defects-free (001) hydroxylated surface of kaolinite. Experiments deal 

instead with kaolinite particles exposing different faces, most likely characterised by defects. 

www.slido.com || #Y690 

Forget about absolute numbers:  
we should look for relative trends 

• We can use the same method to compare the ice 
nucleating ability of different materials (here: 
kaolinite versus the homogeneous case) 

• We can get insight into the molecular mechanism of 
ice formation
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Ice on cholesterol
Ice nucleation on cholesterol crystals

Molecular Dynamics Simulations 
Hydrogen-bonded H2O/-OH cages 

[001]
z-axis PentagonalHexagonal

Cholesterol

Water

Frozen Droplets Experiments (T. Whale, Leeds) 
Cholesterol crystals: spectacularly good (-30/-2 °C) ice nucleating agents

Strong  
supercooling (-30º C)

Force Fields 
Water = TIP4P/Ice 

Cholesterol = CHARMM_36
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Ice on cholesterol

Molecular Dynamics Simulations 
Pentagonal rings

[001]
z-axis Hexagonal

Cholesterol

Water

Frozen Droplets Experiments (T. Whale, Leeds) 
Cholesterol crystals: spectacularly good (-30/-2 °C) ice nucleating agents

Force Fields 
Water = TIP4P/Ice 

Cholesterol = CHARMM_36

www.slido.com || #Y690 

http://www.slido.com


Forward Flux Sampling Simulations 
• One surface, two ice polymorphs (hexagonal and cubic)  
• The ice nucleating ability of cholesterol crystals: a Game of Temperatures
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FIG. 4. Competition between cubic (blue/cyan spheres/sticks) and hexagonal (red/orange spheres/sticks) ice within the early
stage of ice nucleation at the water-CHLM�OH

001 interface. The average number of double diamond and hexagonal cages (DDC
and HC, the building block of Ic and Ih respectively) is reported as a function of the order parameter �. Insets on the left
show representative Ic and Ih fluctuations (top view) at the first FFS interface (�=80). Insets on the right show representative
ice nuclei at �=165 and 260, where the competition between the two polymorphs become more evident. The dashed (green)
lines/arrows indicate the crystallographic plane/direction along with Ih has the possibility to grow on top of Ic.
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It’s not enough!

The nucleation rates of ice on: 
• Kaolinite 
• Cholesterol 
• Metaldehyde 

are basically identical 
(at strong supercooling, all good INA do a similarly good job…)

This is not good enough! 
(remember, we are interested in trends!)

Heterogeneous seeded MD

www.slido.com || #Y690 

We have a (costly, but accurate) computational framework to investigate 
the heterogenous nucleation of ice

MD (much faster than FFS, but it does require to know the starting point, hence why

we need FFS...) to get a more quantitative picture, as these simulations boxes are

a↵ected by finite size e↵ects.

• I would be very, very curious to see whether you can actually spot something di↵erent

with respect to the usual hexagonal crystals forming on most impurities - and whether

nucleation does happen indeed on the flat prismatic surfaces or on top of specific

defects.
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Figure 8: a) Calculated growth probability P (�|�0) and; b) Fraction of ice nuclei sitting on top of
the MDHE surface(s) as a function of �. c) Average number of Hexagonal Cages hHCiBulk and; d)
Double-Diamond Cages hDDCiBulk within the largest ice nuclei (identified according to the order
parameter �) sitting on top of the MDHE surface(s). The insets depict the typical morphology of
ice nuclei on top of the (100) and (m110) surfaces.
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Hseeded MD

FIG. 2. Adsorption energies of di↵erent ice seeds on cholesterol monohydrate in kT. The zero-

point was chosen to represent the most stable structure identified. The lower and upper end of the

error-bars correspond to the most and least stable structure respectively, and the full circle to the

median energy of a seed of any given ice surface. Cubic ice seeds (Ic) are shown in red, hexagonal

ones (Ih) in black.

It is interesting to note at this point that there appears to be a correlation between the

stability of the seeds and the tendency to dissolve/remain stable on the surface. The two

least stable structures, Ih (110) and Ic (001) are the ones that tend to dissolve the slowest on

the surface (figure 3), whereas the other dissolve more readily. One needs to keep in mind

that di↵erences in adsorption energies however to not only come from di↵erences between

the cholesterol/ice interface, but also from the di↵erence of stability of di↵erent ice surfaces

themselves. The two low energy surfaces of hexagonal ice (Ih (001) and Ih (100)) are for

example more stable than the secondary prism face, Ih (110), of hexagonal ice. Nevertheless,

this observed trend agrees well with Ostwald’s step rule, which states that the least stable,

not the most stable polymorph crystallises first.

Another observation worth noticing is that none of the seeds grew in size during the

simulation, they either dissolved or remained stable. This could hint that the seeds were

not yet post-critical at this size. The snapshot of a typical simulation cell shown in figure

1 suggests another possible explanation for this. It can be seen that the size of the seed

is large relative to the simulation cell, resulting in the periodic images of the seed being

close to each other. This suggests that they cannot easily ’connect’ to form one big seed.

11

FIG. 1. Typical simulation box for seeding simulations on cholesterol. Cholesterol molecules are

shown in the bottom of the cell in grey. Water molecules that are part of the seed are shown in

green, all other water molecules are shown in blue. Hydrogen atoms that belong to water molecules

are not shown for clarity.

Following the structure minimizations, three seeds were picked for each ice surface ac-

cording to the criteria described above (most ice-like contact layer and most energetically

favourable). The seeds were then immersed in a water film of approximate thickness of 45

Å, which resulted in simulation boxes containing between 1818 and 1846 water molecules.

One representative simulation cell is shown in figure 1.

For the molecular dynamics simulations, the equations of motions were integrated with a

leap-frog algorithm with a timestep of 2 fs. Electrostatic interactions were treated by means

9
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Same basic idea of seeded MD 
(homogeneous case)

• Which seed do we choose? 
• How do we put the seed in contact with the surface?

• “Adsorption energy” of the first overlayer (we can do better!) 
• Random structure search to build the hydrogen bond network

The case of  
ice on cholesterol 

Consistent with FFS!

http://www.slido.com


Hseeded MD

FIG. 4. Number of ice-like molecules as function of simulation time for a large simulation cell for

10 di↵erent initial velocities (left) . The color code is the same as the one used in previous figures,

red corresponds to Ic (001) and blue to Ih (110) seeds. Each run is plotted as a separate line and

the simulations which lead to the biggest and smallest cluster at t = 40ns are shown with stronger

lines. Thick lines correspond to the mean size of the seed at any given point in time. The figure

on the right hand side shows a long (200 ns) trajectory in which a Ic (001) seed grows. Snapshots

of the seed at the smallest and largest size are shown as insets.

dates for ice nucleation on cholesterol monohydrate. First, the Ic (001) seeds, which are

consistently the most stable ones and always persist on the surface. Second, Ih (110) seeds,

that seem to sometimes remain stable on cholesterol, but less consistently than the cubic

seeds. Based on the average behaviour of seeds on cholesterol in figure 4, the critical cluster

size for Ic (001) is expected to be smaller than the one for Ih (110) clusters at 230 K. This

however will be a function of supercooling and at lower supercooling (higher temperature),

the di↵erence in chemical potential between Ic and Ih might favour the formation of hexag-

onal clusters instead. For the remainder of this work, we will therefore focus on these two

ice interfaces with cholesterol.

The fact that multiple ice faces can persist on the surface is intriguing and was to the best

of our knowledge never observed computationally previously. On kaolinite [21, 60, 61] and

13
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IC (001) Ih (110)

Dealing with different ice polytypes and surfaces
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HseededMD

FIG. 5. Snapshots of a Ic (001) seed (a) and a Ih (110) seed (b) during a simulation at 230 K from

a side and top view. In the latter case, only the contact layer that is highlighted in the orange box

is depicted. Cholesterol is grey, its OH groups are shown in red (O) and white (H), oxygen atoms

of ice-like molecules in green. Non ice-like water molecules are omitted in the top view for clarity.

In both cases, a distinct alignment of the seed along a diagonal direction of the cholesterol-OH

groups is apparent.

IV. CONCLUSION

To summarize, by combining a structure search approach with the seeding technique we

were successfully able to identify how ice nucleates and grows on cholesterol monohydrate.

We tested the approach with respect to di↵erent parameters including cell size, initial ran-

domised velocities for the seed and di↵erent seed structures. The results were consistent in

all scenarios and allowed us to obtain several insights. First, most seeds exposing a particu-

lar ice face (here Ih (001), Ih (100) and Ic (111)) dissolved quickly at 230 K and 240 K. The

fact that unfavourable seeds tend to dissolve very quickly, is a crucial finding because it will

allow to very e�ciently disregard bad candidates, i.e. seed types that will not contribute

15
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Conclusions

- Molecular simulations have the potential to provide unique insight into crystal 
nucleation (and growth) 

- The nucleation rate is the key quantity we need to build a bridge between 
experiments and simulations 

- Predicting nucleation rates for realistic systems is challenging. We have a few 
options in terms of enhanced sampling methods (they are improving fast), but 
the accuracy of the force fields is the most pressing issues (building  force 
fields is tedious, difficult, it does not pay in terms of publications, and nobody 
wants to fund it) 

- Heterogeneous nucleation is even more challenging. Tailoring seeded MD 
methods is a possible way forward, but expertise from e.g. crystal structure 
prediction people is needed 

- Ice in biological matter is a challenge for molecular simulations - but it’s worth 
it! 
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