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Abstract: Convolutional neural networks (CNNs) perform well on 
2D and 3D classification problems such as handwriting recognition, 
image classification, and 3D object recognition. If the input to a 
convolutional network is sparse, for example a 1D pen stroke on a 
2D piece of paper, of a 2D surface in 3D space, then it makes 
sense to use that sparsity to reduce computational cost. This is just 
like matrix arithmetic: if you are dealing with sparse matrices, you 
can save memory and time by using an appropriate data structure. 
What is interesting is that this allows us to look at sparse spatial 
structures at higher resolution than would otherwise be practical.  
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