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The Role of Social Contact in the Infectious Disease

Spreading: Evidence from the 1918 Influenza in Sweden ~

Xinghua Qi
Abstract

Infectious disease has always been a concern to people, especially under the current
COVID-19 pandemic. The aim of this paper is to find a causal relationship between
social interaction and disease spreading. This paper takes the ‘Spanish Flu’ in 1918
in the background of Sweden rather than COVID to rule out some uncertainty in
transmission tunnels and use railway access as proximity to social contact. Using
Diff-in-Diff identification, combined with a short-term event-study design, I show
that localities that have railway stations nearby are likely to have more death cases
during the influenza period. I use exogenous variation in railway station emergence
from initial railway plans in addition and verifying that railway indeed facilitates the

disease transmission and mortality rate as well but only with limited effects.
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1 Introduction

Since the 14th century Black Plague, infectious diseases were considered as a
symbol of death, which has become one of the major threats to humans, as well as
the global economy and society. In the past, most literature discussed viral diseases
in a theoretical way regarding the relationships between disease severity, government
policies and individual behaviours (Perra 2021). The interest in viral diseases has
been renewed by the pandemic of COVID-19. Brodeur et al. (2021) note that there
were many articles that almost discussed every aspect of COVID-19, which also
pointed out the importance and effects of social contact and activities in the spread
of COVID-19. However, it is hard to exempt endogeneity since many factors may

affect the transmission of the novel disease.

Therefore, I prefer to use great influenza in 1918 as a research object. I would
like to use the high-frequency data collected in Sweden during the influenza period to
contribute to our understanding empirically regarding the relationship between so-
cial contacts and disease spreading. The reasons for selecting Sweden are contextual
factors as it is much easier to specify the channels of disease spreading and there are
a large number of mortality data available. Because of the scarcity of medical treat-
ment during the pandemic, many non-pharmaceutical interventions’ effectiveness in
the 1918 influenza such as school closure and isolation has been examined (Ager et al.
2020, Markel et al. 2007). Thus, the level of social contact will be represented by a
new idea: “the Swedish Railway network” in our research. To be specific, by com-
paring the mortality in parishes that has built a railway station when the pandemic
started, with parishes that have no station before the pandemic, we could answer

the question that whether accessing railway services causally affects the transmis-



sion of disease This analysis applies the difference-in-difference identification method
to minimize the endogeneity and extends with an instrumental variable approach
inspired by Melander (2020)* as well, which captures the impact of social contacts
on disease transmission in the form of railway and mortality in Sweden and in an

empirical perspective.

This research is trying to answer several questions, like whether increasing so-
cial interaction among individuals will accelerate the spreading of infectious disease,
whether the effects differ among people with different characteristics, and the poten-
tial reasons behind it. This analysis may not only contribute to our understanding
of the importance of interactions of people under the circumstance of diseases such

as Spanish Flu and COVID but also be helpful in the future.

2 Literature Review

2.1 Global Spreading of the Great Influenza

During the last time of World War I (WWI) in the 20th century, the world
experienced a devastating HIN1 viral disease, the so-called ‘Spanish Flu’. This
deadly pandemic was even worse than armed conflicts during the war as it not only
caused more deaths but also depressed the global economy and social harmony. For
one year period started to form the spring of 1918, there were nearly 30 million

people died, while this number was renewed to more than 50 to 100 million cases

3More details in Section 2.4 and Section 3.2.4.



around the world? (Johnson & Mueller 2002, Patterson & Pyle 1991). At that time,
nearly half a billion people were infected and the death toll accounted for about 1
to 6 % of the world population in 2 years. Compared with the COVID-19 pandemic
which also caused half a billion people infected but only 6 million deaths in 2 years,
the Spanish Flu was more dangerous at that time and has been considered as one
of the deadliest pandemics. Despite the number of death, its transmission speed is
more noticeable, as this lethal disease killed such a large amount of population in a

very short period.

Although this disease is known as ‘Spanish Flu’®, there is much debate regard-
ing its origination, and the exact time of its emergence remains uncertain. Several
potential channels accelerated the transmission of this novel virus, one was the mili-
tary transportation networks. During WWI, in the spring of 1918, the US increased
their deployment of soldiers, regardless of their health conditions, to the battlefield
in Europe through sea transport, which transmitted the virus to Europe® (Patterson
& Pyle 1991). In August, the more deadly second wave started from France and
Spain and quickly diffused to entire Europe and nearly every continent of the world

(Chandra et al. 2020, Patterson & Pyle 1991).

Another possible channel was the colonial system, by which Europe retained fre-

quent contact with other continents like the Americas, Africa, and Asia. Together

4Patterson & Pyle (1991) made their calculation through various sources of yearbooks in different
countries and resulted in a total of 24.7-39.3 million deaths during influenza, while Johnson &
Mueller (2002) reviewed the number of death and updated to 50-100 million in total.

5The name may be coming from that the virus has not been detected before its variation initiated,
and Spain is the first Country that announced the appearance of such disease (Taubenberger et al.
2019).

SPatterson & Pyle (1991) states that in July 1918, wounded soldiers returned homes from the
front also contributed to the spreading of disease that reached Africa, China, India and Australia.



with WWI, the colonial system built bridges between different areas”(Chandra et al.
2020). Moreover, despite the population movement, the importance of shipping cargo
through the colonial network in disease transmission was not neglectable (Chandra
et al. 2020). Although some of the colonial channels overlapped with military trans-
port, they also contributed to the global transmission of the 1918 pandemic. After
the second wave in the autumn of 1918, the death numbers sharply increased, where
around 26 million people died in Asia and more than 30 million people died through-

out the world couple of months later (Johnson & Mueller 2002).

2.2 Effects on Public Health

Since the disease was reported in Spain, medical and historical researchers have
agreed on that the 1918 pandemic had several waves. Starting from the spring of
1918, the first wave seemed to have little impact on human health and only caused
a few death cases. However, the second wave that was reborn in the autumn of 1918
was considered the most serious and deadly period of this pandemic. Compared with
normal influenza mortality of which only 0.1 % infected people died, this virus has
a more than 10-20 times bigger effect® (Karlsson et al. 2014, Morens & Fauci 2007).
After 1919, during the late pandemic period, the occurrence of influenza was seldom
noticed. However, according to Almond (2006), who studies the long-run effect of

influenza, the long-term impact on individuals is not neglectable, especially in their

"For instance, the disease was first detected in the Bombay form British India about one month
after the virus was reported in Britain, and the virus also reached the Dutch-administered Sumatra
from British Malaya. Similarly, it was visible that the French empire and Japanese colonial networks
introduced the virus to West Africa and the primary nations in Asia.

8Morens & Fauci (2007) propose the main reason for this aggressive mortality rate to be that
besides the bronchus, this virus also attacked patients’ lungs, which led to a large number of
pneumonia deaths.



social, educational and economic performance’.

Another characteristic that must be noted is that this novel virus has its unique
incidence pattern. Different from other infectious diseases, it was observed in many
countries and regions that adults aged between 20 to 40 were more likely to be
affected by the 1918 influenza. However, there are numerous explanations for this
phenomenon. In recent years, Gagnon et al. (2013) has partly explained the reason
behind the specific incidence population and extended our understanding of the such
disease. In their research, they found a remarkable relationship between the ‘1918
Influenza’ and the ‘1889 Russia Flu’ and pointed out that individuals that were
exposed to the "1889 Russia Flu’ early are more likely to be affected by ’Spanish Flu’

either!?.

Furthermore, except for the certain susceptible population to 1918 influenza, the
overall mortality was also differentiated among people with various socio-economic
statuses. Tuckel et al. (2006) using Cox regression analysis find in their research in
American cities that, though biological factors such as age matter in the disease infec-
tion, some social factors like ethnicities play an essential role in contracting virus'!.

In addition, Galletta & Giommoni (2022) pay attention to the 1918 influenza and

9 Almond (2006) access US Census historical data and found that those most likely to have been
exposed in utero to the pandemic would perform poorer than others born in different time spans
in many aspects in their later lives such as educational attainment, income and social status.

10Gagnon et al. (2013) observed the peak death age of 1918 influenza is 28-year old, which inline
with their argument that immune system of an individual may be subverted due to the development
of immunological memory resulted from an infection of antigenically dissimilar influenza subtype
(the Russi a Flu in 1889-90) in his or her early lives, even for individuals during their infancy
periods.

1 (Tuckel et al. 2006) using Cox regression analysis based on individual data in Hartford, Con-
necticut, abnormally high mortality and incidence speed was seen on immigrants from southern and
eastern Europe who lived in neighbourhoods that did not reflect their ethnic backgrounds, while
local people showed a low probability of being infected. Even though the number of immigrants
with the same background is not large, they must have maintained contact frequently, which also
helped the transmission



inequality of personal income in Italy and illustrate a positive relationship between
influenza severity and income inequality'?. At the same time, medical resources that
could be used by the poor is also limited. Thus, the loop arises that the poor be-
come much poorer and are more likely to be affected by infectious disease, as well as

healthcare issues persist not only in the short run but also after one century.

In addition, climate differences have also been considered an important determi-
nant of the spread pattern in different regions. Influenza is a seasonal disease, and
in the northern hemisphere, flu season usually begins in October and lasts several
months until late spring a year after (Chandra et al. 2020). Evidence also showed
that the disease was unlikely to be prevalent in tropical or subtropical regions like
Australia, while the virus spread quickly in northern areas like America and Europe
due to the suitable weather condition (Chandra et al. 2020). In Canada, America
and European countries including Sweden, and Russia, where the latitude is high, the
prevalence period of 1918 influenza was quite consistent with the period of normal

flu. This also verifies the importance of seasonality of the spreading.

To counter this deadly disease, governments around the world have carried out
many approaches aimed at reducing mortality and slowing down the transmission as
well. However, in the 20th century, to deal with this sudden global shock, medical
and biological treatment was unrealistic. Therefore, they pay more attention to
Non-Pharmaceutical interventions (NPI) such as social distancing, public gathering
cancellations, school closure, isolation periods and so on. Markel et al. (2007) study

the association between NPI and disease diffusion and notice a strong beneficial effect

12Galletta & Giommoni (2022) indicate that in Italy, the pandemic deteriorated the income
equality level, which was mainly because of the reduction in the share of income held by poor
people rather than top earners. And this effect seems to be a long-term influence since those
seriously affected localities by influenza still experiencing a high level of income inequality.



of such interventions on pandemic consequences'.

2.3 Social Contact in Disease Transmission

2.3.1 Importance of Connections

Overseas transportation brought the virus from one continent to another, while
inland connectivity dominated the disease spreading in different locations. As we
discussed before, human beings were the primary carriers of viruses, and evidence
showed that cutting down the physical contact between people indeed helped pre-
vent individuals from being infected. Under the current COVID-19 pandemic, loads
of literature have verified the connections between COVID-19 infection spread and
social contact and activities (Brodeur et al. 2021). Before the effective anti-virus
vaccine has been developed and put into use, self-quarantine and reduction in public
activities played an essential role. Analogously, during the time of 1918 influenza

pandemic, the effect of social contact is also non-negligible.

Chandra et al. (2020) argue that in the 1918 influenza pandemic, the deadly infec-
tion emerged primarily due to interactions of people'®. Also, Adda (2016) studies the
association between economic activities and infectious diseases transmission states
that interpersonal contact matters in the prevalence of viruses, and concludes that

for those places with above average mortality, NPIs that aim at reducing mortality

I3Markel et al. (2007) carried research among US cities using historical data, aimed at determining
the effectiveness of NPI in the circumstance of disease spreading. Evidence shows that approaches
such as school closure and bans of public gatherings were usually used together in many cities in
the US, and they did lead to lower overall mortality and lower peak mortality rates.

1 Chandra et al. (2020) review and demonstrate the global perspective regarding the transmission
of 1918 influenza. To be specific, in the early stage of the pandemic which was during the WWI
period, the huge amount of human interaction played an essential role in distributing the virus.



such as school closure and transportation shutdown are cost efficient in places with
abnormal higher mortality'®. Inspired by Adda (2016), this research will more pre-
cisely focus on the role of railway networks as a form of social interaction in disease

transmission.

2.3.2 Evidence in Railway Transportation

The transmission of the disease was largely affected by the emergence of trans-
portation decades. The railway is one of the most common transportation methods,
not only at present but also 100 years ago. In the 20th century, industrialization ac-
celerated the construction of railways in many places of the world. Evidence showed
that in India and America, the expansion of railways reduced trading costs, boosted
the economy and enhanced individuals’ satisfaction (Donaldson 2018, Donaldson &
Hornbeck 2016). Although trains during that period did convenience individuals and
capture excess profit through trading, they also enhanced the connectivity among
locations and extended human contacts thus facilitating the transmission of diseases.
And in the pandemic of 1918 influenza, plenty of evidence has been seen around the

world about the effect of railways on disease spreading.

In Nigeria, more than 500,000 out of 18 million people died in 6-month during
the 1918 influenza period. Ohadike (1991) studies the transmission of this virus
throughout Nigeria. In his research, the inland diffusion of the virus was taken

advantage of the normal transportation methods such as highways, roads and railway

15Adda (2016) using high-frequency historical data from France together with OLS and IV ap-
proaches, taking three types of diseases (flu-likely disease, chickenpox and acute diarrhoea) into the
analysis. In her research, school closure and transportation networks such as railway expansions,
which were instrumented by the lagged weather episodes were taken as representations of social
contact and were investigated regarding their influences on virus spread respectively.



lines. Evidence showed that in Nigeria, at the beginning of influenza, incidence cases
were found in locations that were closer to the existing railways during the pandemic
earlier than other places that were less connected!(Olapoju 2020). Besides, different
infection numbers were seen among places, where the central cities which were highly
urbanized were more likely to be a stroke, and this could be mainly due to the
more crowded population density compared with villages and towns Ohadike (1991).
Similarly, Reyes et al. (2018) who study the spatial diffusion of the 1918 influenza in
British India also show that human mobility such as travel via railroads was able to

predict the observed transmission of disease across the country!’.

However, alongside railway lines, the influenza virus might also spread through
other possible channels, such as inland routes and riverways. Therefore, studies
in South Africa would be more convincing. Hogbin (1985) done similar research
regarding the relationship between railway and disease in South Africa and show a
similar pattern that the virus travelled followed the railway lines, and major city

8. To be specific, returning soldiers

centres seemed to suffer more 1918 influenzal
carried by the trains that departed from Cape Town dispersed the virus to each

station and remote municipality at each railway stops (De Kadt et al. 2020).

16For instance, after the vessel called S.S.Bida that carried infected passengers stopped at Lagos,
the disease travelled at a shocking speed into the hinterland through railway networks.

1"Reyes et al. (2018) use historical death data in India find that both long-distance
travel(railroads) and local transportation display a strong prediction of spatial diffusion of the
1918 influenza.

8The results are reliable to a large extent as in South Africa where the scarcity of waterways
made long-distance railway transport the dominant approach during the pandemic time in 1918.



2.4 In the Context of Sweden

At the beginning of the 20th century, Sweden was characterised by industrial-
ization. Although over half of the total population still made their living through
agriculture, individuals in urban areas were largely employed in manufacturing fac-
tories, thereby boosting the forming of an open economy. However, devastating
influenza hit Sweden in 1918 and caused nearly 38,000 deaths accounting for 1 %
of its population, which was considered the severest shock in Swedish history. The
figure B.1 is the mortality rate between 1918 and 1920 in each county of Sweden.
It is clear to see that the mortality varied widely across the country, where central
and northern cities suffered the most while the southern areas were less stroked.
This surprising finding has led to numerous discussions. Some argued that there
were more young populations in these counties, and others also noted that the dif-
ference in fatality among counties is partly due to the remoteness, that is individuals
in these areas were less likely exposed to the previous viruses, thereby observing a
lower mortality pattern'® (Karlsson et al. 2014). A similar picture was acquired by
Rogers (1968) those who observe that during the 1918 influenza pandemic, though
the overall mortality rate in America is quite low (6.5 deaths per 1,000 individuals),
over 10 times larger effects could be seen in some centre cities like Boston and New

York.

Moreover, the suitability of studying infectious disease and social contact in Swe-
den has been verified. Despite its similarities to COVID-19 regarding its public
effects, the more important factor is that it is much more valid to be considered

as a natural experiment. First, influenza only lasts several months starting in late

19 Also consistent with the opinion from Gagnon et al. (2013) that the previous Russia Flu matters
in a medical perspective.

10



1918 and it is an unexpected event, which means there was a lower probability of
behaviour variations among individuals. Besides, even during the world war period,
there might be disturbances in the mortality pattern, compared with nowadays where
population flow and transmission are fast in speed and various channels, a disease

from one century ago could rule out some endogenous problems.

In addition, the railway networks also played a fundamental part in Sweden.
Before the 1918 influenza, the construction of railway lines has already facilitated the
social movement of inhabitants across cities. In the late 19th century, the traditional
waterways were gradually replaced by high-speed railway lines, which reduced public
travel costs and thereby increased passenger volume. Swedish started planning their
railway construction in the 1840s, and the first plan was proposed by Count Adolf
von Rosen. The first short railway line was built in 1856, and afterwards, major
cities in the south part were nearly all connected (Heckscher et al. 1954). Colonel
Nils Ericson carried a second draft regarding railway plans that aimed at connecting
major municipalities. Although their plans failed ultimately, right before World War

I started, the railway has already extended throughout nearly the entire Sweden.

Melander (2020) studies the social movement and railway networks in Sweden
and finds that the expansion of the Swedish railway not only spread the idea across
municipalities but also has a great impact on the emergence and diffusion of social
activities?’. Besides, Karlsson et al. (2022) study the determinants of the excess
mortality of 1918 influenza in Sweden. They used data from 2,500 municipalities
in Sweden during the pandemic period, and evidence suggested that despite the

population density, the ability to access railway services was also positively correlated

20He noted that there was an adverse relationship between the minimum distance to railways of
a parish and the emergence of movements, suggesting that railway was a key factor that improved
the interaction of people.

11



with excess mortality.?!

The literature discussed above has investigated many aspects of the transmission
of 1918 influenza through railway infrastructures in many places, which enriched our
understanding of the social interaction in disease diffusion and provided the basics

for this analysis.

2nspired by Melander (2020) and Karlsson et al. (2022), this analysis will focus on studying the
causal impact of railway accessing on mortality on different groups of individuals and look insight
to its effect on total population using instrument variable. See more detail in Section 3.2.4.

12



3 Data and Methodology

3.1 Data

The analysis relies on several sources of data.?? The main data set used in this
paper is a panel which covering 2,441 Swedish parishes over eight years from 1914

to 1921, for a total of 1,015,872 observations.

3.1.1 Mortality in Sweden

The individual dataset contains detailed information on inhabitants who died be-
tween years 1914 and 1921. The original information includes the exact date of the
individual’s birth and death, as well as their personal details such as gender, indi-
vidual socio-economic status, and in which parish and county they died. Therefore,
it is able to determine the number of deaths for certain population groups of each

parish each week.

We can observe from Table 1% the difference between genders is small, while
the gaps among different ages and individual socio-economic groups are significant.
Also, the higher maximum death toll in urban may be due to more interactions

among people, since cities have a larger population and the emergence of railway

22Thanks for data provided by prof. Dr. Daniel Kiihnle and Prof. Dr. Melander, which includes
historical Swedish individual and parish level data sets.

Z3The table displays the overall death tolls from 1914 to 1921 in entire Sweden for different groups
of people, and here I made a comparison for urban and rural areas respectively. The SES1 - SES5
in the first column represent the economic status of the individual, from the lowest (SES1) to the
highest (SES5). This classification comes from the historical Swedish individual dataset provided
by Prof. Dr. Daniel Kiihnle.

13



Table 1: Mortality in Sweden urban and rural parishes: 1914-1921

(1) (2) B3 @ 6 (6 M ©® (9 Q0
Rural Urban
VARIABLES Obs. mean sd min max Obs. mean sd min max

Mortality

Total 975,104 0.486 0948 0 37 44,096 4.093 1220 0 @ 312
Female 975,104 0.243 0584 O 17 44,096 2.106 6.333 O 171
Male 975,104 0.243 0595 O 26 44,096 1987 6.045 O 166
0-20 975,104 0.112 0.400 O 17 44,096 0964 2873 O 68
20-40 975,104 0.0646 0.305 O 22 44,096 0.756 3.383 0 163
40-60 975,104 0.0610 0.261 O 9 44,096 0.681 2368 0 52
>60 975,104 0.249 0.556 O 11 44,096 1.692 4.652 0 83
SES1 975,104 0.175 0474 O 19 44,096 0992 2.840 O 97
SES2 975,104 0.117 0377 O 10 44,096 0.804 2292 0 62
SES3 975,104 0.0755 0.297 O 10 44,096 0.651 2.007 0O 50
SES4 975,104 0.0574 0.256 O 8 44,096 0.659 2.205 O o4
SES5 975,104 0.0618 0.266 0 10 44,096 0.986 3.670 O 101

networks also started across major cities. The following figures could show more

intuitively.

Figure B.2(a) shows the total number of deaths in Sweden from 1914 to 1921.
It clearly displays the seasonality as the death toll reaches a peak in winter times.
And it is also observable that at the peak of 1918 influenza death toll was over
4,000 individuals per week which were more than 2 times the number in other years.
Figure B.2(b) shows that the overall mortality in rural areas is more than 2 times
higher, which may be because of the large number of rural parishes and thereby a
larger rural population. However, from the Table 1, the maximum death toll during
the pandemic is much higher in urban areas. This picture might consistent with our

hypothesis that urban areas have more human interactions due to the appearance of

14



Table 2: Mortality in Sweden high and low SES parishes: 1914-1921

(1) @ 3 @ 6 (6) M ©® (9 (10
low SES high SES

VARIABLES Obs. mean sd min max Obs. mean sd min max
Mortality
Total 766,288 0.473 0923 0 33 252,912 1.155 5.353 0 312
Female 766,288 0.238 0.576 0 21 252,912 0.583 2.791 0 171
Male 766,288 0.235 0.576 0 21 252,912 0.572 2674 O 166
0-20 766,288 0.105 0.380 O 12 252,912 0.280 1.311 0 68
20-40 766,288 0.0610 0.292 0 16 252,912  0.196 1.470 0 163
40-60 766,288 0.0581 0.254 0 7 252,912 0.178 1.048 0 52
> 60 766,288 0.249 0.557 0 11 252,912 0.501 2.080 0 83
SES1 766,288  0.177 0473 0 14 252,912 0.310 1.300 O 97
SES2 766,288 0.113 0.370 0 10 252,912 0.247 1.056 0 62
SES3 766,288 0.0713 0.287 0 9 252,912  0.189 0.915 0 50
SES4 766,288 0.0537 0.247 0 8 252,912 0.174 0.982 0 54
SES5 766,288 0.0576 0.255 0 7 252,912 0.236 1.595 0 101

a railway and high population density.

Besides, Figures B.2(c) and (d) are the mortality numbers for different ages and

socioeconomic status people respectively. It could be observed that during normal

times, elders maintain higher average mortality of around 800 deaths per week, while

during the 1918 influenza pandemic, the death toll for young adults aged 20-40 in-

creased sharply and reached a peak of over 1,500 cases a week. Besides, individuals

with low socioeconomic status?* shows persistent higher mortality than others, and

the gap enlarged to about 3 times higher than the death tolls of high-status individ-

uals. These findings in Sweden are quite consistent with the literature regarding the

specific susceptible population. The same pattern could be found in Table 2 where

24The socio-economics status are ranked into 5 levels, with SESI as the lowest while SES5 rep-
resents the highest.

15



a comparison between high and low SES parishes is showed?®. The overall average

mortality is generally higher in parishes that were richer.

3.1.2 Swedish Railway Networks

The main treatment variable in this analysis is the emergence of railway stations.
Thus, I use the historical railway and parish information to construct a panel indi-
cating whether a parish has a station in 1908, or 1918, and coded them to be used

in Diff-in-Diff identification?6.

For an additional part of the analysis, I use the data of distance between parishes
and the initial railway plans®’ for an instrument variable design. The data used is
collected and processed by Melander (2020). The coloured lines in the Figure B.3
display the different initial plans.

25High SES and low SES parishes are determined by the pre-epidemic average government revenue
amount documented in the Swedish 1910 Census. To be specific, those parishes with above-average
government revenue are classified as the so-called high SES parishes, and the rest parishes with
below-average revenue are low SES parishes subsequently.

26To use the diff-in-diff identification and an event-study in this analysis, I generated a continuous
time variable in week frequency from 1914 week 1 to 1921 week 52, and I determine the week 28 in
the year 1918 as the beginning of the second wave of influenza which is the exogenous event of our
interest. In addition, based on the historical latitude and longitude data of each railway station
and parish, I calculated the distance between each of them and thereby identified the emergence of
the railway station by checking whether the parish was near the railway station. Therefore, I can
determine which parish could access to the railway when the pandemic began, thus determining
the treatment and control groups. More discuss in Section 3.2.1

2"The initial plans are based on sources that discussed in Section 2.4, and more discussion is in
Section 3.2.4 below.

16



3.1.3 Other data

I also include pre-pandemic parish level characteristics as controls, including local
government and demographic factors. In the regressions, I controlled factors such as
population density, the share of poor houses, the share of people aged 20-40, parish
taxable income and so on. More details are included in Table A.1. These data are
from the 1910 Sweden Census and are constant, thereby I interacted with them with

a continuous time indicator to include them in the panel analysis.

3.2 Methodology

In order to find the impact of railways on disease mortality, the target effects are
mortality changes over time between parishes that has a railway station and those
has no station at all. Thus, it is suitable for the application of difference-in-difference
identification. By contrasting different locations at the parish level, we are able to
exclude overall trends in mortality. This section will discuss the treatment variable,

possible outcome variables as well as potential threats and limitations.

3.2.1 Define the treatment and outcome variables

The treatment variable is defined as a dummy variable, denoting D}'® which is
an interaction term of two dummy variables Rail}**® (whether a parish has a station

in 1918) and Post (whether the pandemic started)?®. The basic outcome variable is

ZHere Rail}°'® equals 1 if the parish is near at least one railway station, and equals 0 otherwise.
Remember I generated a continuous weekly time variable, and we assume the second wave of
influenza started at the beginning of September (the 28th week in 1918 in our dataset), therefore
it is able to define Post that equals 1 if the time is after 1918 week 28 and equals 0 otherwise.
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the number of death in each parish in week frequency.

Thus, interacting Rail}*'® and Post enables us to determine the difference in
weekly mortality between parishes near the stations and parishes that were not after
influenza began. However, to determine a more intuitive effect, it may be replaced
by excess mortality. The excess mortality will be expressed as the death toll that

exceeds the average weekly death numbers in each parish from 1914 to 1917.

3.2.2 Identification and Econometric approach

To carry out this research, we may want to capture the average treatment effect
on the treated:

ATET = E[Y;' — Y°|D{*"® = 1],

where Y;! is the mortality in parish 7 if it has a railway station before 1918, while

Y? is the counterfactual. D}%'® is the diff-in-diff term. For simplicity, the equation

could be expressed by:
Yi=a+ B x D% +¢, (1)

where (3 is the effect that we are interested in. The analysis relies on the exogenous
assumption that the shock of influenza is random in each parish. Although it is not

able to test directly, we can take several indirect tests to check its availability.

Nevertheless, the regression 1 above cannot estimate consistently as the construc-
tion of the railway may be affected by other factors. Therefore, we can narrow the

difference among parishes by conditioning on Rail}?%®

which is a binary variable con-
trolling for the unobserved factors in parishes that have a station in 1908-1918, and

combining it with a two-way fixed effect model. To be specific, Rail}*® is similar
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to Rail}*'®, which equals 1 if a parish has a station in 1908 and 0 otherwise. By

taking Rail}%%®

into account, we thereby identify the difference in mortality between
parishes that has a station in 1918 and other parishes that have no stations at all
more flexibly as this variable makes sure parishes that have a railway station in 1918
(the treatment group) and parishes have no railway stations in 1918 (the control
group) do not differ significantly in unobserved aspects prior to the pandemic began,

and also allows parishes having station earlier to have flexible impact over time. So,

the baseline equation can be expressed as:

Yi = A+ 7 + B x DI 46, x Raill®® x I[Year] + Zjy x & + ¢4, (2)

where Y}; could be the mortality or excess mortality for each parish in each week and
[ is our interesting effect. \; represents the parish fixed effect that contains time-
invariant factors in parishes while v; represents the year fixed effect that controls
the time-variant factors. Z/, contains a complete set of controls. And I interacted

Rail!*®® with a continuous year indicator I[year] to create a panel form.

Furthermore, by assuming the influenza pandemic hit Sweden at a different time,
say 1916, we can verify the exogenous assumption. If we re-run the regression to
assume influenza began in 1916, and get a statistically insignificant coefficient, we can
conclude that the common trend assumption is satisfied, otherwise, it is violated?’.
In addition, if the assumption is violated, the time auto-correlation problem may
arise which may bias downward the standard error and increase the probability of
False positives. Besides, I remove those parishes that already have stations in 1908
to create a sub-sample before rerunning the equation to check the robustness. This

approach aims at providing more comparable treatment and control groups. If it

29A form of placebo test.
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displays a similar impact as before, we thereby verify the results.

Moreover, I extend this formula to see whether there are different effects of railway
networks on different groups of people such as different ages and SES individuals.
I replace the outcome variable with the mortality number for each group of people
to find distinct effects. And this could be easily extended to study the inequality
between parishes like the difference between urban and rural, between high SES and

low SES areas®.

3.2.3 An Event Study Design

I also propose an event-study design with the same identification as before. This
approach extends the logic as before, extends the above equation and compares
the impact of influenza development between parishes that has a railway station
constructed before the pandemic and those parishes that have no railway station

before the pandemic®'. The estimation equation could be expressed as:

20 20
Yie = i+ + Z a;xIt—k = jl+ Z 5j><DZ-1918><I[t—k = j]4+ 2}, x D+e3? (3)

j=-15 j=-—15

30Urban and rural are determined by the historical Swedish data set, while high SES and low
SES parishes are determined by the pre-epidemic average government revenue amount documented
in the Swedish 1910 Census. To be specific, those parishes with above-average government revenue
are classified as the so-called high SES parishes, and the rest parishes with below-average revenue
are low SES parishes subsequently. I make a such split of sample in order to see different impacts
among different individuals and parishes.

31Similarly, this approach should also satisfy the common trend assumption which could be
checked graphically. See Figure B.4.1 and Figure B.4.2.

32y}, is the weekly mortality or excess mortality in each parish during each week. The coefficient
B; captures the treatment effect over time. The parish and year fixed effect is controlled and
represented by \; and ~; respectively. I[t — k = j] is an indicator variable which measures the
number of weeks from the pandemic started (k), and our estimation takes 15 weeks before the
pandemic started as a comparison. Z;; contains all other controls. Besides, the error is clustered
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However, these baseline regressions may be exposed to problems such as endo-
geneity that biased the estimation. Firstly, there could be omitted variable problems,
some unobserved factors may also affect the estimation. The endogeneity challenge
this analysis face is that maybe the mortality of this infectious disease is correlated
with the probability of social contacts without any causal relationship between social
interaction and disease mortality. For example, there may be individuals of whom
with poor baseline health who are more likely to interact with people and are also
more likely to die. Besides, some parish leaders might want the municipal to be bet-
ter connected with others but also tried to lower the mortality rate to make the local
area more ‘harmonious’. Besides, the inaccuracy of historical data collected might
also be a concern. If there exist measurement errors in the independent variable,
the estimation will face attenuation bias which underestimates the absolute value
of the estimation. Similarly, the outcome variable in this analysis is also likely to
be exposed to measurement error. For instance, if the number of death or excess
mortality is not precisely counted, the estimation will be biased either. Overall, it
may be difficult for us to rule out all potential unobserved factors and produce actual

causal effects.

3.2.4 Instrumental Variable Design

The purpose of using IV is that there were many other factors we cannot observe
that could affect the outcome and treatment effect are contained in the error term
when using the original Diff-in-Diff equation. To deal with this endogeneity, I propose
to use the distance of each parish to the initial railway plans as an instrument. The

idea is inspired by Melander (2020) who studies the association between railway

at the parish level (e;).
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networks and social movement in Sweden®3. Despite the two initial plans discussed
in Section 2.4, he also constructed straight lines based on the nodal destinations in
the former proposals®**. Overall, the instrument to be used is the minimum value of

the distance from each parish to each of the three planned lines:
PlanDist; = min{Dist. von Rosen;; Dist. Ericson;; Dist. Straight Lines;}*

Note that the distance to railway plans is time-invariant thereby I transform it into
natural log form and interact it with a year fixed effect I[Year = d], where we take
the year 1914 as the base year. Formally, the first stage equation can be expressed

as:

D} = X\ + i+ > 64 x In(PlanDist;) x I[Year = d] + Zjy x ® + vy (4)
d

First, the instrument should be relevant. The distance to initial railway plans should

36 Second, the in-

be able to predict the emergence of railway stations in parishes
strument should not have any correlation with the error term €; in the equation 2
to satisfy the exclusion restriction. To be specific, the proximity to railway plans

should affect the mortality only through individuals accessing railway services. This

33Melander (2020) uses the minimum distance to railway networks for each parish as the treatment
and uses the expected distance of parishes to the initial railway plans as the instrument. By using
the two-stage least squares framework, Melander (2020) captured the local average treatment effect
of accessing railways to social movement outcomes.

34Melander (2020) created straight lines based on several destinations. The destinations are:
Gothenburg, Malmo, Ostersund, Korsvinger and Stockholm. And in this analysis, the distance
between each parish and these straight lines is calculated.

35Melander (2020) has verified the validity of this instrument while it needs to be retested due
to different research period and different interested effects.

36This condition seems to be satisfied as construction of national infrastructures always has plans,
and at localities where the railway plans are made for, the probability of construction of a railway
station is higher.
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condition is satisfied intuitively since the railway plans were basically formed and
proposed to improve the nation’s infrastructures, which has no reason to be con-
nected with increased mortality. We can run a regression with D}!® replaced by the
instrument In(PlanDist;) x I[Year = d] to check the robustness. Besides, as the
pandemic that happened in 1918 was as good as random, the instrument is not likely
to be dependent on the treatment or outcome. Finally, the monotonicity also seems
to be satisfied since it is more likely for the government to build a railway station in
parishes that were near the already established railway plans, rather than in remote

parishes.

4 Main Results

I start by exploring the perceptual causal relationship between the emergence of
railway stations and the influenza mortality level through Diff-in-Diff identification.
Then I move on to observe a more intuitive impact of social interaction on excess
mortality through event-study plots. Finally, I extend the above logic by using

instrument variable design to improve the robustness.

4.1 Baseline Evidence

I begin by estimating the equation 2, in which the total weekly death number for

each different group of individuals is regressed on the emergence of railway stations®”.

Table A.2.1 is the estimation among all parishes. I also make a comparison of railway

371 use Difference-in-Difference framework in this panel analysis to eliminate some of the endoge-
nous problems and to yield the ATET.
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impacts for rural, urban and high/low SES parishes. Table A.2.2 and Table A.2.3
display the impact of social contact on disease spreading in rural and urban areas
respectively, and Table A.2.4 and Table A.2.5 represent the results from a parish with
high and low socio-economic characteristics. In these tables, each column represents

a category of mortality number as dependent variables®®.

Overall, the railway has a statistically significant positive effect on influenza mor-
tality. From Table A.2.1 | through the two-way fixed effects model, the emergence
of railway stations in 1918 caused the weekly death toll to increase an average of
0.157 cases per week more than in parishes that are less likely to access railways. It
is the same as our expectation and literature as well that the effect on the 20-40 age
group is much larger than other age groups which are consistent with Gagnon et al.
(2013), and the same larger impact is also seen among low SES individuals compared
with higher SES groups which makes sense as Tuckel et al. (2006) has discussed the
possible transmission path from oversea immigrants®®. The differences between ru-
ral and urban areas are noticeable in Table A.2.2 and A.2.3. The overall impact of
railway in urban parishes from the coefficient estimated is more than 5 times higher
than that in rural parishes, which is probably due to the higher population density,
higher than average family size and that the emergence of the railway was earlier in
developed regions, thereby facilitated the mobility speed of people. The appearance
of the railway increased the total weekly death toll to 0.556 cases in urban but only
0.072 in non-urban regions. By comparing results from the Table A.2.4 and A.2.5

between high and low economic characteristic parishes, we find a similar pattern

38Fach table contains three panels of regression output, of which I show different results by
clustering standard error, controlling parish and year fixed effect. The covariates are fully controlled.
See more in Table A.1

39 As Tuckel et al. (2006) discussed, southern and eastern European immigrants went into the US
shows a higher infectious rate, and they usually has lower social status
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that the mortality in parishes with greater development such as higher government
expenditure and taxable income were more likely to be inflated by the railway. The

effect on total weekly mortality is 0.29 in rich parishes but only 0.078 in others.

For the robustness check, I report the result in Table A.2.6. I initially run the
placebo test by assuming influenza started at the beginning of the year 1916. The
results in Panel A show that in 1916, the hypothetical influenza was not likely to
induce any impact on the mortality number, which is our expectation. Besides,
Panel B I displays the results of baseline DID regression by removing parishes that
have stations earlier’’. The similar significant coefficients indicate that the original
output is robust. This evidence shows that overall, there is a significant causal effect

between railway emergence and disease mortality.

4.2 Event-Study Result

As an additional empirical analysis, the event-study design enables us to look
more precisely into the overtime effects of the increase in social contact on disease
transmission. In the analysis, I replace the dependent variable with the excess mor-
tality number in each week. I report two sets of common trend plots for urban and
rural parishes as shown in Figure B.4.1 and Figure B.4.2 respectively. These plots

display the trend line of each subgroup and show the treatment effects over time.

The results of this additional exercise are in line with the baseline analysis, where
railways have a larger impact on urban areas. Figure B.4.1(a) shows that 10 weeks

after the pandemic started, the death toll reached the peak from 0 to nearly 9 excess

40T use a sub-sample that only include parishes has no station before 1908 and regressed it using
the equation 2, which made the treatment and control group more comparable.
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death cases per week at a shocking speed, while Figure B.4.2(a) indicates a smaller
peak number among rural areas, around 0.9 weekly excess death. Regardless of
the differences, the results are economically intuitive. Since influenza started, there
appeared a lag effect for nearly 10 weeks before the excess mortality number shot up.
It could be interpreted as with the constructed railway and railway stations in 1918,
people travelled as usual through railway transportation and the influenza shock
was as good as random which did not put restrictions on social contacts. And the
inverted line may be due to the introduction of non-pharmaceutical interventions like
social interaction restrictions and public area closures, which significantly decreased
the probability of interaction among individuals. Therefore, as it took some time,
maybe several weeks, from being infected to death, the trend line plots then make
sense. And the insignificant zero effects prior to the treatment indicate that the
observed effects of the railway on disease mortality are not driven by differential

pre-trends.

In addition, these graphs for each sub-outcome group also show that the impact
magnitude for different genders, different age groups and different socio-economic
status populations are consistent as we displayed in the previous regressions and
literature in both urban and rural regions. In summary, the event analysis suggests
a remarkable effect of railway stations’ emergence on the excess mortality triggered

by influenza in 1918.

4.3 Instrument Variable Results

However, despite the above Diff-in-Diff identification could rule out some endoge-

nous issues, there still exist many unobserved factors that affected the construction
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of the railway as well as the changes in the death toll, which make the explanation
tough. I perform an instrument variable design combined with the baseline Diff-in-
Diff identification to get a more reliable causal relationship between social contact

and disease spreading using two-stage least squares.

I display the first-stage regression corresponding to equation 3 in Table A.3.1.
Here I make a comparison by changing the standard in identifying whether a railway
station is near enough to a parish*!. In the first column for each dependent variable, I
only report the parish and year fixed effect combined with only demographic controls

42 As expected, the coefficient of instruments is

in addition to the 7 instruments
highly statistically significant. In the other two columns for each dependent variable,
I add different controls into the model to produce a more stable result. In the second
column, parish characteristics are added. And in the last column, I add the land

area interacts with year fixed effect for each parish.

The results in Table A.3.1 indicate that the instruments satisfy the condition of
relevance. And the validity condition that the instrument only impacts the death
numbers through the emergence of railway stations also seems to be satisfied. 1
regress the instruments directly on total weekly mortality numbers with a complete
set of controls independent of the emergence of the railway station. The statistically
insignificant coefficients suggest that the initial planning of railway constructions is
not likely systematically influence the death rate in regions. In addition, I make sev-
eral tests including unidentifiable tests, weak instrument tests and over-identification

tests on the instrument. I report the test statistics in Table A.3.1 as well and they

41To be specific, I replace the original 1 km threshold with 5 km and 10 km respectively.

427 instruments including In(PlanDist;) x I[Year = 1915], ..., In(PlanDist;) x I[Y ear = 1921]
represent the constant distance value multiplied by year fixed effect correspondingly, and leaves the
year 1914 as the baseline year.
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all suggest that by fully controlling for the parish and demographic characteristics,

the minimum distance to initial railway plans as instruments are appropriate.

Knowing that the proposed instruments are valid and exhibit a strong first stage,
I now proceed to compare the main DID results and instrument variable results. I
intend to focus mainly on total mortality in each parish and report only the main
treatment variable in Table A.3.2 where the first three columns show OLS results and
others for IV, and controls are input in the same succession as for Table A.3.1. Panel
A to C is specified by different measurement thresholds of the distance between
the parish and station. Beginning with OLS results, the positive coefficients are
supportive of the positive relationship between railway access and mortality number.
Statistically significant coefficient throughout all specifications suggests that parishes
that are able to increase their individual social contact probabilities are more likely

to cause more deaths during the 1918 influenza period.

For reasons that were discussed before, these estimates are subject to biases
thereby I now turn to the IV results in the last three columns. The coefficients remain
positive but not in strong statistical significance. Take column 6 as an example where
covariates are richly controlled. Among three Panels, when choosing 5km and 10 km
as thresholds in determining parishes with railway stations, the estimates show a
10% significance level smaller impact of railway emergence on disease mortality than
OLS results, compared with choosing 1km as a threshold. It makes sense that maybe
1km is a too strict rule to justify whether a parish has a station nearby. Overall, the
IV estimates have produced results similar to previous ones but with lower statistical

significance.

Throughout the results reported, a feature is that for those where the railway has
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a significant effect on mortality, the coefficients are always smaller than OLS results.
This is consistent with expectations for several reasons. First, IV could rule out some
endogenous factors such as unobserved factors that may increase the mortality rate
that biases the OLS results. In particular, since railways constructions are aimed at
connecting major municipalities where the population base is large and has generally
high mortality than in hinterlands, such consideration would generate a spurious
positive relationship between railway access and mortality number, thereby leading
to a biased larger OLS estimation. By making use of the fact that some parishes
that were near the initially designed railway network plans were better connected,

my instrument avoids such endogeneity.

Secondly, the instrument variable estimation captures the local average treatment
effect of “compilers”. It suggests that the estimated effect of railway emergence
on parish mortality obtained from IV estimation comes from those parishes which
were near enough to the railway stations only if they were proximate to the initial
railway plans networks, while would not have a nearby railway station otherwise. In
reality, there may have some exceptions such as some parishes might have constructed
railway stations “by accident” that also contribute to the OLS results. For instance,
stations might be constructed near to parishes that are not very close to planned
routes. In addition, the choice of threshold in measuring whether the station appears

could also have some deviation towards actual effects.
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5 Conclusion and Remarks

In this paper, I document the impact of increasing social interactions on infectious
disease spreading. Specifically, this analysis base on Swedish history uses railway
station emergence and mortality in 1918 influenza to represent the treatment and
outcome variables and estimate the causal effects. Through Diff-in-Diff identifica-
tion, combined with an event study, I show that accessing railways indeed facilitated
influenza spreading and inflated the death tolls. Furthermore, I provide evidence
that different groups of individuals display distinct mortality patterns in the 1918
influenza. Additionally, I show a more robust estimation through the instrument
variable approach, which is in line with the baseline evidence that enhancing connec-
tivity of localities, and increasing people contacts are able to predict the infectious

rate during the pandemic circumstance.

Although there are limitations to this analysis based on historical background,
this research is distinct in its choice of target, proxy and interesting effects and sheds
light on the essential role of social contact in disease transmission as well. I thereby
contribute to our understanding of epidemic disease and how individual interaction

accelerates its diffusion.
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Appendix A

Descriptive Data and Tables

Table A.1: Descriptive Data

VARIABLES Obs. Mean SD Min Max
Panel A: Mortality and excess mortality

Total 1,019,200 0.642 2.8 0 312
Female 1,019,200 0.324 1.485 0 171
Male 1,019,200 0.319 1.43 0 166
0-20 1,019,200 0.149 0.735 0 68
20-40 1,019,200 0.0945 0.777 0 163
40-60 1,019,200 0.0879 0.569 0 52
>60 1,019,200 0.311 1.148 0 83
SES1 1,019,200 0.21 0.769 0 97
SES2 1,019,200 0.146 0.619 0 62
SES3 1,019,200 0.1 0.522 0 50
SES4 1,019,200 0.0835 0.536 0 54
SES5 1,019,200 0.102 0.828 0 101
Total (excess) 1,019,200 0.0232 1.192 -45.16 223.4
Female (excess) 1,019,200 0.0109 0.717 -26.01 121.0
Male (excess) 1,019,200 0.0123 0.724 -25.14 128.3
0-20 (excess) 1,019,200  0.00275 0.450 -16.94 45.06
20-40 (excess) 1,019,200 0.0170 0.585 -11.90 151.0
40-60 (excess) 1,019,200  0.00291 0.317 -10.68 32.32
>60 (excess) 1,019,200  0.000585 0.603 -27.59 45.41
SES1 (excess) 1,019,200  0.00663 0.514 -13.50 80.50
SES2 (excess) 1,019,200  0.00526 0.422 -12.36 50.85
SES3 (excess) 1,019,200 0.00448 0.346 -9.899 35.10
SES4 (excess) 1,019,200  0.00418 0.322 -11.83 36.17
SES5 (excess) 1,019,200  0.00265 0.388 -18.30 69.70
Urban 44,096 4.093 12.2 0 312
Rural 975,104 0.486 0.948 0 37
Panel B: Distance to Railway Plans

Von Renes’s Plan 1,019,200 56,390 102,751  0.741 892,594
Ericson’s Plan 1,019,200 64,679 102,627  15.13 893,258
Nodal plan 1,019,200 51,090 62,497 6.435 523,118
Min. Dist. 1,019,200 34,494 60,715 0.741 523,118
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In(Min. Dist.)

Panel C: Railway Indicator
within 1 km
Rail}908
Rail!?18
plots
within 5 km
Raill908
Rail}9%8
pD1918
within 10 km
Rail}908
Raal1908

2
D118

Panel D: Other variables

debt

num. poorhouses

taxable income

family size

share of middle aged (20-40)
population density

breadwinner in HISCO category 1
breadwinner in HISCO category 2
breadwinner in HISCO category 3
breadwinner in HISCO category 4
breadwinner in HISCO category 5
breadwinner in HISCO category 6
breadwinner in HISCO category 7
breadwinner in HISCO category 8
breadwinner in HISCO category 9

1,019,200

1,019,200
1,019,200
1,019,200

1,019,200
1,019,200
1,019,200

1,019,200
1,019,200
1,019,200

1,019,200
1,016,704
1,019,200
1,018,368
1,018,368
1,015,872
1,017,952
1,017,952
1,017,952
1,017,952
1,017,952
1,017,952
1,017,952
1,017,952
1,017,952

9.429

0.0224
0.0453
0.0197

0.265
0.409
0.178

0.550
0.685
0.298

8.681
45.00
11.37
16.89
1.164
2.076
0.0253
0.0205
0.0137
0.0260
0.155
0.658
0.0937
0.0617
2.434

1.628

0.148
0.208
0.139

0.441
0.492
0.383

0.497
0.465
0.457

4.300
57.57
5.071
11.28
0.77
9.341
0.0227
0.0246
0.0251
0.0370
0.145
0.508
0.121
0.0815
1.613

-0.300

[ en] [e=]

o oo

OO0 O0O

13.17

15.68
627.8
17.32
49.24
3.975
433.0
0.289
0.391
0.303
0.753
3.176
2.797
1.653
2.349
6.617

!Note: Summary statistics for key variables. Panel A contains summary statistics for the
complete parish-week (2,441 weeks, 416 weeks). Each mortality outcome indicates the weekly num-
ber of death for different groups of individuals in each parish. It is decomposed into 12 subgroups
by gender, age and socio-economic status, and also by urban and rural areas. Panel B contains
summary statistics for initial railway plans used in IV identification. The first three variables cap-
ture the distance (in kilometres) between each parish and the nearest railway station measured by
three different plans. And the following two variables measure the minimum value among three

plans in the actual distance and natural log form respectively.

36



*109y0 pPaxy Ieak [jIm jorIQUI ysired Yowo I0J seale puR|[ SUI[ESE] 9], 'I0)eIIPUI
10 [)IM }DBIDIUI OS[e SWODUI S[(BXE) PUE jUNOWE 1qap ‘sasnoy 10od Jo areys se Yons soI)siIajldeleyd drwopide-axd ysued "Tg6T O FIET WOIJ SIOJRIIPUL I Snonuijuod
YIIM PojoRISUI S91108998d ODSTH Io[RW @ UI SIdOUUIMPRIIQ puUR 9zIs AJIue] o8eioar ‘Ajisuap uorjeindod ‘(pro s1ead OF-0g) S[enpIrAIpul peSe-o[ppIw Jo aIeys oY) Suipnyout
snsua) OTET YSIPOMS 9} WoIj sd19strajoereyd oiydeisSowra( ‘S9[qeLIBA [OIJUOD JO 39S [[N] © UO PAUOIIIPUOD 918 SUoIssaiISar [[y ‘[oued e ayew 0} 9[(RIIBA I0)RIIPUI IBaA o)

UM pajdeIa)uI ST 1 pue ‘QOET Ul uolje)s Aemyrer e sey ysued e J1 T syenba jey) ojqerrea Areuiq e st wommﬁem ordoad jo sdnoi8 juareyip 10J A3[elIoOW sjUesaIdal wWIN[Od

yoey a4 X NWN + [4pa K] X wommﬁem X *o+ wﬁmmq X g+ 4 Py = g 1waof oYy Jo uoryedyrpuapl Pr(-ul-gr Sursn saystred 1§y [[e Suowre sindno uorssaiSel :930N

1°0>d 4 ‘'60°0>d 4y TO0>d sy
sosotjuored U SO1)S1)R)S-Z

177'e 179'e 177'e 177'e 177'C 179'e 177'e 179'e 179'e 177'e 177'C Wr'e sured jo oqumN
9GF'GTO'T  9SF'GTOT 9SF'GTO'T 9SF'GIOT 9SF'GIOT 9SF'GIOT 9GF'GIOT 9SP'GTOT 9SF'GI0T 9SF'CIOT  9SH'GI0 T  9SH'CT0‘T SUOIYRATIS( ()
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA CRRCEIN
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA o ustred
SHA SHA SAA SHA SHA SHA SHA SHA SHA SAA SHA SHA TS 1S

(282) (9v2-) (782-) (67'¢-) (1197 (¢0z-) (19°0") (Fae) (26'2-) (89'7-) (z9°¢-) (867

255800707 448000 xxG00°0" 55590007 4460007 5£900°0-  TO0°0"  sssFT00" 44800707 skl T00" ik IT0°0" 5558200 HA 402 X X 061104
(e6°¢) (61%) (6L°¢) (1€°9) (z87) (28°0) (L6°2) (09°¢) (rev) (67°¢) (96%) (z9°9)

2xx0C0°0  5xxCC0°0  xxPC0°0  5xx9€0°0  xxxL70°0 6000 2xxG10°0 5547200 45x8S0°0  %4xC60°0  5xx990°0  x%xLGT°0 waQ

A Te0x

A ysted

SAA SHA SAA SAA SHA SHA SHA SHA SAA SAA SHA SHA S wIsng)

(98°T) (08°1) (L6°0) (ee1) (8z'1) (e€°0-) (@8°1) (61°1) (10'2) (8¥°2) (8z'1) (#172)

*110°0 L0070 €000 80070 0100 €00°0- %000 ¢10’0 *x4C0°0 %6200 Y100 *x670°0 w;mQ
(Ly9) (8€°6) (6¢zr)  (ov¥1)  (g0'sT) (1¢'8) (9¢72) (Lv'6) (96'ze)  (ostr)  (oogr)  (10°21)

w00 5sx0P00  5sk8V0°0  556890°0  54960°0 50448000 544€€00  5s@GT'0  55880°0 sk 1CT'0  ssenGVT'0 459620 380
(€8°T) (88'1) (91°%) (ve'g) (ce'1) (98°T) (¢6°1) (9v'1) teard) (e6'1) (96°'1) (¢6'1)

#8500 ACVO0  4x6P00  54¥900  GG0°0 A0T0 49700 v€0°0 #E80°0  40ET°0 #6T°0 «0LT°0 161104

] Teox

Hd usied

S WIsn)

(06°2) (L) (ev'1) (66°T) (802) (¥g'0-) (0£°2) (12°2) (8L°9) (1I1'7) (¢6°1) (0L¢)

w1100 %x200°0 5000 #8000 k0100 €00°0-  5xL00°0 44100 4xxGT0°0 5446300 4FIO0  4ssEF00 s161d
(ee2e)  (1662)  (e9ee)  (8r68)  (TT°GH) (82°6) (1872)  (ege9)  (es2p)  (zgo9)  (L6'sw)  (02°09)
sV V0°0  55x070°0 5458700 5x%890°0  5%x960°0  55x6C0°0  %xxE€0°0  5xxCST0  5xx880°0  54xIST0  54xGPT°0  5xx96C0 1sod
(¢8°0) (com)  (eeT) (9¢1) o) @rn (1) (000) (9¢1) F1D (o1'1) (¢1D) ;
860°0 Zr0°0 6700 $90°0 GG0°0 9010 970°0 7€0°0 £80°0 081°0 61°0 0.0 1610
GSdS ¥SAS £5dS 4SC S 1S4S 09< 09-07 07-02 020 ORIy ofeuo] [e10L,
o1doad jo sdnoid juetoyip 10§ AJRIIOLN :o[qeLreA juepuado(]
(c1) (1) (o1) (6) (8) (2) (9) (%) (¥) (€) (2) (1)

soystIe  [[e ut yndinQ Prq-u-piq outpsed : 1V o[qel

37



‘1090 PaxXy Ieak Ym joeIojul ysired yowe I0J Seole pUR[ SUI[dsk( OY,J, "I103edTpul Ieak
YIIM JOBIDIUT OS[R DUWIODUI J[(BXB) PUR juUNOUWE 1qap ‘sasnoy Iood jo aIeyS sk YONSs sO13SII9joRIRYD dlweplde-axd ysireJ "Ig6T 03 FIET WOIJ SIOJedIPUT T894 SNONUIIUOD YIIm
10'I9JUT S91I108938d ODSIH IoleW @ Ul sIoUUIMPeRaIq pue 9zIs AJture] o8eiose ‘Ayrsuop uorjerndod ‘(pro sieek OF-0g) S[eNPIAIpUI PoSe-9[ppPIW JO 2IeYs 97} SUIPN[OUI SNSUDD)
0T6T USIPOMG 913} wolj solisiIajoereyd oiydeiSowra "So[qRIILA [OIJUOD JO 39S [[NJ © WO PIUOIJIPUOD dIk SUOISSaISal [[y ‘[oued & oew 0} 9[qeLIBA I0}edIpul Ieak ay) yiim
PojorILUIL ST 1 PUuR ‘gOET Ul uolje)s Aemyrel e sey ysired ' J1 T s[enbo ey ojqerrea Areulq ® st wommN.seMN ‘o1doad jo sdnoi8 jueieyip 10J L1[eiIowW sjuasaidal uwIn[od yoey

o4+ P X uwN + [4pa K] X wcmmﬁs@ X Yo+ wﬁmmq X g 4 o+ Py = g waoj oy Jo uolyedyriuepl yr-ur-yi Suisn seystred [eini gee‘y [ Suowre syndino uoisseidar 930N

1'0>d 4 '60°0>d yi ‘TO0>d s
sosotjuared Ur $O1)S1)RYS-Z

Gee'e cee's Gee'e Gee'e cee's Gee'e Gee's 6ee's cee's Gee'e Gee's cee's ystied jo Joquny

09€'TL6  09€'TL6  09ETL6  09€'TL6  09€'TL6  09€'TL6  09€'TL6  09E'TL6  09E'TL6  09E'TL6  09ETL6  09E'1.6 SUOIJRAIIS(()

SAA SHA SAA SHA SHA SHA SHA SHA SHA SAA SHA SHA A 100X

SAA SHA SAA SHA SHA SHA SHA SHA SAA SAA SHX SHA A ysied

SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA dS 1098n1)
(tre) (g90-)  (8e1-)  (0g¢) Fee)  (Ler)  Goo) () (65°¢-) (09¢)  (ee)  (89°¢)

#000°0-  T00°0- 2000~ 44kG00°0- 44G00°0- €000~ 000°0- 55590007  555G00°0" 455600707  44G00°0-  sixPTO0- HA 02 L X go6i 110
(9L°2) (ee) (09°2) (0g'¢) (1z€) (0g°0) (1272) (8L°%) (sv°g) (L1¥) (egg) (ev'¥)

2k 1100 50100 55sPT00  5sek6T0°0 5548700 G000 442000 5sxGE00  55x L0 s5slFO0  55exG20°0  55xTLOD si61d

m,m Md@\ﬁ

A gsied

SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA ds 109sn1)
(29°0) (11 (28°0) (€0 (2e1-)  (8L0)  (66°0) (82°0-) (68°0) (€6°0) (61°1-) (¥0°0)

2000 £00°0 €00°0 100°0- 9000-  F000- 2000 100°0- £00°0 L00°0 L0070~ 000°0 si6td
(orsr)  (o¢oz)  (Loze)  (Leve)  (¢ege)  (brg)  (61L1)  (L96e)  (9zle)  (e09e)  (sg6e)  (08°6)

2k l00°0 5558200 5548€0°0 5k GG0°0 k0800 s TC00 44k €00°0  5sx90T0  sss 00 5559110 seiekOIT'0 555 9GT 0 380
(e8°0-)  (9g°07)  (250) (9€°0) (880  (¥g07)  (sz0)  (0¥07) (cg07) (¥go)  (Fro)  (e207)

G00°0- €000~ 2000 G000 ¢10'0-  8000-  200°0-  g000- 700°0- gI00-  F000- 9100 st6t 104

M.Hh .~m®>

Hd ustred

s esny)

(¢90) (any! ¥0'1) (¥€0-) (ir1-) (180 (€6°0) (sv0-) (€6°0) (82'1) (0z°1-) (90°0)

c00°0 €000 €00°0 T00°0- 900°0- 700°0- c00°0 100°0- €000 L00°0 200°0- 0000 s161d
eve)  (892)  (soee)  (698)  (coer)  (096)  (1210)  (9L98)  (be'1g)  (6vee)  (e909)  (29769)
#xxL00°0 5548000  4x48€0°0  %xxG90°0  5xx080'0  4xxTCO'0  5xx€CO'0  s5xx90T°0  44xLL0°0  5sx9TT0  54x0TT0  4xx9CC°0 804
(990)  (9v0)  (gg0) (9€°0) (.80)  (2g0)  (ezo)  (6c0)  (sgo)  (8v0-)  (vb10)  (1€°0)

S00°0- €00°0- 200°0 <000 G100~ 80070~ ¢00°0- 2000~ ¥00°0- ¢10°0- ¥00°0- 910°0-

SIS ¥SUS €SUS SIS ISHS 09< 09-0¥ 0¥-02 020 9TIN SRS [e10L,

o1doad jo sdnoid juetoyip 10§ 3RO :o[qreLIeA juepuado(]
(z1) (11) (o1) (6) (8) (L) (9) (¢) (¥) (€) (@) (1)

SoUsLIRJ UeqIn-uoN ur ndinQ Prq-ur-Pi[ aurpseq 'V o[qel,

38



‘j09pe paxy Ieak Yiim jorIajul ysiied yowe I0j seale pue| auIl[ase( 9y, "103edIpUl IBaA
UM JORISIUI OS[R® SUWIODUL d[(eX'} PUR jUNOWR 3qap ‘sesnoy 1ood jo aIleys se ons sd13siIejorIeyd dlwepide-aid ysied 16T 03 FIET WOIJ SI0JRDIPUI T894 SNONUIIUOD YFIMm
joeI9UI S91108998D ODSIH I0[RBW § Ul sIoUUIMPRAI] pue 2z1s A[1wej a8eteae ‘Kjsusp uorye[ndod ‘(p[o siesk OF-0g) S[enpIAIPUl page-a[pplW jo aleys ayj SuIpnour snsusa))
0T6T USIPOMG 913 woaj so13siIejoereyod oiydeiSowra(] "So[qRIIRA [OIJUO0D JO 39S [[NJ B UO PAUOI}IPUOD Ik SUOISSaISal [[y ‘[ourd ' 9eW 0) 9[(RLIBA I0JBDIPUI IBaK 9} [IIm
pojorIalul ST 91 pu® ‘gOET Ul uolje)s Aemjiel e sey ysired e j1 T syenbe jey) a[qeriea Areuiq e st wommﬁdm& ‘ojdoad jo sdnoi3 juareyip 10j A3i[eirow sjusseidel UwWIN[Od YoRH
Hor4 P X uwN + [upa2 ] X wommﬁ.dﬁ X 'o+ wﬁme X g+ 4+ 'y = g waoj ayj jo uoljeoyljuepl Jrg-ul-gig Sursn soysired urqan gQT [[® Suowe sindino uorssaisSel :930N

10>d 4 ‘600> 4y ‘TO0>d gy
sosojuored Ul SO19STYR)S-7Z

90T 90T 90T 90T 90T 90T 90T 90T 90T 90T 90T 90T {stred jo IequinN
960 7% 960‘F¥ 96071 9607 96071 960‘F¥ 960'F¥ 960 7% 9607 96071 960‘F¥ 960'F¥ SUONBAIRSq ()
SHA SAA SHA SHA SHA SHA SHA SHA SHA SAA SHA SHA do Teex
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA Hd ystreq
SHA SAA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA S w3sn)
(66'0-)  (8.1-)  (01%)  (ero)  (og1)  (981-)  (60°0) (16°¢-) (se0) (981  (eg1)  (L12)
0100~ FT0°0- 497070~ 2000~ 9T0°0-  #L20°0~  T000 48700~  GIO'0 488070~  GG0'0-  %x€90°0" H 03K X g6 1004
(91°¢) (9¢°¢) #972) (69%) (Lg7)  (1€07)  (86°T) (c6°¢) (6¢2) (eLv) (09°¢) (e1°9)
#xk00T°0  5xxT80°0 552900  #x49TT'0  54xE8T°0  ¥20°0- *870°0 #xx9G0°0 5464070 5448C€°0  5xx6CC0  %xx95G°0 wSmQ
CERELUN
dd usied
SHA SAA SHA SAA SHA SHA SHA SHA SAA SHA SHA SAA S w3sny)

(8c0)  (€90-) (o1 (8°0) (r20)  (980)  (¢g0-)  (ST'T) (rL1) (8¢0) (7o)  (60°07)

€100~ L1000~ T€00- 6000 1£0°0 990°0- 8000~  9FT'0-  xG0G0 9300 6€0°0- €100 s16id
(16°2) (69°¢) (8L7¢) (91°%) (6L¢) (L6°2) (0L2) (8¢7¢) (L0°L) (99°¢) (89°¢) (89°¢)
%8870 4xxT€E°0 5541080  5x486E°0  5xx00G°0  544LTT°0  54%8GC°0 54890 T  4xx00E°0 548860 5xx086'0 %xx£96°T 3804
(280)  (120)  (90) (650  (090)  (ero-) (o) (180-)  (2go)  (oLr0)  (ero) (1200
LP€0-  L9T0-  TFT0-  SPT'0-  €81°0-  I6€0-  €6T0-  €020-  661°0-  OLF0-  FIC0-  ¥86°0- 16t 1Y
mm .Hﬁu.w>

H ystred
oS 1038

(¥eo) (1900 (61717 (62°0) (20°1) (te1-)  (0€°07) (L2'T) (129) (6€0) (090)  (11°07)

€10'0-  L100-  TE€00- 6000 LE00 9900~ 8000~ 4x9FT°0"  4xxG0G0 9300 68070~  €10°0- e
(orgr)  (&rer)  (orv1)  (0g9r)  (L621)  (zge)  (ozer)  (86'ge)  (68°11)  (1861)  (76'61)  (86'12)
ik8ET0 sk TEE0  ssaTOE0 st €6E°0 40090 skl TT'0  4hk8GT0  55x898T  4sk0TE0  4s4E86'0  45x086'0 455 E96'T 3504
(7o) (¢e0)  (ve0-)  (1€0)  (0€0)  (9g70-)  (ge0-)  (¢g0-)  (ee0)  (¢g0-)  (9g07)  (¢€0)
€0 L9T0-  gpT'0-  GPT0-  €8T0-  TI68°0- @610 €050~ G6I0-  0LF0-  PIG0-  ¥86°0- w161 1104
¢SHS ¥SAS €SAS zsds 1SS 09< 09-0% 0702 020 ORI O[eud]  [R30L

o[doad jo sdnoid JuetdyPIp 10§ AJRIIOTN :d[qeLIeA juepuado(]

(c1) (1) (01) (6) (8) (2) (9) (¢) ¥) (e) (c) (1)

sotsted weqi) ut mdmQ Frq-u-gi oulpseq g'gy o[qel,

39



‘109e paxy Ieed Yim jorIajul ysired yows I0j sealr pue| aul[aseq oY,J, "I03RDIPUl 1A [[}IM JORISIUI OS[® dUWODUT
a[qexe) pur junowe 3qap ‘sesnoy 1ood jo areys se yYons soljsuejovIeyo drwepide-eid ysied "IgET O3 FIET WO SI03eDIPUL 19K SNONUIJUOD [[}IM J0RISUL S8110893ed ODSIH
Iofew g Ul sIoUUIMPRAIQ pue 9zIs A[iwej afersae ‘Aysusp uorye[ndod ‘(p[o sieak OF-0g) S[ENPIAIpUl paSe-o[ppPlW jo aIeYSs oY} JuIpn{our snsus)) QT YSIPamg 93 wodj
sorgstrajorIRyd dIydeiSowa(] S[qRLIBA [0IjUO0D JO 39S [[NJ © UO PAUOI}IPUOD dIe SUOIssalfal [[y ‘[ourd © 9YeW 0} 9[(RLIBA I0}RDIPUL JeaK 9Y7 [}IM PaJORILIUIL SI 31 PU® ‘Y06T
ur uoijels Aemjrel e sey ysued e j1 1 srenbe jey) s[qeriea Areulq e st woamzdﬁ -ordoad jo sdnoi8 juaieyrp 10j Ajrpejrow sjussordos uwnod yoey “#'3 + $ X «WN + [4m2 X1
X womm:ﬂm X '+ wﬁme X g + o + 'y = g w10} oY) JO UOIPROYIJULPI PI-UI-PI Sulsn snjels dDIwouodd 1oySiy yiim soysured 19 [ Suowe sindino uoissor3al 930N

10>d 4 '60°0>d yi ‘TO0>A s
sosojuored ur SO1YSTIR)S-Z

619 679 619 619 619 619 619 619 619 619 619 619 [stied Jo IequmpN
€00°09¢  €00°0S¢  €00°0S¢  €00°0SZ  €00°0ST  €00°09C  €00°0S¢  €00°0S¢  €00°0S¢  €00°0ST €00°0SC €00°09¢ SUOIyeAIssqQ
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA CEREDN
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA dd gsted
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA S 0D

(00z)  (682)  (we)  (681)  (992)  (Le1)  (6v0-)  (L9%) (1) (Lbe) (6L2") (£0%-)

#4600°0-  44800°0- 540100~ %6000~  454€10°0- 8000~ 1000~ 444G80°0- €100  55s820°0" 5s120°0" 58700 HA 409X X o610y

(69°¢) (12°¢) (L6'2) (¥6'7) (9¢%) (9¢°0) (¢v0) (cev) (eve) (63°%) (Fev) (or'¢)

1klG00  ssrl€00  sal€0°0  55kl90°0  4kk€60°0 8000 446800  ssa€ET0  4kk0ZT0 stk TOT'0  ssabTT0 550630 ai6id
mrm Hﬁ@.\ﬂ
Hd ustredq

SAA SHA SHA SHA SHA SAA SHA SHA SAA SHA SHA SHA S wIsn)

(L&1) (29°0) (e1°0) (91°2) (86'1) (teo)  (een) (8¢°0) (98°T) (912) (87°1) (80°2)

020°0 900°0 T000  %x930°0  %4L€0°0  L00°0- z10°0 9100 #890°0  44FS0°0 820°0 #660°0 s16td

(00%) (91°9) (6€9) (L0°2) (899) (ceQ) (e1%) (96%) (90°21) (20°9) (LL¢) (¢6°¢)

16 L0T0 5549800 454€60°0  55xGCT°0  45489T0  ssx V00 5540L0°0 45400 44 TET0  545L6T0  454GLT0  544CLG0 3804

(20°1) (60°1) (92°1) (ec1) (60°1) (0z°1) (e11) (19°0) (L8°1) (92°1) (any; (0z'1)

880°0 1900 690°0 901°0 £60°0 99T°0 890°0 6£0°0 w10 jardl 861°0 zIvo 6110y
mn,— H@@\W
Hd ustred

mw HG&E:O

(¥8°1) (69°0) (L1°0) (#9°2) (¢ze) (0g°0-) (¥e1) (€6°0) (L19) (08°2) (#072) (8L7%)

«0200 9000 T000  5#5930°0  ssxLE0°0  L000- z10°0 9100 5#x890°0  5xxFS0°0 #8800 54xC60°0 si6id
(sv'61)  (ve'0z)  (coze)  (zre)  (¥8L2) (e6'q)  (6921)  (gszLe) (zoee)  (06'0g)  (¢162)  (9g7¢E)
fkkl0T0 s G80°0  45s€60°0 55k GCT°0  4skCOT0  shrk TVO'0  4sk0L0'0 st OSE'0  sank TET0  5ssl6C0 st GLT0  ssnTLS 0 3504
(6£0) (97°0) (65°0) (8L0) (ge0) (9¢°0) (Lv'0) (z'0) (28°0) (8¢°0) (0¢0) (o)
880°0 190°0 690°0 901°0 £60°0 991°0 890°0 6£0°0 10 ¥12°0 861°0 ZIvo 161104
GSHS 7SAS £SAS zsds TS 09< 09-0% 07-02 020 oTeIN oTewo ] [e30L,
o[doad jo sdnoid JuetdyPIp 10§ AJRIIOTN :d[(eLIeA juepuado(]
(1) (11) (1) (6) (8) (2) (9) (¢) ) (¢) (@) (D)

soysted §AS YSIH ul ndng Prg-ut-giq oulesed gy oquL

40



1100]J0 poxy Ieok YIrm joeIsjul ysired [YOed I0J Seale pUR] SUI[Ese( O], 'I0JedIPUl I1eok (1M JORIDIUI OS[e SUW0DUT
a[qexe) pue junowre 3qop ‘sesnoy 1ood Jo aIeYS S YONS SOIISIIoORIRYD drwepide-aid ysied ‘IgET O FIET WOIJ SI0)edIPUT Iedk SNONUIJUOD [IIM PIIORILIUI SOLI10897eD
ODSIH Iofew g ul s1ouuimpealq pue azis A[rwej agersae ‘Aysuep uoryeindod ‘(plo sieek OF-0g) S[ENPIAIPUL paSe-a[ppIW JO a1eys JUIPN[OUl SNSUL)) OTET YSIPOMS o1} woiy
so1stragoereyd oryderSowa(] "SO[qRIIRA [OIJUO0D JO 39S [N B UO POUOIIIPUOD oIt SUOISSaISal [[y ‘[oued © o3eW O} d[(RIIRA I0JeDIPUl I8k O} [JIM PIJORIDUIL ST 41 PUR ‘YOGT

ur uorjels Aemjrel e sey ysured e j1 1 srenbe jey) s[qeriea Areuiq e st 806

mzdmw -opdooad jo sdnoi8 jusreyip 10y Ajrejrowr syussardor uwnod yoey “*#¥s + § X «WN + [4m2 X1

X mommﬁssm X o+ wﬁme X g+ L+ ¥y = g :waoj 9yl JO UOIROYIJULPI PI-UI-PIJ SUIST SNIRIS SOTWIOUO0ID I19MO] m soysiaed [28‘T [[e Suowe sindino uoissai3al :930N

10>d 4 '60°0>d yx TO0>A sy

sosot[yuared U SO1)STIR)S-Z

TL8°T TL8'T TL8°T TL8'T TL8'T .87 1.8°1 1.8'T 18T 18T 18T 18T Ustied jo Iequmn
€GP'COL  €9P'GOL  €GTC9L  €STIC9L €GV°C0L  €GT'G9L  €GP'GIL  EGF'GIL €47°992 €G7'G9L  €GT'G9L  €ST'GIL SUOTJRAIISA()
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA [CERLDN
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA Hd gsted
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA S 0D

(9¢'1-)  (16°0-)  (6v1-)  (6L2) (162)  (1917)  (€0°0) (cze-) (06'2-) (¢6z)  (1617)  (28°C)
2000~ 1000~ TO00~  skskb00°0" 5xk900°0-  FOO0- 0000  5ssl000" sssF000" 5550700 xG00°0-  4sexGTO0-
(69°T) (cLe) (82°2) (cLe) (0¢2) (65°0) (28'1) (cee) (¢6°¢) (L0°¢) (0€72) (¢6°2)

ol 409 X X go6 100}

%CT0°0 54 PT0°0  %xGT0°0  54xLT0°0  %x6T0°0 L00°0 20070 #x%060°0  55xG00°0  5xx1G0°0  %xLC0°0  %%x8L0°0 g1

CEREON

dd usted

SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA HS @SN
(¥e0) (06'1) (¢6°0) (89°0-) (06'0-) (1000 (06°0) (28°0) (8¥°0) (16'0) (2¢0-) (62°0)

2000 £900°0 $00°0 £00°0- 900°0- €00°0- 2000 £00°0 2000 0100 G00°0- G000 s161d
(woer)  (8e81)  (0g61)  (£9Te)  (L67To) (869)  (98¥%1)  (orLe)  (09ve)  (seee)  (€998)  (15Le)

wsFC00 5559200 5sFEO0 55k TG00 5549200 4558100 5451800 5558600 ssesFL00  s55xG0T°0 545 GOT0 555010 3804

(19°0) (#9°0) (¥8°0) (L9°0) (¢1°0) (€5°0) (0£0) (2¢0) (05°0) (17°0) (99°0) (55°0) ‘

2100 1100 ¥10°0 P10°0 G00°0 v20°0 110°0 L00°0 £10°0 6100 8£0°0 150°0 16104

m,m &.@&\W

Hd ysted

mm hcumﬂ—ﬁo

(28°0) (Lz'2) (62°1) (£9°07) (901-)  (@F0)  (¢8°0) (€8°0) (16°0) (L8°1) (6L707) (9¢°0)

2000 #9000 F00°0 £00°0- 900°0- €00°0- 200°0 £00°0 2000 0100 G00°0- G000 s161d
(o10z)  (86'2e)  (ov'9z)  (2208)  (0F9g) (co2)  (9921)  (ggeL)  (poer)  (1zer)  (96'2F)  (FE8Q)
1xs V000 5559800 555 VE00  5skTS0°0  55k920°0 5558100 551200 555860°0  sssV200  55xG0T°0  5xxG0T°0 5440130 3504
(0g'1) (6¢'1) (8e1) (96°0) (¥z'0) (96°0) (67'1) (62°0) (12°0) (¢90) (ee'1) (00'1)
2100 110°0 v10°0 7100 G000 7500 110°0 L0070 €100 6100 820°0 1500 16110
GSdS ¥SAS £SdS zsds 184S 09< 09-0% 0703 020 ORIy ofeto] [e30L,
o[doad jo sdnoid JuetdPIp 10§ AJRIIOTN :d[qrLIeA juepuado(]
(c1) (1) (o1) (6) (8) (2) (9) (¢) #) (€) (¢) (1)

sotsLed SES MO Ul juding Prq-ul-gid oulesee G'g'Y oL

41



‘S[OI3U0D
JO 998 [[NJ ® pUR ‘[OpOW 30010 POXY ABM-0Mm} ® UM PLUIqUIOD ‘[0Ad] ysiied oY)} e PoIojsn(d oie suoisseisel [y **> + o x ** Z+ meHQ X g + * + 'y = #' g uorssoirSor

o3 una pue ‘ejduwres oy} wolj 06T Ul :oBmum ® oaRy Apealfe adsu mwsm:g 9soy} sAaowal | ‘g [oued U] ‘91T Ul Qmwwﬁ u:cwv:&a m&@ﬂb&%& o1} Surwnsse a[qerIeA
jusuIjeal) Urew oY) sjyussaidad m@m:wo&a:Q aroym rﬁam:ﬂo&miQ 03 meHQ Sumerdear £q 5 + § X »\N + TGM\W: X womlssm X o + ﬁamcﬂoam:Q X g+ 4+ 'y = g

uorsseI8ol oul[eseq oY} UNIaI 9p\ QTG ul pouaddey ezuenpgul QTE] OY) oWINSSe om ‘yy [oUued U] 'SUOIssaidal 3ooyd ssoujsnqol jo sodA) om) WOIj S)[NSaI 930N

170! 4 ‘00! 4y ‘TO0M s
sosajuated Ul SO1ISIIR)S-) JSNOY

SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA HA T
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA 4 Aweduwo))
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA dS 1381
98¢°c 98¢°C 98¢°c 98¢°C 98¢°c 98¢°C 98¢°c 98¢ 98¢°C 98¢ 98€°C 98¢°c [stre Jo oqumn

9.5'T66  9LG'T66  9.G'T66  9LG'T66  9L9'T66  9LG°T66  9L9°T66  9LG°T66  9.G'T66  9LG°T66  9LG'T66  9LG'T66 SUOTYRAIS()

(1re) (11°¢) (8¢72) (67°¢) (0gg) (61°0) (28'1) (ezv) (9¢7¢) (L6°€) (67°¢) (€0%)
k59200 456100 448100 4559000 44xLE00  TOOO #1100 4540900 55k 1900 ssesPL00 55k 0S0°0  4isPTT 0

2 1597 SSUISNQOL g 1PUDJ

SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA HoJ Tedx
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA d4 Auwedwo)
SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA SHA S Tosngy
77T liae 177'e idd Wh'T i iz v'e 'e 1¥7'e wi'e e [stied Jo Iequmpn

9GP'CTO'T  9SF'GTOT 9SF'GTO'T 9GF'GTOT 9SP'GTO'T 9SF'GTO'T 9GP'CTOT 9SF'GTO'T 9SF'GTOT 9SP'GT0'T 9SF'GTOT 9SH'CT0'T SUOIYeAIISq ()

(09°0-) (¥e'0-) (62°0) (re0-) (12°0-) (L9°0~) (eg'1) (69°07) (6L°0°) (e1'17) (00°0) (02°0-)

100°0- 00070~ 00070 100°0- ¢00°0- ¢00°0- c00°0 100°0- ¢00°0- €00°0- 00070 €00°0- H ol 409 X X g6 1103
(ve)  (e0) 1) (oo  (990) (1) (ro)  (6¢0)  (9ge)  (erD)  (v0)  (50)
L00°0 G000 6000~ 0000 G000 +810°0- 100°0 700°0- #x600°0 €100 G00°0- 800°0 &%S&&Q
I 1597 $S2UISNQOL (Y (PUDJ
4SS ¥SUS €SHS cSdS TSHS 09< 09-0% 07-0g 0¢-0 ORI MEREC ®on
o[doad jo sdnoid juerohip 10J A3eIION :9[qrLIeA juepuado(]
(z1) (1n) (o1) (6) (8) (1) (9) (9) ) (€) (@) (1)

SYMSOI ¥OOT) SSOUISNOY :9°ZV ORI,

42



Table A.3.1: First stage: proximity to railway plans and railway stations emergence

Dependent variable: Emergence of railway (D}'®)

within 1 km

within 5 km

within 10 km

) 2 ®3) (4) (5) (6) (7) (8) 9)
In(Plandist) x 1915 0.001%%*  0.001%**  0.001%%*  0.004***  0.004***  0.004*¥**  0.004***  0.004***  0.004%**
(4.28) (3.01) (3.93) (7.31) (8.61) (6.51) (7.89) (9.31) (7.06)
In(Plandist) x 1916 0.002%%*  0.002*%**  0.001%¥**  0.008***  0.008%**  0.008%**  0.008***  (.008***  0.008***
(4.28) (6.07) (3.89) (7.31) (17.65)  (7.48) (7.89) (18.85)  (7.92)
In(Plandist) x 1917 0.003***  0.001***  0.002%¥**  0.012%%*  0.013**¥*  0.012%¥**  0.012%**  0.013***  0.012%**
(4.28) (9.08) (3.87) (7.31) (26.21)  (7.55) (7.89) (27.86)  (8.03)
In(Plandist) x 1918 -0.003* -0.003**  -0.003* -0.019%F%  _0.018%**  -0.018%**  -0.032%** -0.031*** -0.030***
(-1.76) (-10.31)  (-1.88) (-5.79) (-27.62)  (-5.25) (-10.33)  (-40.27)  (-9.67)
In(Plandist) x 1919 -0.009%** -0.009***  -0.009*** -0.054*F* -0.052%** -0.050%** -0.080*** -0.079*** -0.074***
(-246)  (-29.15)  (-275)  (-879)  (-91.91)  (-7.99)  (-13.98)  (-149.06) (-12.97)
In(Plandist) x 1920 -0.008%**% -0.008***  -0.008%** -0.050%*F* -0.048%** -0.046*** -0.076*** -0.074*** -0.070***
(-2.46)  (-26.41)  (-249)  (-7.86)  (-83.44)  (-7.14)  (-12.87)  (-139.96) (-11.96)
In(Plandist) x 1921 -0.007F%%  -0.007*%F  -0.007**F*  -0.046%**  -0.044%*F  -0.042%FF  -0.072FF*  -0.070*%** -0.066
(-2.46)  (-23.62)  (-2.22)  (-6.94)  (-7427)  (-6.29)  (-11.76)  (-129.70) (-10.94)
Observations 1,015,872 1,015,456 1,015,457 1,015,872 1,015,456 1,015,457 1,015,872 1,015,456 1,015,457
Parishes 2,442 2,441 2,442 2,442 2,441 2,441 2,442 2,441 2,441
Parish FE YES YES YES YES YES YES YES YES YES
Year FE YES YES YES YES YES YES YES YES YES
Cluster SE YES YES YES YES YES YES YES YES YES
demographic chars. Controls YES YES YES YES YES YES YES YES YES
parish chars. Controls YES YES YES YES YES YES
baseline parish chars.xYear FE YES YES YES
Kleibergen-Paap rk LM 29.61%FF  3038%FF  28.89%F*  159%H* 26000%F* - 147%F* 284K 61000%**  247H+*
Cragg-Donald Wald F 616%+* 634%+* 614%** 4056™H*  3869%*F  339IFHK 333K RI34HHK GOH5HHE
Kleibergen-Paap Wald rk F 4.646%FF  440%** 4.ABZFFE 28 32FHFK  ATITHRE 25.46%FF  53.30%FF  10000%FF  44.90%**
Hansen J p-value 0.085* 0.000%**  0.130 0.077* 0.000%**  0.115 0.08* 0.000%**  0.104

z-statistics in parentheses
% p<0.01, ** p<0.05, * p<0.1

Note: First stage regressions of the form: Di1918 =Xi +7t + 2404 X PlanDist; X I[Year = d] + Zzlvt X ® + v;;. The natural
log form of minimum distance to railway plan interacts with fixed year effects from 1914 to 1921, and we take 1914 as a base
year thus omitted. The dependent variable is the emergence of railway stations (the main independent variable in Diff-in-Diff
identification). I make a comparison by using lkm, 5km and 10km as hurdles for identifying whether a parish was near the
railway station. Constant Demographic characteristics from the Swedish 1910 Census including share of middle-aged individuals
(20-40 years old), population density, average family size and shares of breadwinners in 9 major HISCO categories interacted
with continuous year indicator from 1914 to 1921 to make into a panel. Parish pre-epidemic characteristics such as share of poor
houses, debt amount and taxable income also interact with year indicator. The baseline land areas for each parish interact with

year fixed effect.
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Table A.3.2: Main results: railway station emergence and mortality number

Dependent variable: weekly mortality number
OLS v

1) (2) 3) 4) (5) (6)

Panel A: Railway station within 1 km

D18 0.157%FF  0.157F%F 0157 0.565 0.504 0.803
(0.0280)  (0.0279)  (0.0278)  (0.522)  (0.330)  (0.523)

Observations 1,015,872 1,015456 1,015,456 1,015,872 1,015,456 1,015,456
Parishes 9,442 9,441 2,441 9,442 9,441 2,441
K-P Wald F 4.646 440501  4.458

Panel B: Railway station within 5 km

Dot 0.152FFF  0.154%%% 0157 00810  0.0821  0.143*
(0.0258)  (0.0257)  (0.0257)  (0.0747)  (0.0562)  (0.0806)

Observations 1,015,872 1,015456 1,015,456 1,015,872 1,015,456 1,015,456
Parishes 9,442 9,441 2,441 9,442 9,441 2,441
K-P Wald F 28.319  4117.366  25.459

Panel C: Railway station within 10 km

D1 0.224%%%  0.227%%%  0233%FF (00459  0.0450  0.0880%
(0.0260)  (0.0259)  (0.0261)  (0.0471)  (0.0377)  (0.0498)

Observations 1,015,872 1,015,456 1,015,456 1,015,872 1,015,456 1,015,456
Parishes 2,442 2,441 2,441 2,442 2,441 2,441
K-P Wald F 53.302 10000 44.903
Parish FE YES YES YES YES YES YES
Year FE YES YES YES YES YES YES
Cluster SE YES YES YES YES YES YES
demographic chars. Controls YES YES YES YES YES YES
parish chars. Controls YES YES YES YES
baseline parish chars.*year FE YES YES

robust standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1

Note: OLS and IV regressions output of the form: Y;; = \j+~v:+8x Di1918+5¢ ><Raili1908 X I[Year]+Z£t X P+€;¢.
Dependent variables are defined as the weekly mortality number in the parish. The independent variables are
defined as follows. Panel A: indicate whether a railway station is near enough to the parish (within 1 km) when
influenza started. Panel B: indicate whether a railway station is near enough to the parish (within 5 km) when
influenza started. Panel C: indicate whether a railway station is near enough to the parish (within 10 km)
when influenza started. Constant Demographic characteristics from the Swedish 1910 Census including share
of middle-aged individuals (20-40 years old), population density, average family size and shares of breadwinners
in 9 major HISCO categories interacted with continuous year indicator from 1914 to 1921 to make into a panel.
Parish pre-epidemic characteristics such as share of poor houses, debt amount and taxable income also interact
with year indicator. The baseline land areas for each parish interact with year fixed effect.
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Appendix B

Figures and Graphs

Figure B.1: influenza mortality rates in Swedish counties 1918-1920 (per 100,000
inhabitants);
source: Karlsson et al. (2014)
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