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Does Removing Restrictions on Night Shifts for Women 

Workers Improve Their Labour Market Outcomes? 

Evidence from India 

Sai Shreyas Krishna Kumar* 

Abstract  

I study the effect of lifting restrictions on night – shift work for women on their labour 

market outcomes. Using the staggered repeal of night – shift restrictions for women under the 

Factories Act, 1948 in the Indian states of Punjab, Gujarat, Maharashtra, and Assam, I employ 

a Triple Difference model to estimate its effect on the share of women workers and daily wages 

for women in manufacturing. My results suggest no significant impact as the estimated effects 

are close to 0 and statistically insignificant. I am also able to rule out effects larger than 0.95 

p.p  and 2.8% on the share of women workers and daily wages respectively, and these estimates 

are robust to the use of the Stacked Triple Difference regression. I also provide several possible 

explanations for my results using case studies. 
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1. Introduction 

India has for long restricted night - shifts for women workers. In the manufacturing sector, 

women have not been allowed to work in night – shifts ever since the Factories Act 1948 came 

into effect. The rationale that governments have used for such measures is to ensure that women 

are protected. There is evidence to suggest that more accidents take place during night – shifts, 

and therefore it has been deemed to be harmful (Kostiuk, 1990). However, these kinds of 

restrictions are not unique to India, but also exist in Taiwan, Japan, and several other countries 

(Kato & Kodama, 2018). Importantly, similar restrictions have been ratified by the 

International Labour Organisation, and therefore many legislations of this kind derive their 

legitimacy from this convention (Zveglich & Van Der Meulen Rodgers, 2003). 

However, India’s female labour force participation has been consistently declining, and this 

continues to be a serious challenge for policy makers (Mehrotra & Parida, 2017) (Klasen & 

Pieters, 2015). In this context, restricting night - work could be one of the factors that limit 

women, especially low – skilled women workers, from being employed in manufacturing 

(Gartenberg & Bandekar, 2011). This paper studies how removing night – shift restrictions 

could impact female labour market outcomes. I exploit a natural experiment in India, where 

four states, Punjab, Gujarat, Maharashtra, and Assam lifted this restriction between 2013 and 

2016. There is limited empirical evidence on how allowing night - work for women could affect 

their labour market outcomes in India, and the effect is ex-ante unclear.  

On the one hand, there is the more conventional story that women may be unable to take 

up night – work owing to household responsibilities and safety concerns (Kaiwar, 2014). 

Therefore, removing such restrictions could be ineffective in improving female labour force 

participation and could potentially lead to them dropping out from the workforce (Kato & 

Kodama, 2018). On the other hand, restricting women workers from doing the night – shift 

means that factories cannot utilize their female workforce efficiently, especially during periods 

of high demand. This would mean that the cost of hiring women workers for factories would 

be higher, which disincentivizes them from hiring women (Kato & Kodama, 2018) (Zveglich 

& Van Der Meulen Rodgers, 2003). Removing such restrictions could potentially lead to an 

increase in the employment of women in factories. 

I test the effect of lifting the restriction in the manufacturing sector by assembling data from 

the Annual Survey Industries, a nationally representative survey of factories registered under 

the Factories Act 1948, for the period 2008-09 to 2018-19. I then identify industries which 

require women working in night – shifts, and identify 5, namely, textiles, food products, leather 

products, beverages, and apparel. Subsequently, I estimate a triple difference model to estimate 

the effect of lifting the restriction on the share of women workers and daily wages in night – 

shift industries. My choice for these outcome variables rests on assumptions regarding the 

elasticity of female labour supply in India. If female labour supply is elastic, I would expect to 
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see an increase in the share of women workers, while in the case of inelastic female labour 

supply, I would expect to see an increase in wages, if the policy was indeed effective. 

The estimates obtained suggest that lifting the night – shift restriction was ineffective, as I 

find effects on the share of women workers and daily wages to be close 0, and statistically 

insignificant. The standard errors are small, indicating that the estimates are relatively precise. 

I am also able to rule out effects larger than 0.95 percentage points (equivalent to effects larger 

than 8.4%) on the share of women workers and effects larger than 2.8% on daily wages. I also 

show that these results are robust to the use of the Stacked Triple Differences model to account 

for potential biases due to staggered adoption as outlined in Goodman – Bacon (2021), and to 

various other robustness checks. 

Using two previous qualitative case studies on factories in Tamil Nadu and the call – centre 

industry in India, I provide several possible explanations for my results. One, women may not 

necessarily be averse to working the night – shift, but it is contingent on adequate safety 

measures being in place and tangible improvements in economic status in the form of higher 

wages, which was not the case in TN, and potentially was not the case in the states I consider 

as well, which could explain why I do not see an increase in the share of women workers. 

Furthermore, investment in safety related infrastructure could either disincentivize or 

significantly delay factories from employing even existing women workers in night – shifts, 

and this could explain why I do not see an increase in daily wages.  

1.1 Contribution 

This paper contributes broadly to two strands of literature. Firstly, it contributes to literature 

pertaining to the effect of restricting working hours on labour market outcomes for women.  

Gupta (2021) uses the exogenous tariff reductions due to the 1991 liberalisation reforms and 

finds that firms in industries which saw an average decline (defined as 115%) in tariffs saw a 

reduction in the share of women workers by 40%. This was because lower tariffs meant that 

firms faced higher competition, which led to a 7% increase in the number of shifts (which is 

equivalent to 22 extra shifts). This decline was more pronounced in firms which had multiple 

shifts before 1991, where an average tariff decline saw a 65% decrease in the share of women 

workers, indicating that the restriction on night – shifts for women (which also prevents them 

from working overtime) led to a reduction in the share of women workers, especially after 

1991. This is in line with the findings of Zveglich and Van Der Meulen Rodgers (2003), who 

exploit a natural experiment in Taiwan, where restrictions were imposed on overtime work and 

night – shifts for women in Taiwan and find that it led to a decline in female working hours by 

6.1% and a 1 p.p decline in female employment, but no significant impact on wages.  

On the other hand, Kato and Kodama (2018) estimate the impact of relaxing overtime 

restrictions for women under the Labour Standards Act 1947 in Japan. They use a DD 

identification strategy with industries where this restriction was lifted as a treatment group, and 

those which continue to be restricted as a control group and find that lifting the restriction led 

to an increase in female employment. While the law also lifted night – shift restrictions in some 

industries, this did not have a significant impact on female employment, as most industries 
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were already permitted to employ women in night – shifts. My paper contributes to this area of 

literature by specifically estimating the potential impact of lifting night –shift restrictions, in a 

context where there was a complete ban on night work, which would provide more reliable 

estimates of lifting such restrictions as compared to Kato and Kodama (2018) 

I also contribute more broadly to literature on the issue of declining female labour force 

participation (FLFP) in India and policy measures to address this issue. Klasen and Pieters 

(2012) find differential effects based on the education levels of women. Among the less-

educated women, employment opportunities grew marginally owing to declining employment 

for men, and they mostly worked in low – wage jobs in the garment industry or as domestic 

workers. On the other hand, well – educated women had jobs that were more secure and well 

paid in the services sector or were self – employed. Mehrotra and Parida (2017) explicitly find 

a negative association between primary and secondary education and female labour force 

participation, but a positive effect of graduate education. This could potentially be explained 

by the U – Shaped relationship between education and FLFP, wherein women at the middle of 

the education distribution do not wish to take up low – skill jobs in manufacturing, owing to 

social stigma, but are not qualified enough to take up high - skilled jobs in services (Klasen & 

Pieters, 2015) (Rustagi, 2013) 

An alternative explanation for declining FLFP in the literature is that women opt out of the 

workforce either due to increases in overall wealth and incomes of other household members 

or due to childbearing responsibilities (Sarkar et al., 2019) (Bhalla & Kaur, 2011). Both papers 

find a significant negative impact of a male spouse’s education level on FLFP, as women 

married to males who are highly educated and earning substantial incomes are found to be 

dropping out, as they do not wish to engage in low – skilled work thereby earning lower wages, 

which could affect the household’s social status (Bhalla & Kaur, 2011). Contrary to this, some 

argue that declining FLFP is owing to volatility and inadequate jobs for women. While the 

manufacturing sector is seeing a rise in women workers as shown in Mehrotra and Parida 

(2017) and Klasen and Pieters (2015), jobs in the sector continue to be inadequate and volatile 

as shown by Deshpande and Singh (2016). My paper adds another dimension to this literature, 

by looking at how reforming existing labour laws in India could improve the involvement of 

women, and especially low-skilled women in the labour market. 

The rest of the paper is organized as follows. Section 2 details the policy context on night 

– shifts for women, focusing on the Factories Act 1948, and provides case studies on TN and 

the call centre industry. Section 3 outlines the theoretical framework for my empirical analysis. 

Section 4 provides details on the dataset, namely Annual Survey of Industries, and Section 5 

explains my identification strategy. Section 6 describes the key results from my model, and 

Section 7 outlines some threats to the validity of the estimates and shows robustness checks to 

rule them out.  
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2. Background on Night – Shift Work for Women 

2.1 Policy Context 

The Factories Act 1948 is the primary legislation in India that sets out the rules for 

employing workers in factories. It first came into existence in 1881, during the British rule, and 

was subsequently amended several times. The 1948 version (passed post India’s independence) 

is the most comprehensive version and lays out detailed rules related to health, safety, working 

hours, the employment of young persons (children and adolescents), and penalties for 

contravening the provisions of the Act. Despite several amendments, one provision that has 

stayed on is the prohibition on employing women workers after 7PM, under Section 66(1)b of 

the act (Ganashree, n.d.). This provision has been controversial and was challenged for the first 

time in the Madras High Court in a case titled “Vasantha R. Vs Union of India and Ors” in 

2000. The petitioner in this case was a woman worker R. Vasantha, who worked in a textile 

mill in the Dharmapuri district in Tamil Nadu and demanded that she be allowed to work the 

night shift, as long as reasonable steps are taken to ensure her safety. The Madras High Court 

struck down this provision and argued that this was in violation of Article 14 and 15 of the 

Indian constitution which guarantees equal rights for all citizens, without discrimination on the 

basis of gender. The court also laid down safety guidelines for all women to work, which 

include securing written consent from the worker, ensuring CCTV cameras and the presence 

of adequate security personnel and transportation at night if required (Padmanabhan, 2000). 

Ever since this judgement, women workers have been working in Tamil Nadu in the night 

shift. Since then, there was a demand to enact a law to allow women across India to work in 

night shifts. In 2005, consultations began with various stakeholders as an amendment to this 

effect was approved by the cabinet of the Government of India, but it was never passed in 

Parliament1 (Kaiwar, 2014). In some Special Economic Zones2, women were allowed to work 

in the night – shift, and a few women indeed opted for the night shift in some cases (Aggarwal, 

2012).  In 2014, after the election, a new set of labour codes were proposed (they were 

eventually passed in 2020 but are yet to be implemented) which revived the debate on allowing 

night – shifts for women. Since, the Madras High Court Judgement went unchallenged in 

higher courts and the demand for allowing night shifts for women grew among manufacturers 

as well as Labour Unions, this set the precedent for several states to lift this restriction, as the 

act allows state governments to frame rules though a notification. To this end, Punjab amended 

the act in 2014, Maharashtra in 2015 and Assam in 2016 to allow night – shifts for women in 

factories. As in the case of Tamil Nadu, a case was filed by a food processing firm in the Gujarat 

High Court in 2013, and the High Court struck down section 66(1)b, allowing women to be 

 
1 A National Commission for Women report titled “Night Shift for Women” incorrectly mentions that this amendment was 

passed by the Parliament, but this was not the case.  

 
2 Special Economic Zones are designated areas in different parts of India where businesses are encouraged to set up, and they 

are provided with a number of incentives for this such as tax cuts, improved infrastructure, and exemption from duties, among 

others. 
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employed in night shifts. All the states laid down safety guidelines, as mentioned in the Madras 

High Court judgement. Figure 1 illustrates the states which lifted the night – shift restriction in 

a map. Note that Tamil Nadu could not be included in my analysis as a treated state owing to 

unavailability of data. 

 

FIGURE 1: MAP SHOWING STATES WHICH LIFTED THE NIGHT SHIFT RESTRICTION 

Notes: The figure shows the states which lifted the restriction in the Factories Act, 1948 on night – shifts for women workers 

in a map. In this map, Andhra Pradesh and Telangana are shown as separate states, though I consider them as one state (as was 

the case before 2014). Similarly, Jammu and Kashmir and Ladakh are shown separately, based on the constitutional amendment 

in 2019, but I consider them as a single state. 

2.2 Case Studies 

2.2.1 Textile Industry in Tirupur Industrial Cluster and Special Economic Zones in Tamil Nadu 

As mentioned previously, the Madras High Court held that the ban on night – work for 

women was unconstitutional and struck it down, and ever since then, women workers have 

been allowed to work in night – shifts in Tamil Nadu. Narasimhan and Sethi (2014) published 

a short qualitative case study in the Business Standard newspaper on the garment workers in 
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the industrial cluster of Tirupur, where nearly 250,000 women workers work. Here, the factory 

owners, workers and the government have consensually developed rules overtime, in line with 

the High Court judgement, to ensure that women working in the night – shift are safe. Some 

firms provided accommodation facilities, security, and transportation facilities for women 

working in night – shifts. However, one of the stakeholders interviewed in the case study points 

out that women were employed for night – shifts only during periods of high demand, when 

production was scaled up, and not on a regular basis as many women preferred not to work at 

night. Furthermore, a cause for concern was that some of the safety norms laid down by the 

court were not followed. Several factories did not have a sexual harassment cell or female 

supervisory staff, which potentially disincentivizes women from working the night – shift.  

Kaiwar (2012) documents that in the Special Economic Zone in Chennai, even if women 

were willing to, they were not allotted the night – shift in some cases, especially if the factory 

closes midway through the night, as this would mean they would have to leave late at night, 

and this was considered unsafe. Furthermore, in some cases, women had to do more night – 

shifts in a month as compared to men as they could not work for the entire period of the night 

– shift, again owing to safety concerns. In both case studies, women workers were divided on 

night shifts, with some in favour of it and others against it.  

2.2.2 Call Centres in India 

Information Technology and the Telecom industry has seen an increase in the number of 

women workers since the 1990s. Due to the nature of the work, a large number of women have 

been working in night – shifts (Gothoskar, 2006).  A qualitative case study of women workers 

in call – centres by Singh and Pandey (2005) suggests that women workers worked in night 

shifts, owing to higher wages. The study also provides evidence that the perception of women 

– working in night – shifts is gradually changing, with many households, including low – 

income households, viewing it positively as it improves financial stability for the household. 

This has outweighed the social stigma associated with women working at night, to some extent. 

However, most of the women working in the industry were single women, as marriage brought 

with it household responsibilities which was not compatible with night work. 

3. Theory 

I explore two mechanisms of how allowing night work for women could affect female 

labour market outcomes. First, I first consider the case where female labour supply is elastic. 

If the policy was effective, elastic female labour supply would mean that the share of women 

working would increase, as night – shifts would require more women to be employed.  

Next, I consider the case where female labour supply is inelastic. If the policy was indeed 

effective, this would potentially result in higher wages for women, as existing women workers 

would be incentivized to work at night by being offered wage premiums (Koistiuk, 1990) 

(Debeuomont & Nsiah, 2010). 
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Furthermore, I assume that male and female workers are close substitutes in factories, 

which is in line with Acemoglu et al. (2004). This assumption ensures that factories do not 

choose male workers over female workers even after the restriction is lifted owing to a low 

elasticity of substitution. 

4. Data 

I use the Annual Survey of Industries (ASI), a nationally representative cross – sectional 

survey of factories registered under the Factories Act, 1948, and therefore affected by the 

natural experiment I exploit. The survey is conducted on an annual basis and collects data on a 

variety of factory – level indicators, including indicators pertaining to employment, relevant 

for my analysis. I compile these cross – sections from 2008 – 09 to 2018-19. Figure 2 presents 

the sample – size in each cross – section I consider for my analysis. 

 
FIGURE 2: ASI SAMPLE SIZE BETWEEN 2009-19 

Notes: The figure shows the number of factories surveyed by the Annual Survey of Industries between  

2008-09 and 2018-19.  

Though my dataset is a repeated cross – section of factories, I track 36 industries, which I 

identify using the 2 – digit National Industrial Classification (NIC) code3 and 31 states4 across 

the entire time period. Tables A1 and A2 in Appendix A provide the full list of states and 

industries I track each year along with summary statistics. Details on the construction of the 

dataset and the sampling procedure used by ASI are given in Appendix C.  

 

 
3 The National Industrial Classification assigns codes for each industry across all sectors in India, and has been developed by 

the Ministry of Statistics, Government of India 

 
4  I also include 4 Union Territories in this list (namely Pondicherry, Andaman & Nicobar Islands, Daman & Diu, and Dadra 

& Nagar Haveli), and I will refer to these as states in my paper. Furthermore, the formation of Telangana as a separate state 

from Andhra Pradesh in 2014 meant that both were coded as separate states from 2014. I however consider undivided Andhra 

Pradesh, and factories coded as belonging to Telangana are coded as Andhra Pradesh. 
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Outcome Variables 

Share of Women Workers: The survey provides a breakdown by gender of the number of 

workers (which is labelled as “average persons worked”) who are directly employed by the 

factory. Furthermore, it also provides the number of contract workers and supervisory staff, 

however, these are not disaggregated by gender. However, these account for only 12.5% of the 

total workers. Therefore, I drop these categories, and only use data on workers employed 

directly by the factory. I first calculate the total number of workers employed and calculate the 

share of women workers by dividing the number of women employed by the total number of 

workers. 

Daily Wages: I use wages as an outcome variable as I do not have data on the number of 

hours worked, and therefore if the policy was effective, I could see an increase in wages as 

women can work an additional shift. The survey provides wages paid for the year for each type 

of worker mentioned above. Again, only wages for workers employed directly by the factory 

are disaggregated by gender. Furthermore, it provides data on the number of “mandays” worked 

by female workers. This is defined as the total number of workers working across all shifts in 

a day summed over all working days in the year, again disaggregated by gender. I calculate 

daily wages for women workers by dividing the total wages paid for the year by the total 

mandays worked by women, which gives us the daily wage per worker.  

Control Variables 

Fixed Assets: I use data on various fixed assets reported by each factory. The survey reports 

the opening and closing value of fixed assets in Indian Rupees for each year. In order to control 

for capacity expansions over the years, I use the closing value of land, building and plant and 

machinery. 

Working capital: The closing and opening value of total working capital in Indian Rupees 

is reported in the survey. I use this to control for changes in liquidity and financial health over 

time. This not only affects employment by ensuring that the business and production process 

are carried out efficiently but is crucial to sustain a workforce and pay wages on time, and any 

potentially changes over the years could affect the labour market, as was seen in 2016 during 

the demonetisation exercise (Deshpande & Singh, 2020) 

Sales: Total annual sales data are reported in Indian rupees in the survey. This again could 

potentially affect profits over the years and takes into account any changes or shocks over time 

in the market, such as changes in demand and consumer preferences, which could in turn affect 

labour market outcomes. 

Table 1 and Table 2 below provides summary statistics for all the outcome variables and 

control variables used in my empirical analysis. An interesting point to be noted is that the 

policy was adopted by states, with a significantly lower share of women workers, though daily 

wages are largely the same across the treated and control states. 
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TABLE 1: SUMMARY STATISTICS FOR TREATED AND CONTROL STATES 

Variable Treated States Control States 

 Mean SD Mean  SD 

Share of Women Workers 0.059 0.154 0.135 0.248 

Daily Wages (in ₹) 398.109 1868.295 347.088 1079.28 

Fixed Assets (in ₹) 394700000 4366000000 355500000 4820000000 

Working Capital (in ₹) 156300000 4896000000 106100000 2896000000 

Sales (in ₹) 1241000000 11670000000 998100000 9791000000 

Notes: The table presents summary statistics (mean and standard deviation) for outcome variables and control variables for 

treated and control states. The treated states are Gujarat, Punjab, Maharashtra and Assam. The states used in my analysis are 

listed in Table A1 in the appendix. 

TABLE 2: SUMMARY STATISTICS FOR NIGHT - SHIFT INDUSTRIES AND OTHER INDUSTRIES 

Variable Night - Shift Industries Other Industries 

 Mean SD Mean  SD 

Share of Women Workers 0.189 0.282 0.081 0.19 

Daily Wages (in ₹) 296.761 636.707 404.908 1611.086 

Fixed Assets (in ₹) 194200000 1078000000 442200000 5584000000 

Working Capital (in ₹) 75044238 1365000000 140200000 4196000000 

Sales (in ₹) 689900000 2468000000 1232000000 12310000000 

Notes: The table presents summary statistics (mean and standard deviation) for all the outcome variables and control variables 

for night – shift and other industries. Night – shift industries refer to textiles, apparel, leather products, food products, and 

beverages. The industries used in my analysis are listed in Table A2 in the appendix. 

Figure 3 illustrates the share of women workers and daily wages across all states in India. 

There is significant heterogeneity, with South India and Manipur having a significantly higher 

share of women workers. On the other hand, daily wages are largely similar, except in 

Maharashtra, Goa, Tamil Nadu, and Jharkhand with higher daily wages. 
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FIGURE 3: MAPS SHOWING SHARE OF WOMEN WORKERS AND DAILY WAGES (IN ₹) ACROSS STATES 

Notes: The figure illustrates the share of women workers and daily wages (in ₹) across states in India in a map. Andhra Pradesh 

and Telangana are shown as separate states in the map, though I consider them as one state (as was the case before 2014) in 

my analysis. Similarly, Jammu & Kashmir and Ladakh are shown separately, based on the constitutional amendment in 2019, 

but I consider them as a single state. There is no data on the share of women workers or daily wages for Arunachal Pradesh, 

Sikkim, and Mizoram, and therefore these are not shaded in the map. 

5. Identification Strategy 

The relationship between night – shift restrictions and female labour market outcomes is 

likely to be endogenous. Therefore, the exogenous policy change leads to some states being 

exposed to unrestricted shifts, with others continuing with night – shift restrictions which 

provides a natural experiment to estimate the effect of lifting these restrictions on female labour 

market outcomes. 

Considering the nature of this natural experiment, a difference – in – differences strategy 

could be a potential identification strategy with the counterfactual being other states in India 

where this policy was not adopted or was adopted before the time period of the study (in this 

case TN), which would reflect how the treated states would have evolved if the night – shift 

restrictions were not removed. However, this approach does not eliminate all confounders as 

different states are likely to be subject to different shocks. This, in turn, could lead to different 

industry specific trends in the share of women workers and daily wages. 

I eliminate industry specific trends by identifying industries which could be affected by the 

repeal of night – shift restrictions. Unfortunately, I do not have a well – defined set of industries 

in the literature which require women working at night. Therefore, I rely on context – specific 
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literature and information on the natural experiment itself to identify potentially treated 

industries.  

There is adequate evidence on which industries traditionally employ and rely on women 

workers in India. Chattapodhyay et al. (2013) and Mondal et al. (2018) show that women have 

traditionally been employed only in a small sub-set of industries within the manufacturing 

sector such as textiles, apparel, leather, tobacco, food products, and chemical products. 

Furthermore, any increases in the employment of women in manufacturing in the past have 

also been due to increases in employment in the same sub-set of industries. Therefore, any 

changes in female labour market outcomes due to lifting the night – shift restriction are likely 

to be in these industries. However, not all of them are likely to employ women during night – 

shifts. Since I do not have any literature to identify these, I go back to the court proceedings 

that took place in Gujarat and Tamil Nadu. I find that in the case of Tamil Nadu, it was a worker 

in a textile factory that filed a petition in the High Court. Furthermore, court proceedings from 

the case indicate that several petitions were filed by textile manufacturers in the past to lift this 

restriction. Similarly, in the case of Gujarat, a food processing firm petitioned the court to 

remove this restriction. Thus, these industries are likely to respond more strongly to the 

restriction being lifted. I then use the NIC used by our dataset to identify industries that can 

either be directly or closely classified under the broad categories of textiles and food 

processing. To this end, I identify 5 industries under the NIC which could potentially be treated, 

namely, textiles, food products, apparel, leather products and beverages, which I refer to as 

night – shift industries. 

My main empirical strategy is a triple difference model. I begin by estimating Difference – 

in – Differences models for night – shift industries and other industries. The specifications are 

detailed below. 

 𝑦𝑠𝑡
1 = 𝛼1 + 𝛽1𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡 + 𝛾𝑠 + 𝛿𝑡 + 𝛽𝑋′ + 𝜖𝑠𝑡 (1) 

Where 𝑦𝑖𝑠𝑡
1  is the value of the outcome variable (either share of women working or log (1 

+  daily wages) for night – shift industries, namely textiles, food products, beverages, apparel 

and leather products in state s and year t. 𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡 is a dummy that takes the value 1 if state s 

(in this case Gujarat, Punjab Maharashtra, and Assam) lifted the restriction in year t, and 0 

otherwise. 𝛾𝑠is a set of fixed effects for states and 𝛿𝑡 is a set of fixed effects for years and 𝑋′ is 

a vector of controls as described in Section 4. 

  𝑦𝑠𝑡
0 = 𝛼0 + 𝛽0𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡 + 𝛾𝑠 + 𝛿𝑡 + 𝛽𝑋′ + 𝜖𝑖𝑠𝑡 (2) 

Where 𝑦𝑖𝑠𝑡
0  is the value of the outcome variable (either share of women working or log (1+ 

daily wages) for non – night shift industries, in state s and year t. The definitions for all other 

variables remain the same. 

The triple difference equation would simply yield the difference of the DDs estimated in 

(1) and (2). The triple difference model I estimate is specified as follows: 
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𝑦𝑖𝑠𝑡 = 𝛽0 + 𝛽1𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡 × 𝑁𝑖𝑔ℎ𝑡𝑆ℎ𝑖𝑓𝑡𝑖 + 𝛽2𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡 + 𝛾𝑠,𝑁 + 𝛿𝑡,𝑁 + 𝛽𝑋′ + 𝜖𝑖𝑠𝑡    (3) 

Where 𝑦𝑖𝑠𝑡 is the value of the outcome variable (either share of women working or log (1+ 

daily wages), 𝑁𝑖𝑔ℎ𝑡𝑆ℎ𝑖𝑓𝑡𝑖  is a dummy variable and takes the value 1 if `i’ is a night shift 

industry and 0 otherwise. 𝛾𝑠,𝑁 is a set of fixed effects for State × 𝑁𝑖𝑔ℎ𝑡𝑆ℎ𝑖𝑓𝑡 and 𝛿𝑡,𝑁 is a set 

of fixed effects for Year × NightShift. Definitions for other variables remain the same. My 

coefficient of interest is 𝛽1, which captures the Average Treatment Effect on the Treated (ATT), 

in this case the average treatment effect on night – shift industries. 

As with difference – in – differences estimations, I cluster standard errors by state, as in 

this case, the policy varies by state, in order to account for correlated error terms within states, 

and the same strategy is applicable to the triple difference model. 

Identifying Assumptions: Parallel Trends 

The fundamental identifying assumption for a DD estimation is that in the absence of 

restriction being lifted, states which lifted the restriction and states which did not lift the 

restriction (or those which lifted the restriction before 2008) would have followed parallel 

trends. As mentioned above, the triple difference is the difference of 2 DDs, but a valid triple 

difference estimation does not require parallel trends for both DDs to be satisfied. However, it 

provides strong evidence that the parallel trends will hold for equation (3) and therefore the 

estimates would capture the ATT accurately. I first verify that parallel trends hold for equations 

(1) and (2) by estimating event studies as shown in Figure 4. All standard errors are clustered 

by state, and I only consider time periods for which I observe all the treated and control states. 
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Panel A: Event Studies for Share of Women Workers 

 

Panel B: Event Studies for Daily Wages 

 

FIGURE 4: EVENT STUDIES FOR DIFFERENCE - IN - DIFFERENCES 

Notes: The figure shows the evolution of the share of women workers and daily wages in treated states relative to control states in the form of 

event studies. All the figures show event study estimates along with the 95% Confidence Intervals. Panel A shows event studies for the share 

of women workers, first in night – shift industries, and in non – night shift industries. Panel B shows event study estimates for ln(1+daily 

wages), first in night – shift industries, and in non – night – shift industries. All the event study estimates include controls for state and year 

fixed effects. Standard Errors are clustered by state. 
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The event studies suggest that the evolution of the share of women workers and log (1+ 

daily wages) in the treated and control states follow parallel trends for both night – shift 

industries as well as non – night shift industries. Furthermore, the non – night shift industries 

should not experience any statistically significant effects since they are the counterfactual for 

the night – shift industries which are treated. I only see a very small statistically significant 

increase in the share of women workers in the other industries at time period 0, and the other 

periods are close to 0 and statistically insignificant. For wages, all the post – treatment periods 

are small and statistically insignificant, and therefore my counterfactual for night – shift 

industries is valid.  

I now estimate the triple difference event studies shown in Figure 5. All standard errors are 

clustered by state, and I only consider time periods for which I observe all treated and control 

states. 

 

FIGURE 5: EVENT STUDIES FOR TRIPLE DIFFERENCE 

Notes: The figure shows event study estimates for the effect of lifting the night – shift restriction on night – shift industries relative to 

other industries in treated states. The first graph reports the estimates for the share of women workers and the second reports estimates 

for log(1+daily wages). All estimates are reported along with the 95% confidence interval. All the event study estimates include controls 

for State × NightShift and Year × NightShift. Standard errors are clustered by state. 

Confirming the results from my event studies in Figure 4, I observe that the parallel trends 

hold for the triple difference as well, and therefore the states and industries I have identified as 

counterfactuals are valid for a triple difference estimation. 
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6. Results 

6.1 Effect on Share of Women Workers  

TABLE 3: DD AND TRIPLE DIFFERENCE ESTIMATES (WITHOUT CONTROLS) 

Outcome: Share of Women 

Workers 

(1) (2) (3) 

DD for Night Shift 

Industries 

DD for Non - Night Shift 

Industries 

Triple 

Difference 

       

Policy × NightShift   0.000783 

    [0.00438] 

     

Policy 0.00693 0.00614 0.00614 

  [0.00745] [0.00507] [0.00507] 

     

     

Constant 0.188*** 0.0800*** 0.113*** 

  [0.000855] [0.000736] [0.000741] 

     

Controls No No No 

State ×  NightShift FE No No Yes 

Year ×  NightShift FE No No Yes 

State FE Yes Yes No 

Year FE Yes Yes No 

     

Observations 120,546 275,129 395,675 

 
Notes: The table reports the effect of lifting the night – shift restriction on the share of women workers. Column (1) reports the effect for the 

sample of night – shift industries and Column (2) reports the effect on the sample of non – night shift industries. Column (3) reports the triple 

difference, that is the effect on night – shift industries relative to the other industries in the states which lifted the restriction. I do not include 

any controls. Standard errors are clustered by state. P – values are coded as follows: *** p<0.01, ** p<0.05, *p<0.1 
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TABLE 4: DD AND TRIPLE DIFFERENCE ESTIMATES (WITH CONTROLS) 

  

Outcome: Share of Women 

Workers 

(1) (2) (3) 

DD for Night Shift 

Industries 

DD for Non - Night Shift 

Industries Triple Difference 

       

Policy × NightShift   0.000869 

    [0.00440] 

     

Policy 0.00723 0.00611 0.00610 

  [0.00733] [0.00505] [0.00505] 

     

     

Constant 0.190*** 0.0805*** 0.113*** 

  [0.00143] [0.000660] [0.000688] 

     

Controls Yes Yes Yes 

State  × NightShift No No Yes 

Year  × NightShift No No Yes 

State FE Yes Yes No 

Year FE Yes Yes No 

     

Observations 120,546 275,129 395,675 

    
 

Notes: The table reports the effect of lifting the night – shift restriction on the share of women workers. Column (1) reports the effect for the 

sample of night – shift industries and Column (2) reports the effect on the sample of non – night shift industries. Column (3) reports the triple 

difference, that is the effect on night – shift industries relative to the other industries in the states which lifted the restriction. I also include the 

closing value of fixed assets, working capital and total sales as controls. Standard errors are clustered by state. P – values are coded as follows: 

*** p<0.01, ** p<0.05, *p<0.1. 

 

I begin by estimating the effect of lifting the night – shift restriction on the share of women 

workers. First, I estimate the DD equations (1) and (2) without controls. The estimates are 

reported in columns 1 and 2 of Table 3 respectively. I find that the share of women working 

increased by 0.7 p.p in the case of night – shift industries and 0.6 p.p in the case of other industries 

in the treated states. I then proceed to estimate the triple difference as specified in equation (3).  

Results of the triple difference estimation are reported in column 3, which yields the difference 

between the coefficients in columns 1 and 2. I find that the coefficient on Policy × NightShift 

(i.e., the average effect on night – shift industries relative to other industries in treated states) is 

close to 0 and statistically insignificant. The standard errors are relatively small indicating that 

the estimates are precise. I can rule out effects larger than 0.95 p.p (equivalent to effects larger 

than 8.4%) on the share of women workers. 

In Table 4, I estimate equations (1), (2) and (3), with the controls previously mentioned. The 

estimates for the DDs are reported in column 1 and column 2, while the estimates for equation 

(3) are reported in column 3. The estimates remain largely the same, with the coefficient on Policy 

× NightShift being close to 0, with small standard errors, and the estimate continues to be 
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statistically insignificant. With effects close to 0 and relatively small standard errors, I can 

conclude that the policy was ineffective in increasing the share of women workers. 

6.2 Effect on Daily Wages 

TABLE 5: DD AND TRIPLE DIFFERENCE ESTIMATES (WITHOUT CONTROLS) 

Outcome: Log (1+ Daily 

Wages) 

(1) (2) (3) 

DD for Night Shift 

Industries 

DD for Non - Night Shift 

Industries 

Triple 

Difference 

       

Policy × NightShift    0.000942 

    [0.0139] 

     

Policy -0.00790 -0.00884 -0.00884 

  [0.0216] [0.0170] [0.0170] 

     

     

Constant 5.484*** 5.643*** 5.573*** 

  [0.00188] [0.00200] [0.00183] 

     

Controls No No No 

State × NightShift FE No No Yes 

Year × NightShift FE  No No Yes 

State FE Yes Yes No 

Year FE Yes Yes No 

     
Observations 55,340 70,740 126,080 

 

Notes: The table reports the effect of lifting the night – shift restriction on daily wages. The outcome variable I use is log (1+daily wages), in 

order to capture the growth in daily wages. Column (1) reports the effect for the sample of night – shift industries and Column (2) reports the 

effect on the sample of non – night shift industries. Column (3) reports the triple difference, that is the effect on night – shift industries relative 

to the other industries in the states which lifted the restriction. I do not include any controls in my regressions. Standard errors are clustered 
by state. P – values are coded as follows: *** p<0.01, ** p<0.05, *p<0.1 
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TABLE 6: DD AND TRIPLE DIFFERENCE ESTIMATES (WITH CONTROLS) 

Outcome: Log (1 + Daily 

Wages) 

(1) (2) (3) 

DD for Night Shift 

Industries 

DD for Non - Night Shift 

Industries 

Triple 

Difference 

       

Policy × NightShift   0.00122 

    [0.0142] 

     

Policy -0.00828 -0.00954 -0.00964 

  [0.0209] [0.0165] [0.0164] 

     

     

Constant 5.469*** 5.628*** 5.562*** 

  [0.00629] [0.00231] [0.00197] 

     

Controls Yes Yes Yes 

State × NightShift FE No No Yes 

Year × NightShift FE No No Yes 

State FE Yes Yes No 

Year FE Yes Yes No 

     

Observations 55,340 70,740 126,080 
 

Notes: The table reports the effect of lifting the night – shift restriction on daily wages. The outcome variable I use is log (1+daily wages), in 

order to capture the growth in daily wages. Column (1) reports the effect for the sample of night – shift industries and Column (2) reports the 
effect on the sample of non – night shift industries. Column (3) reports the triple difference, that is the effect on night – shift industries relative 

to the other industries in the states which lifted the restriction. I also include the closing value of fixed assets, working capital and sales as 

controls. Standard errors are clustered by state. P – values are coded as follows: *** p<0.01, ** p<0.05, *p<0.1 
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Now, I estimate the effect of lifting the night – shift restriction on daily wages. First, I 

estimate the DD equations (1) and (2) without controls, and the outcome variable is log(1+daily 

wages). The estimates are reported in columns 1 and 2 of Table 5 respectively. I find that the 

daily wages of women workers decreased by 0.8% in the case of night – shift industries and 

0.88% in the case of other industries in states which lifted the restriction. I then estimate the 

triple difference model, as specified in equation (3).  Results of the triple difference estimation 

are reported in column 3 of Table 5, which yields the difference between the coefficients in 

columns 1 and 2. The coefficient for Policy × NightShift is close to 0, and statistically 

insignificant, i.e., daily wages for night – shift industries did not change relative to other 

industries in the treated states. The estimates have relatively small standard errors indicating 

that the estimates are precise.  I can also rule out effects larger than 2.8%. 

In Table 6, I estimate equations (1), (2) and (3) for log(1+daily wages) with the controls 

previously mentioned. The estimates for the DDs are reported in column 1 and column 2 of 

Table 6, while the estimates for equation (3) are reported in column 3. The estimates remain 

nearly the same, with the effect being close to 0, with small standard errors, and the estimate 

continues to be statistically insignificant. With effects close to 0 and relatively small standard 

errors, I can conclude that the policy was ineffective in terms of increasing the wages of women 

workers.  

7. Threats to Validity and Robustness Checks 

 

7.1 Small Number of Clusters 

In line with conventional literature, as the night – shift restrictions vary by state, I cluster 

standard errors by state to account for within – state dependence of error terms. However, 

standard asymptotic properties do not hold when the number of clusters are small (less than 

50), and therefore inferences based on standard test statistics are invalid (Bertrand et al., 2004).  

Since I have only 31 states, I perform a wild cluster bootstrap as recommended in Cameron et 

al. (2008). First, I use the specification mentioned in equation (3), with the outcome variable 

being share of women workers, and estimate p – values and confidence intervals for my main 

coefficient of interest 𝛽1 using a wild cluster bootstrap and results for the estimates are reported 

in Table 7 

TABLE 7: WILD CLUSTER BOOTSTRAP FOR SHARE OF WOMEN WORKERS 

Outcome: Share of Women Workers  Estimate  P - Value Confidence Interval 

        

Policy × NightShift 0.00078 0.892 [-0.009, 0.0116] 

     

     

Policy 0.006 0.249 [-0.004, 0.023] 
 

Notes: The table reports the p – values and Confidence intervals for my triple difference estimate for the share of women workers from 

equation (3) using a wild cluster bootstrap. I report the coefficients for Policy × NightShift and Policy, though my coefficient of interest is the 

former, which yields the triple difference. 
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The results suggest that my estimated ATT is statistically insignificant corroborating my 

inference from estimates in Tables 3 and Tables 4, and the confidence intervals are also similar, 

indicating that my cluster - based inference is robust despite having fewer than 50 clusters. 

I now proceed to estimate equation (3), with the outcome variable being log (1+daily 

wages) and estimate p- values and confidence intervals for 𝛽1. The estimates are reported in 

Table 8. 

TABLE 8: WILD CLUSTER BOOTSTRAP FOR LOG(1+DAILY WAGES) 

Outcome: Log(1+daily wages)  Estimate  P - Value Confidence Interval 

        

Policy × NightShift 0.00094 0.95 [-0.036, 0.036] 
    

     
Policy -0.0088 0.612 [-0.07, 0.025] 

Notes: The table reports the P – values and Confidence intervals for my triple difference estimate for log(1+daily wages) from equation (3) 

using a wild cluster bootstrap. I report the coefficients for Policy × NightShift and Policy, though my coefficient of interest is the former, 

which yields the triple difference. 

 
 

As with the share of women workers, the wild cluster bootstrap suggests that my estimated 

ATT is indeed statistically insignificant, thereby corroborating the results obtained in Tables 5 

and 6, and the confidence intervals are also similar. Therefore, my inference is robust in this 

case as well.  

7.2 Biased Treatment Effects due to Staggered Adoption 

Recent literature on Difference – in - Differences has pointed out that treatment effects 

estimated in a staggered setting may be biased. One, the canonical two – way fixed effects 

model estimates treatment effects by comparing treated and already – treated units. If there are 

dynamics, where the treatment effect changes over – time for the already-treated units, they 

may not serve as a valid counterfactual, thereby biasing my estimates. Two, the weights 

assigned can be negative, and groups treated at the middle of the treatment period are assigned 

higher weights, which could also bias estimates (Goodman – Bacon, 2021).  

Since states lift the night – shift restriction in consecutive years starting from 2013 to 2016, 

my model estimates treatment effects for instance, by comparing industries in Maharashtra 

(treated in 2015) with industries in Gujarat (treated in 2013), and similarly with other already 

- treated units. Furthermore, I might also have states treated in 2014 or 2015, being assigned 

higher weights. These could bias my estimates, in addition, to the fact that dynamics in already 

– treated states might make my counterfactual invalid. 

In general, these treatment effects are likely to be biased only if a large number of states 

are treated. In my case, I have only 4 states adopting the policy, and 27 not being treated at all. 

Nevertheless, I verify the robustness of my results to the problems discussed above by using a 

stacked triple difference in line with Cengiz et al. (2019) and Deshpande and Li (2019). To 

begin with, I identify an event window, wherein all states have the same number of pre – 

treatment and post – treatment periods. In my case, Gujarat is the first state to be treated and 
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has only 5 years of pre – treatment observations. Furthermore, Assam is the last state to adopt 

the policy in 2016 and has only observations for 3 post – treatment periods (including the year 

of adoption). Therefore, I define an event window of 8 years, thereby ensuring that all states 

have atleast 5 pre – treatment and 3 post – treatment periods. This ensures that all the states are 

assigned equal weights, and therefore removes bias due to arbitrary weighting of treated units. 

Next, I create separate datasets (or stacks) for each state that adopted the policy (i.e., stacks 

for Gujarat, Punjab, Maharashtra, and Assam each) keeping observations only within the 8-

year window. In each stack, I only keep clean controls, i.e., observations for states which were 

not treated in the 8-year period. For Gujarat, this includes all states except Punjab and 

Maharashtra. For all other treated states, I exclude any other state treated during the entire 

period of my study, as they would be treated in the 8-year window. I generate a stack indicator 

variable,  𝑆𝑡𝑎𝑐𝑘𝑑 for each stack d such that 𝑆𝑡𝑎𝑐𝑘𝑑 = {𝑑 | d = (1,2,3,4)}. In each stack, I also 

create a dummy 𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡𝑑 for each stack d, which takes the value 1 if state s is treated in year 

t and 0 for clean controls. This eliminates any potential bias arising out of comparisons between 

treated and already – treated units. 

I then append all stacks to create a consolidated stacked dataset. I first proceed to estimate 

a stacked event study, as specified below. 

𝑦𝑖𝑠𝑑𝑡 = 𝛽0 + ∑ 𝛽𝜏 × 𝟏(𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑖𝑜𝑑𝑡𝑑 = 𝜏)  

2

𝜏 =−5

+ ∑ 𝛽𝜏 × 𝑇𝑟𝑒𝑎𝑡𝑠𝑑 × 𝑁𝑖𝑔ℎ𝑡𝑆ℎ𝑖𝑓𝑡𝑖 × 𝟏(𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑖𝑜𝑑𝑡𝑑 = 𝜏) + 𝒁𝒔,𝑵,𝒅

2

𝜏 =−5

+ 𝜹𝒕,𝑵,𝒅 + 𝜖𝑖𝑠𝑑𝑡                      (4)   

Where, 𝑦𝑖𝑠𝑑𝑡 is the value of the outcome variable (either share of women workers or 

log(1+daily wages)) in industry ‘i’ in state s belonging to stack d and in the year t. 𝑇𝑟𝑒𝑎𝑡𝑠𝑑 is 

a dummy which takes the value 1 if a state s is treated in stack d and 0 otherwise.  

𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑖𝑜𝑑𝑡𝑑 = 𝑦𝑒𝑎𝑟𝑡 − 𝑒𝑣𝑒𝑛𝑡𝑑, where  𝑒𝑣𝑒𝑛𝑡𝑑  takes the value of the year when the 

night – shift restriction was lifted in the treated state in each stack d. 𝟏(𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑖𝑜𝑑𝑡𝑑 = τ) is 

a set of dummies for each time period τ, which take the value of 1 when (𝑇𝑖𝑚𝑒𝑃𝑒𝑟𝑖𝑜𝑑𝑡𝑑 = τ), 

and 0 otherwise. The definitions of other variables remain unchanged. 𝒁𝒔,𝑵,𝒅 is a set of fixed 

effects for State × NightShift × Stack and 𝜹𝒕,𝑵,𝒅 is a set of fixed effects for Year × NightShift 

× Stack. The estimates are presented in Figure 6. 
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FIGURE 6: STACKED EVENT STUDIES 

Notes: The figure shows stacked event study estimates for the effect of lifting the night – shift restriction on night – shift industries 

relative to the other industries in states which adopted the policy. The first graph reports the estimates for the share of women workers 

and the second reports estimates for log(1+daily wages). All estimates are reported along with the 95% confidence interval. All the 

event study estimates include controls for State × NightShift × Stack and Year × NightShift × Stack. Standard errors are clustered by 

state. 

Firstly, parallel trends hold for both outcome variables in the pre – treatment periods, and 

furthermore, I also see small and insignificant changes in the share of women workers and 

wages after the restriction was lifted. In order to confirm these results, I proceed to estimate a 

stacked triple difference model, which is specified below:  

𝑦𝑖𝑠𝑑𝑡 = 𝛽0 + 𝛽1𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡𝑑 ×  𝑁𝑖𝑔ℎ𝑡𝑆ℎ𝑖𝑓𝑡𝑖 +  𝛽2𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡𝑑 + 𝛽𝑋′ + 𝒁𝒔,𝑵,𝒅 + 𝜹𝒕,𝑵,𝒅 +  𝜖𝑖𝑠𝑑𝑡   

(5) 

Where 𝑦𝑖𝑠𝑑𝑡 is the value of the outcome variable in industry i in state s in year t in stack d. 

𝑃𝑜𝑙𝑖𝑐𝑦𝑠𝑡𝑑 is a dummy as defined previously. Definitions for other variables remain the same. 

 There are 2 different approaches that are taken with stacked DDs in existing literature with 

respect to clustering standard errors. While Cengiz et al. (2019) cluster by Unit × Stack, 

Deshpande and Li (2019) cluster by Unit. However, I use the latter as clustering by Unit × 

Stack is prone to over – rejection as shown by Wing (2021). 
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TABLE 9: STACKED TRIPLE DIFFERENCE ESTIMATES 

 

Notes: The table reports the effect of lifting the night – shift restriction on the share of women workers and daily wages using a stacked triple 
differences estimation. For daily wages, I use the log (1+daily wages) as the outcome variable in order to estimate the change in daily wages. 

Columns (1) and (2) report estimates without controls. Columns (3) and (4) report estimates where I include controls for the closing value of 

fixed assets, working capital and total sales. Standard errors are clustered by state. P – values are coded as follows: *** p<0.01, ** p<0.05, 

*p<0.1. 

 

I first estimate equation (5) for both share of women workers and log(1+daily wages) 

without controls, and the results reported in columns 1 and 2 of Table 9 respectively. Though I 

obtain a negative coefficient for  𝛽1, they continue to be very small and statistically 

insignificant, with standard errors equivalent to the ones I obtained in my estimates of equation 

(3). I am also able to rule out effects larger than 0.59 p.p (equivalent to effects larger than 4.7%) 

in the share of women workers, and effects larger than 2% for daily wages. These effects are 

again very similar to those obtained in tables 5 and 6. 

Columns 3 and 4 report my estimates for equation (6) for the share of women workers and 

log(1+daily wages) respectively with controls. The results obtained are similar to those 

reported in columns 1 and 2. Therefore, my estimates from the triple difference are valid, and 

I continue to find that lifting the night – shift restriction had no significant impact and the 

estimated treatment effects are robust to the issues outlined previously. 

7.3 Alternative Control Groups 

The fundamental identifying assumption for choosing a valid counterfactual in my triple 

difference, is that in the absence of the treatment, the outcome in night – shift industries relative 

to other industries would have followed parallel trends in the treated and control states. This 

alone is necessary and sufficient for my counterfactual to be valid. However, Tables 1 and 2 

suggest that the share of women workers in the treated states are less than half of that in the 

control states, while the night – shift industries have more than double the share of women 

workers as compared to other industries. If there are significant level – differences, perhaps the 

2 groups of states or industries have different fundamental characteristics which could 

potentially lead to them evolving differently, thereby making my counterfactual and estimates 

  (1) (2) (3) (4) 

Outcome Share of Women Log (1+ daily wages) Share of Women Log (1+ daily wages) 

     

Policy × NightShift -0.00233 -0.00687 -0.00226 -0.00503 

 [0.00420] [0.0137] [0.00420] [0.0132] 

     

Policy 0.00530 0.00852 0.00526 0.00638 

 [0.00438] [0.0146] [0.00436] [0.0141] 

     

Constant 0.125*** 5.550*** 0.126*** 5.539*** 

 [0.000245] [0.000595] [0.000225] [0.00154] 

State × Stack × Night Shift Yes Yes Yes Yes 

Year × Stack × Night Shift Yes Yes Yes Yes 

     

Controls No No Yes Yes 

Observations 947,847 319,278 947,847 319,278 
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invalid. It is therefore useful to verify that my results are not influenced by these level 

differences, by choosing alternative groups at similar levels. 

To begin with, I fix thresholds for both control states as well as the non – night – shift 

industries to qualify as a counterfactual based on the levels before 2013, as none of the states 

had adopted the policy during that period. The pre – 2013 means for the state and industry 

groups are reported in Table 10. 

TABLE 10: SHARE OF WOMEN WORKERS (PRE - 2013) 

Outcome Mean Share of Women 

Night Shift Industries 0.176 

Non - Night Shift Industries 0.081 

  

Treated States 0.053 

Control States 0.133 

 

Notes: The table provides the mean share of women workers before 2013 (i.e., before the night – shift restrictions were lifted by any state) in 

the treated and control states, and in night – shift and non – night shift industries. The treated states comprise of Punjab, Gujarat, Maharashtra, 

and Assam, and night – shift industries refer to textiles, apparel, leather products, food products, and beverages.  

 

For a non – night shift industry to be a counterfactual, I define a threshold of 4.5% 

(approximately, 25% of the mean of night – shift industries). Any industry with a mean share 

of women workers below this threshold will be excluded. For control states to be a valid 

counterfactual, I define a threshold of 20% (approximately 4 times the mean of the treated 

states). Any state with a mean share of women workers above the threshold will be excluded 

from the control group.  

Table 11 presents summary statistics after excluding industries and states that do not meet 

the threshold criterion. 

TABLE 11: SHARE OF WOMEN WORKERS (AFTER IMPOSING THRESHOLD) 

Outcome 
Mean Share of Women 

Night Shift Industries 
0.08 

Non - Night Shift Industries 
0.07 

  

Treated States 
0.07 

Control States 
0.08 

 

Notes: The table provides the mean share of women workers before 2013 (i.e., before the night – shift restrictions were lifted by any state) in 

the treated and control states, and in night – shift and non – night shift industries. Note that the control states here are only those whose share 

of women workers is less than 20% before 2013. Similarly, non – night shift industries are only those industries whose share of women workers 

is greater than 4.5%. The treated states comprise of Punjab, Gujarat, Maharashtra, and Assam, and night – shift industries refer to textiles, 

apparel, leather products, food products, and beverages.  

Now, I obtain groups which are similar in levels. With these industries and states, I estimate 

equation (3), and the results are reported in Table 12. 
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TABLE 12: TRIPLE DIFFERENCE ESTIMATES USING ALTERNATIVE CONTROL GROUP 

Outcome: Share of Women Workers (1)                                               (2) 

   

Policy × NightShift 0.000511 0.000459 

 [0.00634] [0.00635] 

   

Policy -0.000508 -0.000362 

 [0.00431] [0.00430] 

   

Constant 0.0816*** 0.0826*** 

 [0.000772] [0.000978] 

   

Controls No Yes 

State × NightShift FE Yes Yes 

Year × NightShift FE Yes Yes 

   
Observations 220,270 220,270 

 

Notes: The table reports the triple difference estimates using the alternative state and industry control groups. A state is included in the control 

group if the share of women working before 2013 is < 20%  and an industry is a control industry (or a non – night shift industry) if the share 
of women working is > 4.5% before 2013. Column (1) reports estimates without controls. Column (2) reports estimates where I include 

controls for the closing value of fixed assets, working capital and total sales.  Standard errors are clustered by state. P – values are coded as 

follows: *** p<0.01, ** p<0.05, *p<0.1. 
 

Column 1 presents estimates without controls, and column 2 with controls. These results 

are consistent with results obtained in Tables 3 and 4 when considering the full set of states and 

industries. I continue to find very small and statistically significant treatment effects, and I am 

able rule out effects larger than 1.3 p.p., which are similar to those obtained previously. 

Therefore, I can conclude that my results are robust to the use of alternative control groups at 

similar levels. 

7.4 Synthetic Control Method  

I use the synthetic control method for multiple treated units and multiple time periods in 

line with Cavallo et al., (2013), to estimate the effects of lifting the night – shift restriction on 

night – shift industries. I find that my results are robust under this method, with no significant 

effects on the share of women workers or daily wages. The details and results are presented in 

Appendix B. 

8. Conclusion 

In this paper, I look at the effect of removing restrictions on night – shifts for women 

workers in manufacturing on their labour market outcomes. Using a natural experiment in 

India, where 4 states (Gujarat, Punjab, Maharashtra, and Assam) lifted the restriction in the 

Factories Act prohibiting women from working in night shifts, I employ a triple difference 

strategy to estimate the effect of lifting the restriction on the share of women workers and daily 

wages, in night – shift industries.  
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The results suggest that lifting the restriction was ineffective, as I find that the effects on 

the share of women workers as well as daily wages are close to 0 and statistically insignificant, 

but with small standard errors indicating that my estimates are relatively precise. These results 

are robust to the use of Stacked Triple Differences, Wild Cluster Bootstrap inference, and other 

robustness checks.  

Previous case – studies provide several possible explanations for my results. One, with the 

violation of safety measures seen in Tamil Nadu, this could potentially be the case with other 

states, and therefore could be one of the reasons I see no effect of on the share of women 

workers. Furthermore, the TN case study also suggests that to build a safe environment for 

women workers would require deliberations with the various stakeholders involved, and 

factories have to set up the required infrastructure such as transportation facilities and adequate 

security which would require investments. This means factories may simply not employ 

women workers in night - shifts to avoid such investments, or if they do the effects are likely 

to be seen in the medium to long – term. This could explain why I do not see an increase in 

wages, as even existing women workers are possibly not employed in night – shifts with higher 

wages. Furthermore, like with call centres, the social perception becomes positive towards 

night – work for women gradually. With the services sector where women workers are educated 

(either with a high – school certificate or a Bachelors’ degree) and largely urban, manufacturing 

workers are often low – skilled and are in the lower – end of the education distribution (Gupta, 

2021) (Klasen & Pieters, 2015). This would mean that the social strata of the two types of 

workers are significantly different, and therefore this perception change is likely to be slow, if 

not slower for manufacturing workers. 

This paper has several important policy implications given that more states such as Andhra 

Pradesh, Telangana, Karnataka, and Goa have lifted the night – shift restrictions since 20205, 

and the central government in the new labour codes has also proposed to lift the restriction 

across the country. While this paper is not an argument to continue the restriction on night – 

shifts, the results provide important lessons for all the state governments and the central 

government. One, policymakers should not overestimate gains to female labour market 

outcomes owing to lifting this restriction alone and should combine this with policies on 

creating awareness about job opportunities for women and skill – training, which have proven 

to be very effective in improving female labour market outcomes among rural as well as low-

skilled workers (Jensen, 2012) (Mehrotra & Parida, 2017). Two, governments need to be more 

proactive in creating and enforcing safety norms, while also incentivising factories to invest in 

the requisite safety infrastructure.  

My study suffers from some limitations. One, there is no publicly available data on shifts 

being worked by women workers. As a result, I could not determine whether this policy led to 

an increase in women working at night, without wage incentives. Though this does not 

undermine my conclusions in any way and the motivation for the paper holds, it would have 

provided additional evidence to back my conclusions. Two, the ASI being repeated cross - 

sections, meant that I could not examine the effect of allowing night – shifts at the firm - level. 

 
5 These states could not be included in my analysis owing to the lack of availability of ASI data after 2019.  
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One, this would provide more variation and therefore more precise estimates. Furthermore, 

shifts are likely to vary vastly across firms and estimating impacts at the firm level would be 

useful in validating my estimates at the industry-level. Furthermore, there is likely to be 

heterogenous effects across different types of firms, which again would be useful to examine 

using a firm – level dataset. 

Through my results, I have established that the policy was ineffective, and I have some 

supportive evidence of why it may not have improved labour market outcomes, based on 

existing literature and case studies. However, I do not have data or qualitative evidence on why 

it did not work in the specific states I considered. This would require either an RCT or primary 

data collection, which is beyond the scope of this paper. Nevertheless, this would provide 

additional evidence on mechanisms that drive my results. This could be an object of study for 

further research.  
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