
GRAVITY REDUX: MEASURING INTERNATIONAL TRADE COSTS
WITH PANEL DATA

DENNIS NOVY∗

Barriers to international trade are known to be large but because of data limitations
it is hard to measure them directly for a large number of countries over many years.
To address this problem, I derive a micro-founded measure of bilateral trade costs that
indirectly infers trade frictions from observable trade data. I show that this trade cost
measure is consistent with a broad range of leading trade theories including Ricardian
and heterogeneous firms models. In an application I show that U.S. trade costs with
major trading partners declined on average by about 40% between 1970 and 2000,
with Mexico and Canada experiencing the biggest reductions. (JEL F10, F15)

I. INTRODUCTION

International trade has grown enormously
over the last few decades, and almost every
country trades considerably more today than 30
or 40 years ago. One reason for this increase in
trade has undoubtedly been the decline in inter-
national trade costs, for example, the decline
in transportation costs and tariffs. But which
countries have experienced the fastest declines
in trade costs, and how big are the remain-
ing barriers? These questions are important for
understanding what impedes globalization, yet
we know surprisingly little about the barriers
that prevent international market integration.

This paper sheds light on these issues by
developing a way of measuring the barri-
ers to international trade. I derive a micro-
founded measure of aggregate bilateral trade
costs that I obtain from the gravity equation.
As a workhorse model of international trade,
the gravity equation relates countries’ bilateral
trade to their economic size and bilateral trade
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costs, and it has one of the strongest empirical
track records in economics. The core idea of
the paper is to analytically solve a theoretical
gravity equation for the trade cost parameters
that capture the barriers to international trade.
The resulting solution expresses the trade cost
parameters as a function of observable trade data
and thus provides a micro-founded measure of
bilateral trade costs that can be tracked over
time. The measure is useful in practice because
it is easy to implement empirically with readily
available data.

The advantage of this trade cost measure
is that it captures a wide range of trade cost
components. These include transportation costs
and tariffs but also other components that can
be difficult to observe such as language barriers,
informational costs, and bureaucratic red tape.1

While it would be desirable to collect direct
data on individual trade cost components at
different points in time and add them up to

1. For example, Anderson and Marcouiller (2002) high-
light hidden transaction costs due to poor security. Portes
and Rey (2005) identify costs of international information
transmission.
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obtain a summary measure of trade costs, this
is hardly possible in practice because of severe
data limitations. The trade cost measure derived
in this paper avoids this problem by provid-
ing researchers with a gauge of comprehensive
international trade costs that is easy to construct.
It can be helpful not only for studying interna-
tional trade but also for other applications that
require a time-varying measure of bilateral mar-
ket integration.

The approach taken in this paper has a strong
theoretical foundation. I show that inferring
trade costs indirectly from trade data is con-
sistent with a large variety of leading interna-
tional trade models. Head and Ries (2001) were
the first to derive such a trade cost measure
based on an increasing returns model of inter-
national trade with home market effects and a
constant returns model with national product
differentiation. I extend their approach by show-
ing that the trade cost measure can be derived
from a broader range of models, in particular
the well-known gravity model by Anderson and
van Wincoop (2003), the Ricardian model by
Eaton and Kortum (2002), as well as the het-
erogeneous firms models by Chaney (2008) and
Melitz and Ottaviano (2008). Although these
models make fundamentally different assump-
tions about the driving forces behind interna-
tional trade, they have in common that they
yield gravity equations in general equilibrium.2

I exploit this similarity and demonstrate that all
these models lead to an isomorphic trade cost
measure. The intuition is that gravity equations
are basic expenditure equations that indicate
how consumers allocate spending across coun-
tries under the constraints of trade barriers. The
motivation for purchasing foreign goods could
be that they are either inherently different from
domestic goods as in an Armington world, or
they are produced relatively more efficiently as
in a Ricardian world. I show formally that for the
purpose of measuring international trade costs, it
does not matter why consumers choose to spend
money on foreign goods.

In addition, I take the trade cost measure to
the data and compute it for a number of major

2. On the generality of the gravity equation also see
Evenett and Keller (2002), Feenstra, Markusen and Rose
(2001), and Grossman (1998). As the trade cost measure
is derived from the gravity equation, it can be interpreted
as a “gravity residual” that compares actual trade flows to
those predicted by the gravity equation for a hypothetical
frictionless world. In that sense its nature is related to
the literature on missing trade that juxtaposes actual and
predicted trade flows (Trefler 1995).

trading partners. To take the example of the
United States, I find that the level of trade costs
in the year 2000, expressed as a tariff equiva-
lent, is lowest for Canada at 25%, followed by
Mexico at 33%. But trade costs are consider-
ably higher for Japan and the United Kingdom at
over 60%. While these levels are consistent with
comprehensive ballpark figures in the literature,
for example those reported by Anderson and
van Wincoop (2004), they have the advantage of
being country pair specific. Furthermore, I find
that over the period from 1970 to 2000, U.S.
trade costs declined by about 40% on average,
consistent with improvements in transportation
and communication technology. But coinciding
with the formation of the North American Free
Trade Agreement (NAFTA), the decline in trade
costs was considerably steeper for Canada and
Mexico.

There are two differences between the trade
cost measure derived in this paper and tradi-
tional gravity estimation. First, as I infer aggre-
gate trade costs indirectly from observable trade
data, there is no need to assume any particular
trade cost function. In contrast, every estimated
gravity regression implicitly assumes such a
function by relying on trade cost proxies such
as geographical distance as explanatory vari-
ables. A potential problem with that approach
is that many trade cost components such as
non-tariff barriers might be omitted because it
is hard to find empirical proxies for them. The
trade cost measure in this paper avoids this prob-
lem because it captures a comprehensive set of
trade barriers. As a result, the trade cost lev-
els reported above tend to exceed the numbers
associated with individual components such as
freight rates because those only represent a sub-
set of overall trade costs.3 The second difference
is that many typical trade cost proxies such as
distance do not vary over time. A static trade
cost function is therefore ill-suited to capture
the variation of trade costs over time.4 However,
the measure derived in this paper is a function

3. The odds specification approach by, for instance,
Combes, Lafourcade, and Mayer (2005) and Martin, Mayer,
and Thoenig (2008) eliminates unobservable multilateral
resistance terms by using relative bilateral trade flows as
the dependent variable in a gravity regression setting. Trade
cost effects are then estimated in the usual way by including
trade cost proxies as explanatory variables. In contrast, my
approach does not rely on assuming a trade cost function.
Instead, I solve for the trade cost variables as a function of
observable trade flows to obtain a comprehensive measure
of trade barriers.

4. For example, Anderson and van Wincoop (2003) only
consider trade costs in cross-sectional data for the year 1993.
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of time-varying observable trade data and thus
allows researchers to trace changes in bilateral
trade costs over time.

Finally, I use the gravity framework to exam-
ine the driving forces behind the strong growth
of international trade over the last decades.
I decompose the growth of bilateral trade
into three distinct contributions—the growth of
income, the decline of bilateral trade barriers,
and the decline of multilateral barriers, or mul-
tilateral resistance as coined by Anderson and
van Wincoop (2003). I find that income growth
explains the majority of U.S. trade growth over
the period from 1970 to 2000. The decline of
bilateral trade barriers is the second biggest con-
tribution but this contribution varies consider-
ably across trading partners. For example, the
decline of bilateral trade barriers seems about
twice as important for explaining the growth
of trade with Mexico as it is for explaining
the growth of trade with Japan. My results are
consistent with those of Baier and Bergstrand
(2001) who argue that two-thirds of the growth
in trade among Organization for Economic
Cooperation and Development (OECD) coun-
tries between 1958 and 1988 can be explained
by the growth of income. The innovation of
my decomposition is to explicitly account for
the role of multilateral resistance. As I obtain
an analytical solution for the unobservable mul-
tilateral resistance variables, I can relate them
to observable trade data. Previously it has been
either impossible or very cumbersome to solve
for multilateral resistance.

An alternative approach to measuring trade
costs in the literature is to consider price dif-
ferences across borders. This is motivated by
the idea that arbitrage will eliminate price dif-
ferences in the absence of international trade
costs. While this approach is in principle promis-
ing, it is plagued by the difficulty of getting
reliable price data on comparable goods in dif-
ferent countries. Another approach attempts to
measure trade costs directly (see Anderson and
van Wincoop 2004, for a survey). Limão and
Venables (2001) employ data on the cost of ship-
ping a standard 40-ft container from Baltimore,
Maryland, to various destinations in the world,
showing that transport costs are significantly
increased by poor infrastructure and adverse
geographic features such as being landlocked.
Hummels (2007) examines the costs of ocean
shipping and air transportation. Kee, Nicita, and
Olarreaga (2009) propose a trade restrictive-
ness index that is based on observable tariff

and non-tariff barriers. They show that tariffs
alone are a poor indicator of trade restrictiveness
because non-tariff barriers also provide a con-
siderable degree of trade protection. I view such
direct measures as complements to indirect mea-
sures that are inferred from trade flows. Direct
measures have the advantage of being more pre-
cise on the particular trade cost components
they capture. But the direct approach is often
restricted by data limitations and by the fact that
many trade cost components are unobservable.

Although I derive the trade cost measure
from a wide range of leading trade models,
Head and Ries (2001) were the first authors
to derive it using a Dixit–Stiglitz preference
structure over differentiated varieties. This mea-
sure, which corresponds to the one derived from
the Anderson and van Wincoop (2003) frame-
work, is also related to the “freeness of trade”
measure in the New Economic Geography liter-
ature. The freeness measure captures the inverse
of trade costs so that a high value corresponds
to low trade barriers (see Baldwin et al. 2003;
Fujita, Krugman, and Venables 1999; Head and
Mayer 2004). My paper adds to this literature
by relating unobservable multilateral resistance
variables to observable data. In addition, it pro-
vides the more general insight that the trade cost
measure can be derived from model classes that
are not typically considered in that literature.

The paper is organized as follows. In Section
II, I derive the micro-founded trade cost mea-
sure, showing that it is consistent with a wide
range of leading trade models. In Section III,
I present bilateral trade costs for a number of
major trading partners. I also check whether the
resulting trade cost measure is sensibly related to
typical trade cost proxies such as distance, tar-
iffs, and free trade agreements. In Section IV,
I decompose the growth of bilateral trade into
the growth of income and the decline of trade
barriers. Section V provides a discussion of
the results and a number of robustness checks.
Section VI concludes.

II. TRADE COSTS IN GENERAL EQUILIBRIUM

In this section, I derive the micro-founded
measure of bilateral trade costs. I base the
derivation on the well-known Anderson and
van Wincoop (2003) model. This is one of the
most parsimonious trade models, which makes
the derivation particularly intuitive. But in fact,
the trade cost measure does not hinge on that
particular model. To demonstrate that it is valid
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more generally I also show how the trade cost
measure can be derived from two different types
of trade models—the Ricardian model by Eaton
and Kortum (2002) as well as the heterogeneous
firms models by Chaney (2008) and Melitz and
Ottaviano (2008).5

A. Trade Costs in Anderson and van Wincoop
(2003)

Anderson and van Wincoop (2003) develop
a multicountry general equilibrium model of
international trade. Each country is endowed
with a single good that is differentiated from
those of other countries. Optimizing individual
consumers enjoy consuming a large variety of
domestic and foreign goods. Their preferences
are assumed to be identical across countries and
are captured by constant elasticity of substitution
utility.

As the key element in their model, Anderson
and van Wincoop (2003) introduce exogenous
bilateral trade costs. When a good is shipped
from country i to j , bilateral variable transporta-
tion costs and other variable trade barriers drive
up the cost of each unit shipped. As a result of
trade costs, goods prices differ across countries.
Specifically, if pi is the net supply price of the
good originating in country i, then pij = pitij
is the price of this good faced by consumers
in country j , where tij ≥ 1 is the gross bilateral
trade cost factor (one plus the tariff equivalent).6

On the basis of this framework Anderson
and van Wincoop (2003) derive a micro-founded
gravity equation with trade costs:

xij = (
yiyj /y

W) (
tij /(�iPj )

)1−σ
,(1)

where xij denotes nominal exports from i to j ,
yi is nominal income of country i, and yW is
world income defined as yW ≡ ∑

j yj . σ > 1 is
the elasticity of substitution across goods. �i

and Pj are country i’s and country j ’s price
indices.

The gravity equation implies that all else
being equal, bigger countries trade more with
each other. Bilateral trade costs tij decrease
bilateral trade but they have to be measured
against the price indices �i and Pj . Anderson

5. Chen and Novy (2011) cover models with industry-
specific bilateral trade costs and industry-specific structural
parameters.

6. Modeling trade costs in this way is consistent with the
iceberg formulation that portrays trade costs as if an iceberg
were shipped across the ocean and partly melted in transit
(Samuelson 1954; Krugman 1980).

and van Wincoop (2003) call these price indices
multilateral resistance variables because they
include trade costs with all other partners and
can be interpreted as average trade costs. �i

is the outward multilateral resistance variable,
whereas Pj is the inward multilateral resistance
variable.

The Link between Multilateral Resistance and
Intranational Trade. As direct measures for
appropriately averaged trade costs are generally
not available, it is difficult to find expressions
for the multilateral resistance variables. Ander-
son and van Wincoop (2003) assume that bilat-
eral trade costs are a function of two particular
trade cost proxies—a border barrier and geo-
graphical distance. In particular, they assume the
trade cost function tij = bij d

κ
ij , where bij is a

border-related indicator variable, dij is bilateral
distance, and κ is the distance elasticity. In addi-
tion, they simplify the model by assuming that
bilateral trade costs are symmetric (i.e., tij =
tj i). Under the symmetry assumption it follows
that outward and inward multilateral resistance
are the same (i.e., �i = Pi). Thus, conditioning
on these additional assumptions Anderson and
van Wincoop (2003) find an implicit solution
for multilateral resistance.

There are a number of drawbacks associated
with the additional assumptions.7 First, the cho-
sen trade cost function might be misspecified. Its
functional form might be incorrect and it might
omit important trade cost determinants such as
tariffs. Second, bilateral trade costs might be
asymmetric, for example, if one country imposes
higher tariffs than the other. Third, in prac-
tice trade barriers are time-varying, for example,
when countries phase out tariffs. Time-invariant
trade cost proxies such as distance are therefore
hardly useful in capturing trade cost changes
over time.8

In what follows, I propose a method that
helps to overcome these drawbacks by deriving
an analytical solution for multilateral resistance
variables. This method does not rely on any
particular trade cost function and it does not
impose trade cost symmetry. Instead, trade costs
are inferred from time-varying trade data that are
readily observable.

7. Anderson and van Wincoop (2003, 180) provide a
brief discussion on this point.

8. Combes and Lafourcade (2005) show that although
distance is a good proxy for transport costs in cross-sectional
data, it is of very limited use for time series data.
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Intuitively, my method makes use of the
insight that a change in bilateral trade barriers
does not only affect international trade but
also intranational trade. For example, suppose
that country i’s trade barriers with all other
countries fall. In that case, some of the goods
that country i used to consume domestically,
i.e., intranationally, are now shipped to foreign
countries. It is therefore not only the extent of
international trade that depends on trade barriers
with the rest of the world but also the extent of
intranational trade.

This can be seen formally by using gravity
equation (1) for country i’s intranational trade
xii . This equation can be solved for the product
of outward and inward multilateral resistance as

�iPi = (
(xii/yi)/

(
yi/y

W))1/(σ−1)
tii .(2)

As an example suppose two countries i and
j face the same domestic trade costs tii = tjj
and are of the same size yi = yj but country
i is a more closed economy, that is, xii >
xjj . It follows directly from Equation (2) that
multilateral resistance is higher for country i
(�iPi > �jPj ). Equation (2) implies that for
given tii it is easy to measure the change in
multilateral resistance over time as it does not
depend on time-invariant trade cost proxies such
as distance.

A Micro-Founded Measure of Trade Costs. The
explicit solution for the multilateral resistance
variables can be exploited to solve the model
for bilateral trade costs. Gravity equation (1)
contains the product of outward multilateral
resistance of one country and inward multilateral
resistance of another country, �iPj , whereas
Equation (2) provides a solution for �iPi . It is
therefore useful to multiply gravity equation (1)
by the corresponding gravity equation for trade
flows in the opposite direction, xji , to obtain
a bidirectional gravity equation that contains
both countries’ outward and inward multilateral
resistance variables:

xij xji = (
yiyj /y

W)2 (
(tij tj i)/(�iPi�jPj )

)1−σ
.

(3)

Substituting the solution from Equation (2) and
rearranging yields

(tij tj i)/(tii tjj ) = (
(xiixjj )/(xij xji)

)1/(σ−1)
.

(4)

As shipping costs between i and j can be asym-
metric (tij �= tj i) and as domestic trade costs

can differ across countries (tii �= tjj ), it is use-
ful to take the geometric mean of the barriers in
both directions. It is also useful to deduct one
to get an expression for the tariff equivalent.
I denote the resulting trade cost measure
as τij :

τij ≡ (
(tij tj i)/(tii tjj )

)1/2 − 1(5)

= (
(xiixjj )/(xij xji)

)1/(2(σ−1)) − 1,

where τij measures bilateral trade costs tij tj i rel-
ative to domestic trade costs tii tjj . The measure
therefore does not impose frictionless domes-
tic trade and captures what makes international
trade more costly over and above domestic
trade.9 Head and Ries (2001, equations 8 and 9)
were the first authors to derive such a trade cost
measure as a function of bilateral and domes-
tic trade flows based on Dixit–Stiglitz CES
preferences.

The intuition behind τij is straightforward.
If bilateral trade flows xij xji increase relative
to domestic trade flows xiixjj , it must have
become easier for the two countries to trade
with each other relative to trading domestically.
This is captured by a decrease in τij , and
vice versa. The measure thus captures trade
costs in an indirect way by inferring them from
observable trade flows. Since these trade flows
vary over time, trade costs τij can be computed
not only for cross-sectional data but also for time
series and panel data. This is an advantage over
the procedure adopted by Anderson and van
Wincoop (2003) who only use cross-sectional
data. It is important to stress that bilateral
barriers might be asymmetric (tij �= tj i) and that
bilateral trade flows might be unbalanced (xij �=
xji). τij indicates the geometric average of the
relative bilateral trade barriers in both directions.

Finally, the model above and thus the trade
cost measure τij can also be motivated by
a Heckscher-Ohlin setting. Deardorff (1998)
argues that whenever there are bilateral trade
barriers, the Heckscher-Ohlin model cannot
have factor price equalization between two
countries that trade with each other. If fac-
tor prices were equalized, prices would also be

9. τij can also be interpreted as a measure of the
international component of trade costs net of distribution
trade costs in the destination country. Formally, suppose
total gross shipping costs tij can be decomposed into gross
shipping costs up to the border of j , denoted by t∗ij , times the
gross shipping costs within j , denoted by tjj , where tjj does
not depend on the origin of shipment. It follows tij = t∗ij tjj
and tj i = t∗ji tii so that τij =

√
t∗ij t

∗
ji − 1.
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equalized and neither country could overcome
the trade barriers. In a world with a large num-
ber of goods and few factors it is therefore likely
that one country will be the lowest-cost pro-
ducer and that trade in a Heckscher-Ohlin world
resembles trade in an Armington world.10

B. Trade Costs in a Ricardian Model

Whereas the Anderson and van Wincoop
(2003) model is a demand-side model that
takes production as exogenous, the Ricardian
model by Eaton and Kortum (2002) emphasizes
the supply side. Each country can potentially
produce every single good on the global range
of goods but there will be only one lowest-
cost producer who serves all other countries,
provided that the cross-country price differential
exceeds variable bilateral trade costs tij . Eaton
and Kortum (2002) thus introduce an extensive
margin of trade.

Productivity in each country is drawn from
a Fréchet distribution. The parameter Ti deter-
mines the average absolute productivity advan-
tage of country i, with a high Ti denoting
high overall productivity. The parameter ϑ > 1
governs the variation within the productivity dis-
tribution and is treated as common across coun-
tries, with a low ϑ denoting much variation and
thus much scope for comparative advantage. The
model yields a gravity-like equation for aggre-
gate trade flows. It is given by

xij =
(

Ti

(
ci tij

)−ϑ

/ J∑
i=1

Ti

(
ci tij

)−ϑ

)
yj ,(6)

where ci denotes the input cost in country i and
yj is total expenditure of destination country j .

Since ci and Ti are generally unknown, it
is not possible to isolate the individual trade
cost parameter tij from Equation (6) in terms
of observable variables. However, following the
same approach as in Equation (5) I can relate
the combination of bilateral and domestic trade
cost parameters to the ratio of domestic trade,
xiixjj , over bilateral trade, xij xji . This yields

τEK
ij = (

(tij tj i)/(tii tjj )
)1/2 − 1(7)

= (
(xiixjj )/(xij xji)

)1/(2ϑ) − 1.

The trade cost measure τEK
ij is thus isomor-

phic to τij in Equation (5) with ϑ corresponding

10. In fact, equation (21) in Deardorff (1998) can be
readily transformed into a trade cost measure that is identical
to τij in Equation (5).

to σ − 1, and the Ricardian model implies vir-
tually the same trade cost measure. Since trade
is driven by comparative advantage, the sensi-
tivity of the implied trade costs τEK

ij to trade
flows depends on the heterogeneity in coun-
tries’ relative productivities, determined by ϑ.
But in Anderson and van Wincoop’s (2003)
consumption-based model, where trade is driven
by love of variety, the sensitivity depends on the
degree of product differentiation, determined by
σ.11

A low σ indicates a high degree of differenti-
ation across products, whereas a low ϑ indicates
a high variation of productivity. The two trade
cost measures imply that higher heterogeneity
corresponds to higher relative trade frictions.12

The intuition is that higher heterogeneity pro-
vides a larger incentive to trade. If heterogeneity
is high but international trade flows are small, it
must be the case that international integration is
impeded by relatively large international trade
barriers.

C. Trade Costs in Heterogeneous Firms Models

Turning to a different class of models, I con-
sider the trade theories with heterogeneous firms
by Chaney (2008) and Melitz and Ottaviano
(2008). Firms have different levels of produc-
tivity, depending on their draws from a Pareto
distribution with shape parameter γ.

Chaney (2008) builds on the seminal paper
by Melitz (2003) where each firm produces a
unique product but faces bilateral fixed costs
of exporting, fij . He derives the following
aggregate gravity equation:

xij = μ
yiyj

yW

(
witij

λj

)−γ (
fij

)−
(

γ
σ−1 −1

)
,(8)

where μ is the weight of differentiated goods in
the consumer’s utility function, wi is workers’
productivity in country i, and λj is a remoteness
variable akin to multilateral resistance.13 Once
again, I can relate the combination of bilateral
and domestic trade cost parameters to the ratio

11. See Eaton and Kortum (2002, footnote 20) for more
details on the similarities between the Ricardian model and
theories based on the Armington assumption.

12. This is true if the ratio of domestic over bilateral
trade is larger than one, which is generally the case in the
data.

13. The gravity equation implicitly assumes that the
economy can be modeled as having only one sector of
differentiated products. This can easily be extended to
multiple sectors.
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of domestic and bilateral trade flows to obtain

τCh
ij = (

(tij tj i)/(tii tjj )
)1/2

(9)

× (
(fij fji)/(fiifjj )

)(1/2)(1/(σ−1)−1/γ) − 1

= (
(xiixjj )/(xij xji)

)1/(2γ) − 1.

The trade cost measure τCh
ij captures both vari-

able and fixed trade costs. Its sensitivity to trade
flows depends on the productivity distribution
parameter γ that governs the entry and exit of
firms into export markets.14

Melitz and Ottaviano (2008) use non-CES
preferences that give rise to endogenous mark-
ups. Heterogeneous firms face sunk costs of
market entry fE that can be interpreted as
product development and production start-up
costs. When exporting, the firms only face
variable costs and no fixed costs of exporting.
They yield the following gravity equation:

xij = 1

2δ(γ + 2)
NE

i ψiLj

(
cd
j

)γ+2 (
tij

)−γ
,

(10)

where δ is a parameter from the utility function
that indicates the degree of product differentia-
tion. NE

i is the number of entrants in country i.
ψi is an index of comparative advantage in tech-
nology. Lj denotes the number of consumers in
country j . cd

j is the marginal cost cut-off above
which domestic firms in country j do not pro-
duce. As above, the only bilateral variable in
Equation (10) is the trade cost factor tij . All
other variables are country-specific and there-
fore drop out when the ratio of domestic to
bilateral trade flows is considered. Thus,

τMO
ij = (

(tij tj i)/(tii tjj )
)1/2 − 1(11)

= (
(xiixjj )/(xij xji)

)1/(2γ) − 1.

The trade cost measure τMO
ij is exactly the same

function of observable trade flows as τCh
ij . The

14. For the case of non-zero trade flows, the hetero-
geneous firms model by Helpman, Melitz, and Rubinstein
(2008) is consistent with the same trade cost measure, that
is, τHMR

ij = τCh
ij . In their notation, non-zero trade flows imply

Vij > 0. Additional assumptions to obtain this result are:
the existence of positive fixed costs for domestic sales,
fii > 0, the possibility of positive domestic variable trade
costs, tii ≥ 1, and, as in Appendix 2 of their paper, no upper
bound in the support of the productivity distribution, aL = 0.
For the case of zero trade flows, trade costs can generally
not be inferred as proposed here. Depending on the model,
zero trade flows typically imply prohibitive fixed costs of
exporting.

difference in interpretation is that fixed costs do
not enter τMO

ij because firms only face variable
costs of exporting.

III. TAKING THE TRADE COST MEASURE
TO THE DATA

As an illustration of the relative trade cost
measure τij derived in the previous section,
I compute it for a number of major trading
partners using annual data for the period from
1970 to 2000.

All bilateral aggregate trade data are taken
from the International Monetary Fund (IMF)
Direction of Trade Statistics (DOTS) and denom-
inated in U.S. dollars.15 Data for intranational
trade xii are not directly available but can
be constructed following the approach of Wei
(1996). Because of market clearing intrana-
tional trade can be expressed as total income
minus total exports, xii = yi − xi , where total
exports xi are defined as the sum of all exports
from country i, xi ≡ ∑

j �=i xij . However, gross
domestic product (GDP) data are not suitable
as income yi because they are based on value
added, whereas the trade data are reported as
gross shipments. Moreover, GDP data include
services that are not covered by the trade data.16

To get the gross shipment counterpart of GDP
excluding services I follow Wei (1996) in con-
structing yi as total goods production based
on the OECD’s structural analysis (STAN)
database.17 The production data are converted
into U.S. dollars by the period average exchange
rate taken from the IMF international financial
statistics (IFS).

As the trade cost measure can be derived
from various models (see Equations [5], [7],
[9], and [11]), it potentially depends on differ-
ent parameters, namely the elasticity of substi-
tution σ, the Fréchet parameter ϑ, and the Pareto
parameter γ. Anderson and van Wincoop (2004)
survey estimates of σ and conclude that it typ-
ically falls in the range of 5–10. Eaton and
Kortum (2002) report their baseline estimate for
ϑ as 8.3.18 Helpman, Melitz, and Yeaple (2004,

15. See Appendix 2 for details.
16. Anderson (1979) acknowledges nontradable services

and models the spending on tradables as φyi , where φ is the
fraction of total income spent on tradables. But φyi would
still be based on value added.

17. Wei (1996) uses production data for agriculture,
mining, and total manufacturing. Also see Nitsch (2000).

18. This estimate is based on trade data and falls in the
middle of the range of estimates based on other data. They
estimate ϑ = 12.9 based on price data and ϑ = 3.6 based on
wage data.
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FIGURE 1
The U.S. Relative Bilateral Trade Cost Measure with Canada and Mexico

figure 3) estimate γ/ (σ − 1) to be around unity,
which implies γ ≈ σ for sufficiently large σ.
Chaney (2008) estimates γ/ (σ − 1) as roughly
equal to 2, which suggests a higher value for
γ, but Corcos et al. (2007) estimate relatively
low magnitudes of γ. Given these estimates I
proceed by following Anderson and van Win-
coop (2004) in setting σ = 8, which corresponds
to ϑ, γ = 7.19 This can be seen as a ballpark
parameter value suitable for aggregate trade
flows. As I discuss in Section V, the overall
results are not sensitive to this particular value.

A. The Trade Cost Measure for the United
States

Figure 1 illustrates the relative bilateral trade
cost measure for the United States with its
two biggest trading partners, Canada and Mex-
ico. The measure fell dramatically with Mex-
ico (from 96% to 33%) and also with Canada
(from 50% to 25%). The United States experi-
enced a clear downward trend in relative trade
costs with both its neighbors already prior to the
NAFTA (effective from 1994), the Canada–U.S.
Free Trade Agreement (CUSFTA, effective from
1989), and unilateral Mexican trade liberaliza-
tion (from 1985).

19. The exponent of the ratio of domestic to bilateral
trade flows in Equation (5) is 1/(2(σ − 1)), which corre-
sponds to 1/(2ϑ) and 1/(2γ) in Equations (7), (9), and (11).

It is important to stress that these num-
bers represent a measure of bilateral relative
to domestic trade costs. For example, take the
result that U.S.–Canadian measure stands at
25% in the year 2000. Suppose that a partic-
ular good produced in either the United States
or Canada costs $10.00 at the factory gate and
abstract from possible fixed costs of export-
ing.20 Also suppose that domestic wholesale and
retail distribution costs are 55% (tii = 1.55),
which is the representative domestic distribu-
tion cost across OECD countries as reported by
Anderson and van Wincoop (2004). A domes-
tic consumer could therefore buy the product
for $15.50, whereas a consumer abroad would
have to pay $19.40 (tij = 1.94 = 1.55 × 1.25).
This example illustrates that the absolute domes-
tic trade costs ($5.50 = $15.50 − $10.00) can
be substantially bigger than the absolute cost of
crossing the border ($3.90 = $19.40 − $15.50).
Of course, this particular example is based on
an aggregate average and should be interpreted
as such. In practice, trade costs can vary con-
siderably across goods. For instance, perishable
goods are more likely to be transported by air
freight instead of less expensive truck or ocean
shipping (see Chen and Novy 2011).

Table 1 reports the levels and the percentage
decline in the U.S. relative bilateral trade cost

20. In Equation (9) this would mean fij = f ∀ i, j so
that the fixed costs drop out of the expression for τCh

ij .
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TABLE 1
The Trade Cost Measure for the United States

Tariff Equivalent
τij in %

Partner Country 1970 2000
Percentage

Change

Canada 50 25 −50
Germany 95 70 −26
Japan 85 65 −24
Korea 107 70 −35
Mexico 96 33 −66
UK 95 63 −34
Simple average 88 54 −38
Trade-weighted average 74 42 −44

Notes: All numbers are in percent and rounded off to
integers. Countries listed are the six biggest U.S. export
markets as of 2000. Computations based on Equation (5).

measure between 1970 and 2000 with its six
biggest export markets as of 2000. In descend-
ing order these are Canada, Mexico, Japan,
the United Kingdom, Germany, and Korea.21

The measure exhibits considerable heterogene-
ity across country pairs that would be masked
by a one-size-fits-all measure of trade costs.
The decline has been most dramatic with Mex-
ico and Canada and has been sizeable with
Korea, the United Kingdom, Germany, and
Japan. The trade-weighted average of the U.S.
relative trade cost measure declined by 44%
between 1970 and 2000, corresponding to an
annualized decline of 1.9% per year.22 Its 2000
level stands at 42%.

The magnitudes of the relative bilateral trade
cost measure in Table 1 are entirely consistent
with cross-sectional evidence from the litera-
ture. For the year 1993, Anderson and van Win-
coop (2004) report a 46% tariff equivalent of
overall U.S.–Canadian trade costs, compared to
31% in Figure 1.23 The reason why the number
reported by Anderson and van Wincoop (2004)
is somewhat higher is that they use GDP data
as opposed to production data to compute trade
costs. In fact, when using GDP data I obtain a

21. These six countries are those for which the 2000
share of U.S. exports exceeded 3%. Between 1970 and 2000
their combined share of U.S. exports fluctuated between 43%
and 58%.

22. x = −0.019 is the solution to 42 = 74×(1 + x)30.
23. Anderson and van Wincoop (2004) calculate the

tariff equivalent as the trade-weighted average barrier for
trade between U.S. states and Canadian provinces relative
to the trade-weighted average barrier for trade within the
United States and Canada, using a trade cost function that
includes a border-related dummy variable and distance.

U.S.–Canadian trade cost measure of 47% for
1993, almost exactly the 46% value reported by
Anderson and van Wincoop (2004).24 But GDP
data tend to overstate the extent of intranational
trade and thus the level of trade costs because
they include services.25 I therefore prefer to fol-
low Wei (1996) in using merchandise production
data to match the trade data more accurately.
Eaton and Kortum (2002) report bilateral tariff
equivalents based on data for 19 OECD coun-
tries in 1990. For countries that are 750–1,500
miles apart, an elasticity of substitution of σ = 8
implies a trade cost range of 58%–78%, consis-
tent with the magnitudes in Table 1.

It is important to point out that the trade cost
measure τij captures not only trade costs in the
narrow sense of transportation costs and tariffs
but also trade cost components such as language
barriers and currency barriers. In their survey of
trade costs, Anderson and van Wincoop (2004)
show that such non-tariff barriers are substantial.
They suggest that bilateral transport costs on
their own constitute a tariff equivalent of only
10.7% for the U.S. average, a value which is
substantially lower than the numbers in Table 1.
Likewise, world average cost, insurance, and
freight/free on board (c.i.f./f.o.b.) ratios reported
by the IMF only stand around 3% for the
year 2000.26 Kee, Nicita, and Olarreaga (2009)
compute trade restrictiveness indices that are
based on tariffs and non-tariff barriers such
as import quotas, subsidies, and antidumping
duties. The tariff equivalent of the U.S. trade
restrictiveness index is 29%, which is also below
the U.S. average in Table 1.

24. For σ = 5 and σ = 10 Anderson and van Wincoop
(2004, Table 7) report 1993 U.S.–Canadian trade cost tariff
equivalents of 91% and 35%, respectively. The correspond-
ing numbers based on (5) are 97% and 35% when using
GDP data and 61% and 24% when using production data.

25. Specifically, intranational trade is given by xii =
yi − xi . As GDP data include services and as the service
share of GDP has continually grown, the use of GDP data
for yi overstates xii compared to the use of production
data despite the fact that imported intermediate goods
are included in the trade data (Helliwell 2005). Novy
(2007) develops a trade cost model with nontradable goods,
showing that only the tradable part of output enters the
model’s micro-founded gravity equation.

26. The simple correlation between the IMF c.i.f./f.o.b.
ratio and the trade cost measure for the full sample of
countries in Section IIIB from 1970 to 2000 stands at
30%. The correlation is slightly higher for individual years,
standing at 42%, 40%, 33%, and 41% for 1970, 1980,
1990, and 2000, respectively. Given that the c.i.f./f.o.b. ratio
only captures a subset of trade cost elements, it is not
surprising that the correlation is less than perfect. However,
the c.i.f./f.o.b. data should be treated with caution since their
quality is questionable (Hummels and Lugovskyy 2006). See
Appendix 2 for details.
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B. The Trade Cost Measure for a Larger
Sample

I now present the relative trade cost mea-
sure τij for a larger sample of countries. The
sample is balanced and includes 13 OECD coun-
tries for which the full set of annual produc-
tion data from 1970 to 2000 was available from
the OECD STAN database. These countries are
Canada, Denmark, Finland, France, Germany,
Italy, Japan, Korea, Mexico, Norway, Sweden,
the United Kingdom, and the United States.
Although this is not a large number of countries,
most of them are developed countries represent-
ing the majority of the global economy. Together
they form 78 bilateral pairs per year (=13×12/2)
and thus 2,418 for the entire sample (=78×31
years).

Table A1 in the appendix provides the val-
ues of the tariff equivalent τij for each coun-
try averaged over all its trading partners. For
example, the average Canadian relative trade
cost measure declined from 131% in 1970
to 101% in 2000. As can be seen from the
final column of Table A1, the average for the
entire sample stands at 144% in 1970 and
94% in 2000, which corresponds to a decline
of around one-third. As indicated in the bot-
tom row, the trade cost measure varies con-
siderably across countries. The averages over
time are highest for Mexico and Korea and
lowest for Germany and the United Kingdom.
But as the sample is heavy in European coun-
tries, non-European countries appear relatively
remote and thus can be expected to be char-
acterized by higher inferred trade costs in this
setting.27

In addition, I run a number of regressions
to understand whether the trade cost measure
is sensibly related to common trade cost prox-
ies from the gravity literature. Those prox-
ies can be divided into two groups. The first
group consists of geographical variables includ-
ing logarithmic bilateral distance between the
two countries in an observation, a dummy vari-
able that indicates whether the two countries
are adjacent and share a land border, and an
island indicator variable that takes on the value
1 if one of the trading partners is an island,
the value 2 if both partners are islands, and 0
otherwise. The second group consists of insti-
tutional variables capturing various historical

27. For a comparison of the post-World War II period
to the period from 1870 to 1913 and the interwar period, see
Jacks, Meissner, and Novy (2008 and 2011).

and political features. They include a common
language dummy and a tariff variable combin-
ing the ratings of tariff regimes for the two
trading partners as published by the Fraser
Institute in the Freedom of the World Report.
Further institutional variables are a dummy vari-
able for free trade agreements such as NAFTA
or the European Common Market and a cur-
rency union dummy variable. There are no cur-
rency union relationships other than amongst
the four Euro countries in the sample (Fin-
land, France, Germany, Italy) toward the end
of the period. Note that the only regressors
that vary over time are the tariff variable, the
free trade agreement dummy, and the currency
union dummy. Appendix 2 explains the vari-
ables in more detail and gives the exact data
sources.

Table 2 presents the regression results. The
dependent variable is the logarithmic relative
trade cost measure, ln(τij ). Columns 1–4 report
regressions for individual years at ten-year inter-
vals. As the trade cost measure nets out multi-
lateral resistance components, these regressions
do not have to include additional fixed effects to
control for multilateral resistance. The explana-
tory power of the trade cost proxies is fairly
high, with the R2 ranging between 65% and
72%. Column 5 reports pooled results with an
R2 of 63%.

The regressors have the expected signs when-
ever they are significant. Distance is positively
related to trade costs, whereas adjacency is asso-
ciated with lower trade costs. Moreover, trad-
ing relationships involving island countries are
also associated with lower trade costs since
those countries have easy access to the sea
and traditionally tend to be relatively heavily
involved in international commerce. A com-
mon language is related to lower trade costs
as it likely facilitates bilateral transactions and
often reflects cultural similarity; tariffs are
naturally associated with higher trade costs
while free trade agreements have the opposite
effect, although these institutional coefficients
are not always significant. Finally, currency
unions are also linked to lower bilateral trade
costs.

For completeness, column 6 reports a pooled
regression that adds country and time fixed
effects. The fixed effects increase the R2 to
87%, and compared to column 5 some of
the regressors become insignificant. But it is
unclear whether the fixed effects capture trade
cost elements that are harder to observe such
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TABLE 2
Regressing the Trade Cost Measure on Observable Trade Cost Proxies

(1) (2) (3) (4) (5) (6)
Trade Cost Proxies 1970 1980 1990 2000 Pooled Pooled

Geographical variables
ln(Distance) 0.252∗∗ 0.220∗∗ 0.255∗∗ 0.304∗∗ 0.233∗∗ 0.313∗∗

(0.033) (0.039) (0.035) (0.033) (0.033) (0.038)
Adjacency −0.091 −0.286∗ −0.270∗∗ −0.364∗ −0.225∗ −0.154

(0.094) (0.111) (0.102) (0.161) (0.113) (0.082)
Island −0.268∗∗ −0.130∗ −0.172∗∗ −0.135∗∗ −0.180∗∗ −0.372∗∗

(0.084) (0.050) (0.052) (0.047) (0.048) (0.055)
Institutional variables

Common language −0.389∗∗ −0.153 −0.157 −0.142 −0.223∗ −0.027
(0.117) (0.087) (0.103) (0.139) (0.101) (0.057)

ln(Tariffs) 0.157∗ 0.162∗∗ 0.334 −0.164 0.170∗∗ −0.021
(0.064) (0.056) (0.549) (0.390) (0.039) (0.023)

Free trade agreement −0.339∗∗ −0.017 0.022 0.124 −0.116∗ −0.068
(0.058) (0.083) (0.083) (0.071) (0.049) (0.045)

Currency union −0.047 −0.257∗∗ −0.126∗∗

(0.116) (0.068) (0.043)
Country and time fixed effects No No No No No Yes
Number of observations 78 78 78 78 312 312
R2 0.65 0.72 0.67 0.72 0.63 0.87

Notes: The dependent variable is the logarithmic tariff equivalent ln(τij ), robust OLS estimation. Standard errors given
in parentheses, constants not reported. Country and time fixed effects in column 6 not reported.

∗∗ and ∗ indicates significance at the 1% and 5% level, respectively.

as red tape and technical barriers to trade
(which, in the case of country fixed effects,
would be specific to individual trading partners),
or whether they reflect preference parameters
(see Section V for a discussion of preference
parameters).

IV. DECOMPOSING THE GROWTH OF TRADE

Bilateral trade has grown strongly between
most countries in recent decades. It is an
important question whether this increase in
trade is simply the result of secular eco-
nomic growth or whether the increase can
be related to reductions in trade frictions.
The gravity equation together with the relative
trade cost measure τij provide a simple ana-
lytical framework to address this question. I
will use the gravity model by Anderson and
van Wincoop (2003) for the exposition, but I
refer to Appendix 1 where I show that the
growth of trade can be similarly decomposed
by using the other gravity equations described
in Section II.

As the first step I take the natural logarithm
and then the first difference of Equation (3).

This yields

� ln
(
xij xji

) = 2� ln
(
yiyj /y

W) + (1 − σ)

(12)

×� ln
(
tij tj i

) − (1 − σ)� ln
(
�iPi�jPj

)
.

Equation (12) relates the growth of bilateral
trade, � ln

(
xij xji

)
, to three driving forces:

the growth of the two countries’ economies
relative to world output, changes in bilat-
eral trade costs, � ln

(
tij tj i

)
, and changes in

the two countries’ multilateral trade barriers,
� ln

(
�iPi�jPj

)
. The bilateral trade cost fac-

tors tij tj i are unknown. But we know from
Equation (5) that the trade cost measure τij pro-
vides an expression for tij tj i relative to domestic
trade costs tii tjj as a function of observable trade
flows. I therefore substitute τij into Equation
(12) to obtain

� ln
(
xij xji

) = 2� ln
(
yiyj /y

W) + 2 (1 − σ)

×� ln
(
1 + τij

) − 2 (1 − σ)� ln
(
�i�j

)
,

where �i is shorthand for country i’s multilat-
eral resistance relative to domestic trade costs,

�i = (�iPi/tii)
1/2 .
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Finally, I divide by the left-hand side to arrive at
the following bilateral decomposition equation:

100% =
2� ln

(
yiyj

yW

)
� ln

(
xij xji

)︸ ︷︷ ︸
(a)

(13)

+ 2 (1 − σ)� ln
(
1 + τij

)
� ln

(
xij xji

)︸ ︷︷ ︸
(b)

− 2 (1 − σ)� ln
(
�i�j

)
� ln

(
xij xji

)︸ ︷︷ ︸
(c)

.

Equation (13) decomposes the growth of
bilateral trade into three contributions: (a) the
contribution of income growth, (b) the contri-
bution of the decline in relative bilateral trade
costs, and (c) the contribution of the decline in
relative multilateral resistance.28 For example, if
all relative bilateral trade barriers were constant
over time, then contribution (b) would be zero
and the growth of trade would be driven by the
growth of income. But if relative bilateral trade
costs fall (i.e., � ln

(
1 + τij

)
< 0), then contri-

bution (b) becomes positive.29 If relative multi-
lateral trade barriers fall (i.e., � ln

(
�i�j

)
< 0),

then contribution (c) becomes negative. This
negative contribution can be interpreted as a
trade diversion effect. If trade barriers with
other countries fall, trade with those countries
increases but bilateral trade between i and j
decreases.

It is important to note that Equation (13) is
not estimated. Instead, I decompose the growth
of bilateral trade conditional on the theoretical

28. Baier and Bergstrand (2001) further decompose
the product of incomes, yiyj , into income shares and
the sum of incomes. Define the bilateral income share
as si = yi/(yi + yj ). It follows yiyj = si sj (yi + yj )

2 and
thus � ln

(
yiyj

) = � ln
(
si sj

) + 2� ln
(
yi + yj

)
. � ln

(
si sj

)
could then be interpreted as the contribution of income con-
vergence. Also see Debaere (2005), Helpman (1987), and
Hummels and Levinsohn (1995). However, after control-
ling for tariff cuts and transport cost reductions Baier and
Bergstrand (2001) find virtually no effect of income con-
vergence on trade growth. See Jacks, Meissner, and Novy
(2011) for a similar result based on historical data.

29. Recall σ > 1. To be precise, a fall in bilateral
trade costs also leads to a slight fall in �i�j because
multilateral resistance is a weighted average of all bilateral
trade costs. Since the fall in �i�j works against the effect
of falling bilateral trade costs, contribution (b) in principle
overstates their effect but in practice the overstatement is
negligible.

gravity framework. Contribution (a) is given
by the data. Contribution (b) is also given
by the data through Equation (5). Likewise,
contribution (c) is given by the solution for
multilateral resistance in Equation (2).30

As I show in Appendix 1, decomposition
equations very similar to Equation (13) can be
derived from the models by Eaton and Kortum
(2002), Chaney (2008), and Melitz and Otta-
viano (2008). The quantitative contributions of
income growth (a), declining relative bilateral
trade costs (b), and relative multilateral factors
(c) turn out exactly the same. But the interpre-
tation of components (b) and (c) slightly differs
from model to model. For example, in the het-
erogeneous firms model by Chaney (2008) com-
ponents (b) and (c) capture not only variable
trade costs but also fixed trade costs.

A. Decomposing the Growth of U.S. Trade

I apply Equation (13) to decompose the
growth of U.S. bilateral trade. As in Table 1,
I consider the six biggest U.S. export markets
as of 2000. Table 3 reports the decomposition
results.

Table 3 shows that for the period from 1970
to 2000 the growth of income can explain more
than half of the growth of U.S. bilateral trade.
Income growth can explain almost all of the
trade growth with Korea (92.3%) but only just
over 50% with Mexico and the United Kingdom.
The decline of relative bilateral trade costs on
average provides the second most important
contribution to the growth of bilateral trade. This
contribution is biggest for Mexico (57.4%) and
smallest for Japan (28.3%).

The decline of multilateral trade barriers
diverts trade away from the United States. Take
the example of Korea. Korean trade barriers with
other countries dropped considerably over time
so that the diversion effect is relatively strong
for Korea (−25.8%). The decline in multilateral
resistance partially offsets the effect of declining
bilateral trade costs so that the overall role of
trade costs (33.5%–25.8% = 7.7%) is modest
compared to other countries in the sample.

The multilateral resistance effect is actu-
ally slightly positive for the United Kingdom

30. Equation (5) implies 2 (1 − σ) � ln
(
1 + τij

) =
� ln(xij xji ) − � ln(xiixjj ). Equation (2) implies 2 (1 − σ)

� ln
(
�i�j

) = � ln
(
(yi/y

W)/(xii/yi)
) + � ln((yj /y

W)/
(xjj /yj )). Note that the decomposition does not depend
on the value of the elasticity of substitution σ even if it
changes over time.
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TABLE 3
Decomposing the Growth of U.S. Bilateral Trade

Partner
Country

Growth
in Trade

Contribution
of the Growth

in Income

Contribution of the
Decline in Relative

Bilateral Trade Costs

Contribution of the
Decline in Relative

Multilateral Resistance Total

Canada 609 65.3 +42.3 −7.6 =100
Germany 526 67.1 +36.4 −3.5 =100
Japan 580 79.3 +28.3 −7.6 =100
Korea 832 92.3 +33.5 −25.8 =100
Mexico 944 54.8 +57.4 −12.2 =100
UK 578 55.9 +43.8 +0.3 =100

Notes: Growth between 1970 and 2000. All numbers in percent. Countries listed are the six biggest U.S. export markets
as of 2000. Computations based on Equation (13). Also see Appendix 1.

(+0.3%). This means that on average relative
multilateral trade barriers for the United King-
dom increased over time, making trade with the
United States relatively more attractive. This
result is particular to the United Kingdom as a
major former colonial power since the United
Kingdom’s traditionally strong trade relation-
ships with former colonies such as Australia and
New Zealand became weaker over time.31

In summary, Table 3 demonstrates that in-
come growth is the biggest driving force behind
the increase in bilateral U.S. trade. This result
is consistent with the findings of Baier and
Bergstrand (2001) who argue that two-thirds of
the growth in trade amongst OECD countries
between 1958 and 1988 can be explained by the
growth of income.32 The innovation of decom-
posing the growth of trade with Equation (13) is
to explicitly take multilateral trade barriers into
account. They are important because in general
equilibrium, the trade flows between any two
countries are affected both by bilateral and mul-
tilateral trade barriers.33

V. DISCUSSION

A comprehensive trade cost measure. The trade
cost measure in Equation (5) is comprehensive

31. Also see Head, Mayer, and Ries (2010).
32. Whalley and Xin (forthcoming) calibrate a general

equilibrium model of world trade. For a sample of both
OECD and non-OECD countries they find that income
growth explains 76% of the growth of international trade
between 1975 and 2004. This finding suggests that trade
barrier reductions might have been less important for
explaining the trade growth of non-OECD countries. Also
see Jacks, Meissner, and Novy (2011) for results based on
long-run historical data.

33. Another difference is that Baier and Bergstrand
(2001) only consider tariffs and transportation costs, whereas
trade costs here are more broadly defined to include infor-
mational, institutional, and non-tariff barriers to trade.

because it captures a wide range of trade
cost components such as transportation costs
and tariffs, but also components that are not
directly observable such as the costs associ-
ated with language barriers and red tape. It
should therefore be regarded as an upper bound
that captures all trade cost elements that make
international trade more costly over and above
domestic trade. Instead, direct measures of spe-
cific trade cost components can be seen as a
lower bound of trade costs, for example interna-
tional transportation costs reported by Hummels
(2007). As discussed in Section III.A, U.S. trans-
port costs correspond to a tariff equivalent of
around 10% on average, which is roughly a
quarter of the average trade cost measure for
the United States in 2000 in Table 1. Aver-
age c.i.f./f.o.b. ratios are typically even lower.
The trade restrictiveness indices by Kee, Nicita,
and Olarreaga (2009), which capture both tar-
iff and non-tariff barriers, stand at 29% for
the United States, lower than the average in
Table 1.

Measurement error. The trade cost measure τij

is computed based on Equation (5) by plug-
ging in the trade data for xij xji and xiixjj .
Thus, trade costs are inferred without allow-
ing for any stochastic elements. One poten-
tial concern with this approach is that the
trade data might be subject to measurement
error. In particular, suppose that the observed
trade flow xij is a function of the true trade
flow x∗

ij and an additive measurement error uij

such that ln(xij ) = ln(x∗
ij ) + uij . This measure-

ment error might contaminate the trade cost
measure.

To address this concern I rearrange Equation
(4) to obtain the following log-linear regression
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FIGURE 2
The U.S. Relative Bilateral Trade Cost Measure with 99% Confidence Intervals

equation:

ln
(
(xij xji)/(xiixjj )

)
(14)

= β ln((tii tjj )/(tij tj i)) + αt + εij ,

where αt are annual time dummies and εij is
a composite error term given by εij = uij +
uji − uii − ujj . As the trade cost parameters
are unobservable, I instead substitute country
pair fixed effects αij . The country pair fixed
effects are allowed to vary over time to reflect
changes in trade costs. As annual fixed effects
would leave no degrees of freedom, I choose
biennial country pair fixed effects instead. The
sample includes the United States as well as the
countries listed in Table 1 from 1970 to 2000.34

The regression yields a very high R2 (=0.99)
with the large majority of fixed effects tightly
estimated (p-values <.01).

As the final step, I generate predicted values
of the dependent variable from the estimated
coefficients, and I use the predicted values to
construct a predicted trade cost measure τ̂ij

based on Equation (5). τ̂ij is supposed to strip
out measurement error by construction as it
does not include the regression residual that

34. There are 651 observations (21 country pairs ×
31 years). Standard errors are robust and clustered around
country pairs. The last subperiod comprises 3 instead
of 2 years (1998–2000). Other subperiod lengths, say,
quinquennial or decadal, would be possible but would not
affect the results qualitatively.

corresponds to εij . Figure 2 plots the “raw” trade
cost measure τij as in Figure 1 (solid lines)
as well as the 99% confidence intervals (dotted
lines) that correspond to the predicted measure
τ̂ij .35 The intervals are somewhat wider for the
1970s and early 1980s, which suggests lower
data quality in that period. Overall, the raw trade
cost measure tends to fall within the confidence
intervals and it therefore seems unlikely that
τij is significantly distorted by measurement
error.

As an additional check, I rerun regression
(14), replacing the country pair fixed effects
by standard trade cost proxies. I use the loga-
rithm of bilateral distance, an adjacency dummy,
a common language dummy as well as coun-
try fixed effects to capture the domestic trade
cost parameters tii and tjj . As in standard grav-
ity regressions, these trade cost proxies are
highly significant. But a major problem with
this specification is that the explanatory vari-
ables are time-invariant and thus not able to
capture trade cost changes over time.36 Instead,
the setup imposes a common time trend gov-
erned by the annual time dummies αt . As a

35. The confidence intervals are calculated with the
delta method. To keep the graph clear, the predicted measure
τ̂ij is not plotted. It would be located in the middle of the
intervals.

36. Another potential problem is specification error.
The functional form of the implied trade cost function is
arbitrary. For a discussion see Anderson and van Wincoop
(2004, section 3.3).
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result, the predicted trade cost measure fails to
pick up pair-specific time trends. For example,
it fails to match the relatively strong decline in
U.S.–Mexican trade costs during the 1990s that
coincides with the establishment of NAFTA.

Income elasticities. The trade cost measure is
derived from gravity equations that have a unit
income elasticity.37 Although this is a standard
feature of gravity models, empirical researchers
sometimes estimate income elasticities that devi-
ate from unity, for example, Santos Silva and
Tenreyro (2006).

Despite the lack of a clear theoretical foun-
dation, assume the income elasticity in grav-
ity equations (1), (6), and (8) were ξ �= 1 with
ξ > 0. It is easy to show that the trade cost
measure τij is unaffected. The contribution of
declining relative bilateral trade costs in decom-
position Equation (13) therefore also remains the
same. But the contribution of income growth
would increase if ξ > 1 and decrease if ξ < 1,
and the contribution of declining multilateral
resistance would change in the opposite direc-
tion by exactly the same extent.

Sensitivity to parameter values. The trade cost
measure can be derived from different under-
lying models and therefore potentially depends
on different parameters, namely the elasticity of
substitution σ, the Fréchet parameter ϑ, and the
Pareto parameter γ. Although estimates of these
parameters usually fall within certain ranges,
there is probably no consensus in the literature
as to their precise values (see the discussion
in Section III). It turns out that the levels of
the trade cost measure τij are quite sensitive
to the chosen parameter values.38 The changes
of the trade cost measure over time, however,
are hardly affected. In fact, as pointed out in
Section IV and Appendix 1, the decomposition
of the growth of trade in Table 3 is not affected
by parameter values at all.39

37. In the case of gravity equation (10) there is a unit
elasticity with respect to the number of entering firms in
the origin country and the number of consumers in the
destination country.

38. This is also true for other approaches to measuring
trade costs. For example, Anderson and van Wincoop (2004)
show that levels of trade cost estimates are typically sensitive
to the value of σ.

39. Neither are the regression results of Table 2 qual-
itatively affected if different parameter values are chosen
to compute the trade cost measure τij . Although individual
coefficients naturally change in magnitude, their signs and
the patterns of significance are very similar. The R2’s are
also broadly similar over a wide range of values for σ.

As σ − 1 corresponds to ϑ and γ, I will focus
the discussion on one single parameter, σ. The
trade cost measure levels reported in Table 1
and Figure 1 are based on σ = 8, which is in
the middle of the common empirical range of
5 to 10 for the elasticity of substitution, as
surveyed by Anderson and van Wincoop (2004).
For σ = 8 the trade-weighted average of U.S.
bilateral trade cost measure in Table 1 falls from
74% to 42%, a decline of 44%. In the case of
σ = 10 the trade-weighted average would fall
from 54% to 31%, a similar decline of 42%.
In the case of σ = 5 the trade-weighted average
would fall from 167% to 87%, a decline of 48%.
Thus, although the levels are sensitive to the
parameter value, the change of the trade cost
measure over time is quite robust.

Finally, it might be the case that the elas-
ticity of substitution has changed over time.
Broda and Weinstein (2006) estimate elastici-
ties of substitution based on demand and sup-
ply relationships for disaggregated U.S. imports.
When comparing the period 1972–1988 with
1990–2001, they find that the median elasticity
fell marginally. But the difference is not sig-
nificant for all levels of disaggregation and it
is unclear whether there has been a significant
change in the elasticity at the aggregate level.
If it were the case that the aggregate elastic-
ity fell over time, this would suggest that trade
costs have declined less quickly than indicated
in Table 1. But quantitatively, this effect would
probably not be large.40

The role of preferences. It is conceivable that
consumers predominantly consume domestic
goods not because of trade barriers that impede
the import of foreign goods but simply because
of an inherent home bias in preferences. It
is straightforward to incorporate a home bias
in preferences into the models outlined in
Section II (for an example see Warnock 2003).
Their effect would be observationally equiva-
lent to lower domestic trade barriers.41 As the
trade cost measure τij captures bilateral rela-
tive to domestic trade barriers, a home bias in
preferences would correspond to inferred trade
cost levels that are higher than the “true” under-
lying levels. Home bias would thus lead to an
overestimation of trade cost levels.

40. According to Broda and Weinstein (2006, Table 4)
the median elasticity fell from 3.7 to 3.1 at the 7-digit level,
from 2.8 to 2.7 at the 5-digit level, and from 2.5 to 2.2 at
the 3-digit level.

41. That is, lower tii or fii .
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Likewise, bilateral preference parameters
would affect trade flows in a similar manner as
bilateral trade costs (see Combes, Lafourcade,
and Mayer 2005; Felbermayr and Toubal 2010,
for models with bilateral preference weights).
Hence, bilateral preference parameters and trade
costs could not be identified separately.

However, to the extent that preferences do
not vary over time, the proposed trade cost mea-
sure is still useful when its change over time is
considered. In that case, home bias and bilat-
eral preference parameters can be differenced
out. This reinforces the view that changes in the
trade cost measure tend to be more instructive
than its levels.

Ultimately it is an empirical question whether
such preference parameters exert a strong effect
on trade flows. Evans (2007) presents micro-
evidence showing that locational preferences
are negligible in explaining international trade
flows compared to transportation costs and tar-
iffs. Likewise, Helpman (1999) argues that there
is no clear evidence of home bias in prefer-
ences. Further research with micro-data would
be helpful to answer this question in more
detail.

VI. CONCLUSION

This paper develops a measure of interna-
tional trade costs that varies across country
pairs and over time. The measure is micro-
founded and infers bilateral relative to domestic
trade costs indirectly from trade data based on
a workhorse model of international trade—the
gravity equation. I show that the measure can
be derived from a range of leading trade the-
ories, including the Ricardian model by Eaton
and Kortum (2002), the gravity framework by
Anderson and van Wincoop (2003), as well
as the heterogeneous firms models by Chaney
(2008) and Melitz and Ottaviano (2008). The
trade cost measure is a function of observable
trade data and can therefore be calculated eas-
ily with time series and panel data to track the
changes of trade costs over time. This approach
obviates the need to impose specific trade cost
functions that rely on trade cost proxies such as
distance.

In an empirical application I compute relative
bilateral trade costs for a number of major trad-
ing partners. For example, I find that the U.S.
relative trade cost measure on average declined
by about 40% between 1970 and 2000. The
decline of U.S. relative trade costs has been

particularly strong with its neighbors Mexico
and Canada. I also examine the reasons behind
the strong growth of U.S. bilateral trade over
that period. I find that income growth is the
single most important driving factor. Declines
in relative bilateral trade costs are in second
place but quantitatively also play a substantial
role.

APPENDIX 1: DECOMPOSING THE GROWTH
OF TRADE

This appendix derives decomposition equations based on
the models by Chaney (2008), Eaton and Kortum (2002),
and Melitz and Ottaviano (2008). These decomposition
equations correspond to Equation (13), which is based on
the model by Anderson and van Wincoop (2003). The
main result is that the decomposition results in Table 3 are
consistent with all these models.

A. Decomposition Based on Eaton and Kortum (2002)

Eaton and Kortum (2002) rewrite gravity equation (6) as

xij = yiyj

(
tij
Pj

)−ϑ

∑J
j=1

(
tij
Pj

)−ϑ

yj

,

where Pj is the CES price index in country j and yi are total
sales of exporter i defined as yi ≡ ∑J

j=1 xij . Multiplying
and dividing the right-hand side by world income yW yields

xij = (yiyj /y
W)

(
tij /

(
�EK

i Pj

))−ϑ
,(A1)

where
(
�EK

i

)−ϑ ≡ ∑J
j=1 P ϑ

j θj t
−ϑ
ij has a similar structure

as the outward multilateral resistance variable �i in
Equation (1). Gravity equations (A1) and (1) are thus iso-
morphic and the decomposition equation can be derived as
outlined in Section IV. It follows as

100% =
2� ln

(
yi yj

yW

)
� ln

(
xij xji

)︸ ︷︷ ︸
(a)

+
−2ϑ� ln

(
1 + τEK

ij

)
� ln

(
xij xji

)︸ ︷︷ ︸
(b)

(A2)

−
−2ϑ� ln

(
�EK

i �EK
j

)
� ln

(
xij xji

)︸ ︷︷ ︸
(c)

,

where

�EK
i = (

�EK
i Pi/tii

)1/2
.

Note that the decomposition in Equation (A2) does not
depend on the value of ϑ even if ϑ changes over time.
Contribution (a) is given by the data. Contribution (b) is also
given by the data through Equation (7), i.e., −2ϑ� ln(1 +
τEK
ij ) = � ln(xij xji ) − � ln(xiixjj ). Contribution (c) is the

multilateral residual. The quantitative results are therefore
the same as in Table 3.
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B. Decomposition Based on Chaney (2008)

Gravity equation (8) implies that the product of bilateral
trade flows is given by

xij xji =
(

μ
yiyj

yW

)2 (
wiwj tij tj i

λiλj

)−γ (
fij fji

)−
(

γ
σ−1 −1

)
.

Taking the natural logarithm and the first difference
leads to

� ln
(
xij xji

) = 2� ln
(
yiyj /y

W)
− 2γ� ln

(
1 + τCh

ij

) + 2γ� ln
(
�Ch

i �Ch
j

)
,

where τCh
ij is substituted from Equation (9) and where

�Ch
i =

⎛⎝ μ
1
γ λi

wi tii
(
fii

) 1
σ−1 − 1

γ

⎞⎠
1
2

.

�Ch
i captures multilateral resistance λi relative to variable

and fixed domestic trade costs, as well as domestic produc-
tivity wi and the preference weight μ consumers put on
the differentiated goods sector. The decomposition equation
follows as

100% =
2� ln

(
yi yj

yW

)
� ln

(
xij xji

)︸ ︷︷ ︸
(a)

+
−2γ� ln

(
1 + τCh

ij

)
� ln

(
xij xji

)︸ ︷︷ ︸
(b)

(A3)

−
−2γ� ln

(
�Ch

i �Ch
j

)
� ln

(
xij xji

)︸ ︷︷ ︸
(c)

.

Note that the decomposition in Equation (A3) does not
depend on the value of γ even if γ changes over
time. Contribution (a) is given by the data. Contribu-
tion (b) is also given by the data through Equation (9),
that is, −2γ� ln

(
1 + τCh

ij

)
= � ln

(
xij xji

) − � ln
(
xiixjj

)
.

Contribution (c) is the multilateral residual whose precise
interpretation rests on the elements captured by �Ch

i . The
quantitative results are therefore the same as in Table 3.

C. Decomposition Based on Melitz and Ottaviano (2008)

Gravity equation (10) can be rewritten as

xij = yiyj

yW

(
tij

)−γ 1

2δ(γ + 2)

NE
i

yi/yW
ψi

Lj

yj

(
cd
j

)γ+2

so that the product of bilateral trade flows can be
expressed as

xij xji =
(

yiyj

yW

)2 (
tij tj i

)−γ

(
1

2δ(γ + 2)

)2

× NE
i

yi/yW

NE
j

yj /yW
ψiψj

Li

yi

Lj

yj

(
cd
i cd

j

)γ+2
.

Taking the natural logarithm and the first difference leads to

� ln
(
xij xji

) = 2� ln
(
yiyj /y

W)
− 2γ� ln

(
1 + τMO

ij

) + 2γ� ln
(
�MO

i �MO
j

)
,

where τMO
ij is substituted from Equation (11) and where

�MO
i =

⎛⎜⎜⎜⎜⎝
(

NE
i

yi /y
W ψi

Li
yi

(
cd
i

)γ+2
) 1

γ

(2δ(γ + 2))
1
γ tii

⎞⎟⎟⎟⎟⎠
1
2

.

�MO
i reflects domestic trade costs tii , the number of entrants

NE
i in country i relative to its size in the global economy

(yi/y
W), the extent of comparative advantage ψi , per-

capita income Li/yi and the marginal cost cut-off cd
i above

which domestic firms do not produce. Note that both NE
i

and cd
i depend on the bilateral trade costs between all

other countries in the world (see equations A.1 and A.2 in
Melitz and Ottaviano 2008) so that they have a multilateral
interpretation.

The decomposition equation follows as

100% =
2� ln

(
yi yj

yW

)
� ln

(
xij xji

)︸ ︷︷ ︸
(a)

+
−2γ� ln

(
1 + τMO

ij

)
� ln

(
xij xji

)︸ ︷︷ ︸
(b)

(A4)

−
−2γ� ln

(
�MO

i �MO
j

)
� ln

(
xij xji

)︸ ︷︷ ︸
(c)

.

Note that the decomposition in Equation (A4) does not
depend on the value of γ even if γ changes over time.
Contribution (a) is given by the data. Contribution (b)
is also given by the data through Equation (11), i.e.,
−2γ� ln

(
1 + τMO

ij

)
= � ln

(
xij xji

) − � ln
(
xiixjj

)
. Contri-

bution (c) is the multilateral residual whose precise interpre-
tation rests on the elements captured by �MO

i . The quanti-
tative results are therefore the same as in Table 3.

APPENDIX 2: DATA

Some export data are not available from the IMF DOTS
database. Exports from Sweden to Denmark for 1980–1994
are taken from the OECD International Trade by Commodity
Statistics (ITCS) instead (for the total of all commodities).
Exports from Korea to Denmark, Finland, and Norway for
1970–1975 as well as exports from Finland to Korea for
1970 are taken from the UN Comtrade database. Import data
are required to compute the c.i.f./f.o.b. ratio, some of which
are not available from the IMF DOTS database. Imports
from Denmark to Sweden for 1980–1994 are taken from
the OECD ITCS instead (for the total of all commodities).
Imports from Denmark, Finland, and Norway to Korea for
1970–1975 as well as imports from Korea to Mexico for
1979 are taken from the UN Comtrade database.

The remainder of this appendix provides more detailed
information on the explanatory variables used in Section
III.B. The distance data represent great-circle distances
between capital cities. They are collected from the web-
site http://www.indo.com/distance/. The following variables
are taken from Rose’s (2000) data set made available
on his website: the adjacency dummy, the common lan-
guage dummy, the free trade agreement dummy, and the
island variable. The island variable takes on the value
1 if one of the trading partners is an island and the
value 2 if both partners are islands, and 0 otherwise.
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Rose’s data are updated for the year 2000. Information
about recent free trade agreements is available on the
WTO website at http://www.wto.org/english/tratop_e/region
_e/region_e.htm under “Facts and figures.” The currency
union dummy only takes on the value 1 for bilateral obser-
vations between Finland, France, Germany, and Italy for the
year 2000. Although it is a typical variable in the gravity lit-
erature, for the countries in this sample there are no colonial
relationships as defined by Rose (2000).

The tariff variable is taken from the Economic Free-
dom of the World 2004 Annual Report, published by the
Fraser Institute and made available at http://www.fraserinsti
tute.org. It is constructed using data from component 4A,

“Taxes on international trade.” This component combines
the tariff revenue as a percentage of exports and imports, the
mean tariff rate, and the standard deviation of tariff rates.
The report gives a rating on a scale from 0 to 10, where 10 is
given for the combination of low tariff revenue, a low mean
tariff rate, and a low standard deviation. Bilateral obser-
vations for two countries are constructed by multiplying the
single-country ratings and then taking natural logarithms. To
make the coefficients in the regressions more intuitive, the
logarithms are multiplied by (−1) such that higher values
indicate higher tariff rates. Tariff data that are specifically
bilateral are difficult to obtain for many countries over sev-
eral years (see Anderson and van Wincoop 2004, section 2).
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