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Abstract

This article examines the possibility of calculating the similarity of text documents. This can be a first step in creating conceptual legal information retrieval systems, which can retrieve documents that resemble a certain example document given by the user. The method for calculating document similarity described here, which has been developed by the Centre for Computers and Law of the Erasmus University Rotterdam, is based on word use in documents.
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1 Conceptual information retrieval based on the word use in documents

1.1 Introduction

Electronic data retrieval systems are among the most frequently used computer applications in the field of law. Given that fact, it is surprising how little these systems have changed in the past thirty years. In almost every legal database, Boolean searching using words within the documents to be looked up is still the only retrieval method that is supported. This means that lawyers who want to look up certain legal cases have to make a crucial conversion. They know what the cases should be about; so they have to speculate which words should be present in such cases. The set of words must also be assembled with great care. Common words should be avoided because they will probably be present in irrelevant documents as well. Very specific terms carry a danger too because it is possible that only a synonym is used in a relevant document. In addition to this, many users find it difficult to use the logical operators necessary for combining words in a search request. Therefore, assembling and applying effective search requests is still a specialist job. As regards the output of a search request, a problem is that in many cases the documents found are not ordered according to their (expected) relevance. This means that users have little information to go on as regards relevance when browsing through this list.



Not surprisingly, many users - not only in the legal field - have problems with this relatively complicated and inefficient procedure for retrieving information. Computer scientists have proposed various improvements for the ‘classic’ information retrieval systems. One of the most interesting ideas is that ‘conceptual’ retrieval systems could be constructed. In such systems, information that conforms to certain concepts can be looked up. The formulation of these concepts is based on knowledge about the field (in this case, the law). Wildemast and De Mulder (1992) have given an overview of the attempts that have been made to build such systems.

 

1.2 Implementing a conceptual retrieval system

In the literature, several methods have already been proposed to make the implementation of a conceptual retrieval system possible. In this article we will concentrate on a method for improving the search operation itself (Wildemast and De Mulder, 1992). The system of which a certain part is described makes it possible for users to define their own concepts, and uses these concepts to optimise the recall and precision of a search operation. Concepts that have been defined and applied can be more precisely re-defined, for instance on the basis of the results of search operations. Furthermore, a concept can be stored for later re-use. In this way the systems can ‘learn’: the knowledge about a certain legal concept that has been built up during a retrieval operation can be put to use again for later search requests.



The crucial point of course is how the user can define a legal concept that is to be used for retrieving documents (De Mulder et al, 1993). As the purpose of a concept in this case is to specify a certain set of documents, a possible way of defining it is also in terms of documents: the concept should include a certain document, but exclude another. This is the method we have chosen in our system: the user has to give examples of the documents to be retrieved. Documents that are identified as being relevant to a concept are called exemplars. Consequently, the searching facility of the system will search for documents that are similar to the exemplars. In order to fulfil this task, the program will compare properties or attributes of potentially relevant documents with those of the exemplars. In theory, all kinds of attributes could be used here, ranging from simple syntactical characteristics of the documents to facts that could only be unveiled by analysing the documents at a semantic level. At this stage, we have concentrated on word use in the documents, which includes the words used in these documents as well as their frequency. An important reason for this choice is that these characteristics can be measured automatically for all documents in a database without difficulty.



1.3 Finding similar documents

After the user has specified one or more exemplars, the system has to search the database and present a list of documents, ordered according to how similar these documents are to the exemplars. In this article we will concentrate on the very first step in this process. This is to find the document that is most similar to a given exemplar, or has the highest average similarity to a given set of exemplars in a database. To achieve this, a similarity measure has to be defined, which makes it possible to quantify exactly how similar two document in a database are. This similarity measure is discussed in the next section. An important characteristic of this measure is that to a certain extent it is based on word use in the whole database. This means that when two documents are compared, word use in all other documents that are part of the same database is taken into account as well. Given a database, it is possible to calculate similarities for all possible document pairs from that database, although the number of combinations can, of course, become very large as the size of the database increases.



The similarity between two documents forms a possible first step in the conceptual retrieval process. The process can be continued by other techniques, especially by introducing counter exemplars in addition to the exemplars. This can be useful in order to ‘teach’ the system the finesses of the concept the user has in mind. For more information on this, see Wildemast and De Mulder (1992). In this article, we will concentrate on the exemplars and on finding the documents that match these as closely as possible.



2 Document similarity�

2.1 Different forms of similarity

Two objects, in this case documents, can be similar in several ways. For instance, we could focus on

the typesetting used in the documents;

the general layout (of pages, headings, etc.);

the number of word tokens (occurrences) and word types (different words) present in each document;

the word types themselves, and their frequency;

the average/maximum/minimum length of words, sentences, paragraphs or pages;

the language used in the documents;

the audience they address;

the subject they are on;

the effect they have (for instance when they are published or read).



The ordering of these alternatives is not a coincidence. It ranges from pure similarities in form (1, 2, 3, 4, 5), via similarities of mixed signature (6, 7), to similarities at the semantic (8) or pragmatic level (9). Here, we will concentrate on similarities at the form level and especially on the type of similarity mentioned under 4 (word use and word frequency) although the similarity mentioned under 3. (number of word tokens and word types) will play a role in a way as well. Therefore, when we speak of document similarity, from now on we mean the following:



Similarity is the degree in which two documents resemble each other, with respect to the form they have and especially with respect to the word types they contain. 



In the past, similarity has played a role in quite a number of research projects. Many of these were carried out with the general aim of improving the structure or the usability of database systems. The research by Salton within the framework of the SMART-project can be mentioned here. In the overview report 'The SMART System' (Salton 1971) he describes a method of forming clusters of documents within a database, which has certain characteristics in common (Salton 1971, p. 223 and Salton 1989). However, a drawback of the way this method is implemented is that only index words (added to each document) play a role in calculating similarity, which makes it impossible to classify documents completely automatically.



A method to select sets of documents with high similarity from a database is described by Smeaton and Van Rijsbergen (1981). The authors introduce an algorithm to speed up a search operation in a database. First a base document is chosen. From that point on, only those documents which, based on the words they contain, could in theory be similar to the base document are taken into account. A method that has more or less the same purpose is described by Willett (1981). Unfortunately a drawback of both these methods is that they can only be used when the similarity of documents is calculated from the number of common word types, not when (as in our approach) different weights are associated with every word type. 



Batagelj and Bren have recently compared a number of similarity measures (1993). The authors not only define similarity, but also dissimilarity between objects, and use this measure to relate the different similarity measures known from literature to each other (Batagelj and Bren 1993, p. 8-16). Some of their measures will be examined in the next section. We describe below our chosen method for calculating similarity.



2.2 Calculating similarity: some basic concepts

Here, the characteristic which forms the basis for calculating the similarity of two documents is the presence or absence of word types. For practical reasons, we will not take into account the frequency of a word type within each document (although the method could be extended to include this as well). The only type of frequency that plays a role here is the number of documents in which a word type appears. This characteristic, for which we will use the term document frequency, is strongly related to the dispersal of word types throughout the documents.



2.2.1 'Hits' and 'misses'

When we want to determine the similarity of two documents by means of the word types present in these documents, two situations appear at first to be possible:



a word type is present in both documents; because this means that the documents have a common characteristic, it should increase similarity. For this situation the term hit is used.

a word type is present in one document, but not in the other; at this point the documents differ from each other and therefore similarity should decrease. This situation is called a miss.



It may be crucial (especially for misses)  which document is used as a base document when the documents are not of equal size (which would be quite a coincidence). Consider the following situation. We compare two documents, of which one contains 100 word types and the other 200. 50 hits are found (50 word types are present in both documents), which means that the number of misses is 50 when we look at it from the first document, and 150 when we take the second. We may conclude that comparing documents has a relative aspect: it depends on which document is taken as a base. This means that it will not usually be sufficient to compare a document X with a document Y, but that it will also be necessary to compare Y with X.



When only the ‘misses’ are considered, another improvement is possible: instead of one we could count two types of misses. With two documents X and Y there could be

a type 1 miss (in short, ‘miss1’) if a word type is present in document X, but not in Y; and 

a ‘type 2 miss’ (in short, ‘miss2’) if a word type is present in document Y, but not in X.



With these three characteristics, the number of hits, miss1s and miss2s, the relationship between two documents can be effectively established. However, when the documents do not stand on their own but are part of a database containing many other documents, there is a fourth characteristic. The other documents will probably contain a number of word types which are present neither in document X nor in Y. The absence of such a word type in both documents can even be considered to be a point of  resemblance, which should increase the similarity of the documents. Therefore, this is also a kind of ‘hit’, just as in the situation where a word type is present in both documents. This means that next to two types of misses, two types of hits are also possible:

a ‘type 1 hit’ (in short, ‘hit1’) if a word type is present in both documents; and

a ‘type 2 hit’ (in short, ‘hit2’) if a word type is absent in both documents, but is used in other parts of the database.



The four situations which are discerned here (two types of hits and 2 types of misses) have also been mentioned in the literature. Hits and misses are often referred to by the letters a, b, c and d. A usually stands for the number of hit1s, b and c for the number of miss1s and miss2s and d for the number of hit2s (Batagelj and Bren; 1993, p.7).



2.2.2 The ‘weight’ of a hit or miss

Not every word type is used the same number of times in a database. This does not necessarily influence the similarity of documents because, as stated earlier, in our definition word frequency within a document is not taken into account when calculating similarity. However, when the number of documents in which a word type is present (the ‘document frequency’ of a word type�) differs from the number of documents in which other word types appear, this can have an influence on similarity. For the probability that a word type with a high (document) frequency is present in a certain pair of documents, and therefore is responsible for a ‘hit1’, is much higher than the probability that this happens with a low frequency word. Conversely, the probability of a ‘hit2’ is higher with word types of a low frequency. For the two types of misses an analogue conclusion can be drawn. This may be expressed in tabular form:



�PRIVATE ���PRIVATE ���Frequency of word� ty�pes:���Probability for:�High�Low��Hit1�high�low��Hit2�low�high��Miss1�low�high��Miss2�high�low��Table �seq Table  \* Arabic�1�	The relationship between the frequency and the probability of hits and mis�ses



The probability that a word type will cause a hit1, hit2, miss1 or miss2 is therefore directly related to the (document) frequency of that word type. That means that not every hit or miss can be considered to be of equal significance. When a word type with a frequency of only 2 (when the number of documents is high, say 20000) is found in a pair of documents, this gives us much more information than when a high frequency word type (for instance ‘the’, ‘it’, etc.) is found, and the similarity of the documents should therefore increase more in the first situation than in the second. This means that we cannot just count the number of hits and misses when calculating similarity. With every hit and miss, we have to correct for the probability that the hit or miss occurs in a certain database. This can be done by calculating two separate probabilities for every word type:

the probability of finding a word type in a certain document; this probability is of importance in case of a hit1 or a miss2, because in those cases the word type is present in the document to which we are comparing our base document.

the probability of missing a word type in a certain document; this probability has to be taken into account for a hit2 or a miss1, because in those cases the word type is absent in the document to which we are comparing our base document.



These probabilities only have to be calculated once for every word type. After that, when calculating the similarity of every pair of documents we can re-use these numbers again and again. The first probability is equal to the (document) frequency of the word type divided by the number of documents in the corpus. The second probability is equal to the difference between the number of documents and the (document) frequency of the word type, divided by the number of documents in the corpus. In a formula:

�	(2)

�		(1)

Where Fi stands for the frequency of word type i (i.e. the number of documents in which word type i appears) and D for the number of documents in the whole database. Strictly speaking, in calculating these probabilities we have not taken into account that the base document (document X) is itself part of  the database. To rectify that, some of the values in the two formulae (for instance, D in both denominators) would have to be decreased by 1. We have chosen not to do that, however. An important reason for this is that the formulae now constitute a symmetric model. The probability of finding a word type that appears in every document is equal to the probability of missing a word type that appears in no document (both probabilities are equal to 1), whereas the probability of finding a word type that appears in no document is equal to the probability of missing a word type that appears in every document (both equal to 0). This makes it easier to perform calculations, while the effect of the omission is minor, at least when the number of documents is sufficiently high.



While the probability of finding, for instance, a hit1 is high for those word types that appear in many documents, it is of course true that the significance of such a hit1 for document similarity in general is low. To compensate for this, it is therefore necessary to multiply every hit or miss with a ‘weight factor’ W, which should have a value opposite to that of the probability for the word. Two possible ways to calculate this weight factor would be to take the complement or the reciprocal of the probability:

�	(4)



�	(3)

A disadvantage of the second method, however, is that the weight factor would have a range of [1..(], which could lead to very high values for the similarity scores calculated by means of these weights. Zero probabilities also present a problem because they would cause a division by zero. For these reasons the first method has been used to calculate hit and miss weights.



Using these weight factors, which have to be calculated for every word type, we can determine the adjusted number of hit1s, hit2s, miss1s and miss2s. These numbers equal the sum of all weights of the word types involved. For instance, the adjusted number of hit1s is equal to

	�		(5)

where n stands for the number of hit1s, which is the number of word types that appear in both documents. These adjusted numbers of hits and misses are suitable for calculating similarity because they take into account which word types are ‘responsible’ for a specific hit or miss.



To make it possible to compare the similarity that is calculated by means of these adjusted numbers of hits and misses for different pairs of documents, the numbers have to be made relative to their respective maximum values. These maximum values are different for every document. They constitute the sum of all hit1 and miss1 weights of the word types present in the document, and the sum of all hit2 and miss2 weights of the word types not present in the document (but present in one of the other documents of the database). When we divide the adjusted numbers of hits and misses by these maximum values and multiply the result by 100%, we get hit and miss percentages. When similarity is calculated from these percentages, we get similarity values that are comparable for all possible pairs of documents from the database.



2.2.3 The amount of information in every hit and miss

As stated in the previous section, the amount of information connected with a certain event is inversely proportional to the probability that the event will happen. For calculating similarity, we have used this fact to give every hit and miss the proper ‘weight’. However, information theory gives us a method to quantify the amount of information connected with an event, and express this amount in a number, the number of bits. A bit (binary digit) is the smallest amount of information that can be measured. It is the amount of information we get from the answer to a yes/no question, when the probability for each answer is equal. The amount of information in bits that we get from an event can be derived from the probability that the event will happen, using the following formula:(De Mulder ;1984 ,p. 22)

	�		(6)

I(a), the amount of information we get from event a, is equal to the 2-log of the reciprocal of the probability of a. With this formula, we can calculate the amount of information we get when we find a hit or miss in a pair of documents. The use of the logarithm to an extent compensates for the disadvantage of the use of the reciprocal of a probability that we have already mentioned (namely its high value for low frequency word types). Of course the amount of information calculated by means of (6) in general will be parallel to the respective (adjusted) number of hits or misses, but especially for low frequency word types it can be a useful tool to calculate similarity more precisely. Furthermore, it can also be used to compare the amount of information in documents and even in complete databases.



Of course, the amount of information of a hit or miss can also be expressed as a percentage of the maximum possible amount in a document, as described in the previous section. This makes it possible to compare this characteristic for different pairs of documents.



3 Calculating a similarity score

3.1 Formulae for calculating similarity

By means of the characteristics described in the previous sections, a similarity score for every pair of documents in a database can be calculated. Several formulae can be used for this, a number of which will be presented in this section. An explanation will be given as to which formula yields the best results and why that is the case.



When two documents are  compared, and the numbers of hit1s, hit2s, miss1s and miss2s are  determined, we have two figures which express how much the documents have in common (the number of hit1s and hit2s) and two which express how different they are (the number of miss1s and miss2s). The value of each of these figures can be compensated for their respective probabilities�, and converted to a hit or miss percentage by dividing by the maximum possible value for a certain document. These percentages will be used here. Furthermore, we see it as essential that, in a similarity score, hits (at least one of the two types) should play a role because otherwise (if only misses are used) a dissimilarity score would result.



If we consult relevant literature with this in mind, we find a number of possible ways for calculating a similarity score. Batagelj and Bren (1993) mention no less than 22 different similarity and dissimilarity measures, from more than 15 different sources. However, all these measures are intended for calculating similarity based on characteristics of equal weight. As this is not the case here, none of these 22 similarity measures can be used right away. Some of them can be altered, however, because they are based on the principle that hits and misses should be converted into a percentage. These include�:



	�		(7)



	�		(8)



	�		(9)

a, b, c and d stand for hit1, miss1, miss2 and hit2, respectively. m, in this case, stands for the total number of word types in the document. These formulae yield a type  of similarity precentage because of the division by m and can, therefore, be compared for different pairs of documents. We can alter these formulae to make it possible to use the adjusted numbers of hits and misses, instead of just the absolute numbers. The result is then:



	�		(10)



	�	(11)



	�	(12)

In principle, each of these formulae could be used to calculate document similarity. The characteristics of each formula include the following.



In formula (10) similarity is equal to the hit1 percentage. It calculates the amount of ‘overlap’ between the two documents (range: [0..1]). This can be useful if we want to concentrate on common points in the documents, rather than taking into account the differences. A disadvantage remains that words that are missing from both documents (hit2s) are not taken into account at all. This can lead to biased results, especially when one of the documents is much larger than the other. A final problem could be that in almost every pair of documents there will at least be some overlap, because many word types are present in almost every document�. This would make it necessary to introduce a threshold value for similarity (for instance, only if similarity is greater than 0.5 should it be considered significant).

In formula (11), hit1s as well as hit2s (and therefore all common points of the documents) are taken into account. It also has a range of [0..1]. Note that the outcome of (11) does not correspond to the average of the hit1 and hit2 percentages, except when both maximum values (Hit1max and Hit2max) are equal. That is only the case when a document contains exactly half of the adjusted number of word types in the whole database. It can be expected that similarity, calculated by means of this formula, for very large or small documents will be considerably lower than would follow from just the two hit percentages. A justification for this is that in these documents the relationship between the number of hit1s and the number of hit2s will be very biased as well. Still, a disadvantage of the formula could be that in a small document the hit2 percentage could play a dominant role (hit1s are of almost no influence at all) whereas in large documents the same could be true for the hit1 percentage.

In formula (12) all the available characteristics are used. The total hit percentage from (11) is reduced by the total miss percentage. It is questionable whether this yields a correct result in this case. The reason for this doubt is that the number of misses is already represented in the hit1 and hit2 percentages. For the calculation of the maximum values Hit1max and Hit2max, all word types present in a document are taken into account. Some of these will become ‘involved’ in a hit1, the others will be miss1s. The hit1 percentage is thus already reduced by every miss1. Subtracting the miss percentage again could lead to a situation where misses play a more important role than hits. This is undesirable because we want to calculate similarity, not dissimilarity. Therefore, formula (12) does not offer a  suitable solution in this instance.



This leads to the following conclusions:

There are many ways to calculate similarity. However, the three ways presented here have in common the fact that they can be used when characteristics of different weight are involved. With most other similarity measures mentioned in the literature this is not possible.

Formula (12), in which misses play a role, probably yields incorrect results. This is because the number of misses is already taken into account when calculating hit1 and hit2 percentages.

Of the remaining two formulae, (11) has the advantage that hit2s, which can be very important for the similarity of documents, are taken into account.

Formula (10), which calculates overlap between documents, could be useful when documents are of very different sizes. When using this formula, it is probably necessary to determine a threshold value for similarity in order to neutralise the low ‘basic’ similarity that almost every pair has.



3.2 Using information instead of weight

As described in section 2.2.3, it is possible to calculate the amount of information of every hit and miss and use this as an alternative to the ‘weight’ of word types. It is possible to calculate similarity by means of these amounts of information. Especially when low probabilities are involved, this can lead to different similarity values because of the logarithmic nature of the information measure. For hit1s, this is the case with rare word types, and for hit2s with very common word types.



Using information instead of weight means that word types with low probabilities will have a stronger influence on the similarity score. Documents which both contain a rare word type, or which both miss a common word type, will get a higher similarity score. This means that attention shifts towards those characteristics that are most specific to a document. In a large database this could lead to a more reliable similarity score.



When we want to use hit information instead of weight, similarity can be calculated as follows:



	�		(13)

	�	(14)



3.3 Calculating similarity for all documents in a database

Using the formulae described in the previous sections, it is possible to calculate the similarity between a single (example) document and all the other documents in the database. The similarity scores can be ordered, after which it becomes clear which documents most resemble the example document. The following procedure can be used:



All documents are read in; for every document a list of the word types that are present in it is compiled.

From the lists of word types per document a word list for the whole database is compiled. In this list an indication is also given of the number of documents in which a certain word type appears (the ‘document frequency’ of the word type).

Now the weight as well as the amount of information of a word type can be calculated, for the situation that the word type would be involved in a hit1 as well as in a hit2. These figures are registered in the type list, with the respective word type.

Using these weight and amounts of information, the maximum (adjusted) number of hit1s and hit2s and the maximum amount of hit1 and hit2 information can be calculated for every document (Hit1max, Hit2max, Hit1maxinfo and Hit1maxinfo). These figures are registered in the list of documents.

Then follows the most time consuming part of the process: the list of word types of the example document is compared to the lists of all other documents and, based on the lists, the (adjusted) number of hit1s and hit2s is calculated as well as the amount of information connected with these. From these, the similarity score for that particular document pair can be calculated. Note that because of the similarity measure chosen it is not necessary to calculate the number of misses.

Finally, a report is compiled in which all documents appear, ordered according to their similarity to the example document. If desired, the report can also state the characteristics (adjusted number of hits, and amount of information) which form the basis for every similarity score.



This technique has already been implemented in a computer program, and has been used to calculate similarity between the documents of a large statute law database (18803 documents, 143156 word types). In our experience it is possible, even in such a large database, to calculate the similarity of all documents with a given example document within minutes, using a normal (Pentium) PC. This proves that in principle the technique could be used in database search programs.



Conclusion

This article has discussed a specific set of techniques that can be used to build a conceptual information retrieval system. In the system proposed here, users can give examples of documents they want to retrieve from the database. When (at least) one example has been given, a first step is to let the system look for documents that most resemble the example given.



The method to determine the similarity of two documents introduced here can be used to achieve this. It is based on word use in all documents in a database. Several different formulae to calculate the similarity have been discussed. A computer program which makes use of one of these methods in general yields a list in which all documents are ordered according to their similarity to the example document. This list will assist users to find other good examples of what they are looking for.



Although the number of calculations necessary to determine the similarity scores is high, modern personal computers are powerful enough to accomplish this task within a reasonable time, even when the number of documents is large.
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�	The contents of this and the following section are partly based on a chapter from Van Noortwijk (1995).

�	As this ‘document frequency’ is the only frequency considered here, from now on we will refer to it simply as ‘frequency’.

�	For the moment, we will only use weights to achieve this. Later on in this section, the amount of information will be used as well.

�	Batagelj and Bren (1993), p. 8. As sources for these formulae they mention, without giving a complete reference: S1: (Russel and Rao 1940); S2: (Kendall, Sokal-Michener 1958); S4: (Hamann 1961).

�	Word types found in every document are of no importance to similarity, because they have a weight that equals 0.
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