Abstract

A substantial part of all written legal information is published in electronic form these days. Existing retrieval systems, however, are increasingly found to be inadequate. Conceptual ranking and retrieval, in this case based on Bayesian statistics, can be a powerful alternative. Working prototypes of two applications are described. The first one provides the user with the possibility to define, test and save retrieval concepts. Such concepts can be used to rank documents retrieved from a database. The second application reads the saved concepts and calculates the probability that a new document is relevant to the concept.
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1. Introduction

The most common method for retrieving a document, in use since more than 40 years and to be found in almost every legal databank, is still based on ‘Boolean searching’. The user has to specify one or more keywords, after which the retrieval system produces a list of documents containing those words. This search method, although widely known and accepted, has considerable limitations. The most important of these, as has already been indicated in Van Noortwijk & De Mulder 1997, is that the searching is completely based on the form of the documents (to be more precise, on the words that these contain). This means that lawyers who want to look up certain legal cases have to make a crucial conversion. They know what the cases should be about. But for the search operation, they have to speculate which words should be present in such cases. The set of words must be assembled with care, avoiding common words but also too specific terms. Finally, the output that most current retrieval systems generate often has limitations. In many cases, the list of documents that is the result of a search request is not ordered according to the (expected) relevance of the documents. Even if an attempt is made to sort the list, it is often not clear what criterion is applied for that. It could be that a relatively unimportant keyword that is part of the search request is responsible for the high ranking of a certain document, just because that single keyword appears in it unlike in the other documents.

Improvements in this field, for instance in the form of a more powerful retrieval mechanism, can be of great benefit to lawyers, dependent as they have become of the variety of electronic sources. A very interesting idea in this respect is the construction of ‘conceptual’ retrieval systems, capable of locating information that conforms to a specific retrieval concept. This could be a legal concept, like ‘tort’, ‘trade secret’ or ‘fundamental breach’, but also a more ad-hoc retrieval concept like...
‘all documents from set X that deal with article Y from regulation Z’ or ‘arbitral cases in which bad faith plays a role’.

Legal experts tend to define concepts in a normative way. But for concepts that are used in document retrieval tasks, this can present a problem. More dynamic concept definitions are often necessary for that, to reflect certain changes or developments in society. It is possible that in court proceedings and especially in alternative dispute resolution proceedings new legal concepts are defined and existing legal concepts are altered. When using basic search methods, like standard Boolean searching, it can be very difficult to refer to such a legal concept by means of a limited set of keywords. Therefore Boolean searching will often fall short when ranking the found documents according to the concept a user is looking for. In general, it is obvious that the formulation of a concept has to be based on knowledge about the field (in this case, the law) \(^1\).

In an earlier article in JILT\(^2\) we already introduced some basic techniques for document comparison, such as the calculation of a similarity score based on word use. Since then, several publications on this subject have emerged. This article, however, reports on two new applications that take the principle a step further. Not only do they make it possible to define concepts interactively, but they can also store concepts and re-use these, for future database search operations but also to classify single (new) documents.

### 2. Conceptual retrieval in practice

Several possibilities to construct conceptual retrieval systems for legal documents have been proposed in the last decades \(^3\). A characteristic of many of these approaches and/or systems is that they intend to model established legal concepts and use these for retrieval purposes. An example of this is document retrieval based on structured knowledge about a (legal) domain, for instance in the form of a so-called ontology \(^4\). Several researchers have reported on this recently.\(^5\) Constructing an ontology of a non-trivial domain is a complex task, however, and when it is finished, it constitutes a very rigid structure that can not be changed or adapted easily, at least not by end users.

In this paper, we have taken a different approach. Instead of working with predefined retrieval concepts, the program provides users with the possibility to define their own. This could be strict legal concepts, like ‘theft’ or ‘breach of contract’, but also more general ones like ‘documents that refer to terrorism’. The user can test retrieval concepts and apply these to retrieve information from a case law database. A well-defined concept makes it possible to perform a search operation with a much higher recall and precision than would otherwise be possible. Furthermore, concepts that have been defined can be reused many times. They can also be refined to improve their quality, using the results of search operations.

An important question is of course if this conceptual approach is specific to the legal field or if it can be applied in other disciplines as well. In fact application in other fields is certainly possible. But in the field of law it is a necessity, because

- lawyers depend heavily on text material (regulations, case law);
- most of this material is nowadays stored in huge (and always growing) but unstructured electronic document collections;
- finding or not finding a certain piece of information can mean the difference between winning or losing the case;
• retrieving all (or even a modest percentage) of the relevant documents using just Boolean searching proves to be very difficult, if not impossible.

Conceptual retrieval – in any form – is often presented as a superior methodology for retrieving documents. Practical implementations differ greatly, however, even if we limit ourselves to the field of law. One of the reasons for this is probably that the term ‘concept’ can refer to different entities6 and that concepts can be defined in a number of ways7. For practical applications, the way that is chosen should depend on the intended purpose of the concept. In this case, the main purpose is to retrieve legal documents from a dataset. Therefore, the definition of the ‘retrieval concept’ should be connected to that. It should specify a set of documents from the database, including as many relevant documents as possible and excluding irrelevant ones.

The way we have chosen to implement this type of concept is the following: the user has to identify example documents. These are documents from the dataset that the user considers to be relevant to the concept that is being defined. We will call such documents exemplars. Furthermore, the user can indicate documents that, even though they might resemble the exemplars, are not relevant to the concept. We will call these counter-exemplars. The searching facility of the retrieval system will then search for other documents that are similar to the exemplars (and dissimilar to the counter-exemplars). To fulfill that task, certain attributes of the (counter) exemplars and the other documents have to be compared. When the attributes show a sufficient match, the document is considered to be similar and therefore possibly relevant to the retrieval concept. By measuring the characteristics or the values of the attributes a matching score can be calculated. Such a score makes it possible to not only accept or reject documents, but also to rank them according to their matching score and, with that, to their expected relevance to the concept.

3. Calculating a matching score for documents

In theory, all kinds of attributes could be used when comparing documents. Salton (1971), for instance, already described a method to form clusters in a database by means of word use statistics. His method, however, depends on manually selected index words, which prevents the creation of a system for fully automatic classification of documents. In the last 10 to 15 years, research on what is often called ‘probabilistic searching’ – as the probability that a document is relevant is calculated from certain document attributes – has intensified with a focus on several statistical techniques. One of these, usually referred to as the ‘Naive Bayes Model’ or ‘Naive Bayes Classifier’ to a certain extend plays a role in the application described here as well. The document attributes that this method is applied to here are (all) the word types (different words, or vocabulary) from the set of documents.

In principle, every word present in one or more documents can be used as an attribute to compare these documents and to calculate a matching or similarity score. If a word is present in document A and also in document B (a ‘hit’), this should increase the similarity score for these two documents. If a word is present in one of the two, but not in the other (a ‘miss’), this represents a dissimilarity and the score should be decreased accordingly. A special case is represented by words that are present in other documents in the dataset, but not in documents A and B. As this is in fact a characteristic that documents A and B have in common (they both miss the word), such a word should also increase their similarity. A further point to consider is that not all words should have the same impact on similarity: very common words should increase similarity only a little bit if they are found in both document A and B,
whereas very rare words should have a much higher ‘weight’. Van Noortwijk & De Mulder 1997 contains a detailed description of this type of similarity calculations.

Similarity measures are especially useful when comparing document pairs. Applied to, for instance, a case law database such a measure could answer the question: “What other document from the database matches this document X most closely?”. To build a conceptual retrieval system, however, that is not enough. We want to establish a full ranking of the documents, not just calculate similarity between two of them. Also, we want this ranking to be based on the combined characteristics of a set of exemplars and counter exemplars. For that, we need a different technique.

4. Ranking documents using Bayesian statistics

The application to define concepts and to rank and classify documents with these, as described here, is based on the use of Bayesian statistics. The basic idea is that information changes the odds that a certain outcome will occur. For instance, the information that a student has not prepared himself for a test (information x) will change the probability that he will get a high mark (fact f). The odds after the information are nevertheless a function of the original (or ‘a priori’) odds. According to Bayes

$$\frac{p(f | x)}{p(\text{not } f | x)} = \frac{p(x | f)}{p(x | \text{not } f)} \times \frac{p(f)}{p(\text{not } f)}$$

(1)

or

$$\text{odds}(f | x) = \text{odds}(x | f) \times \text{odds}(f)$$

(2)

in which $p(f)$ means: the probability of f and $p(x|f)$ means: the probability of x given f.

The values at the right of the equal sign are often known, which makes it possible to calculate the value on the left. Therefore, if we have information x, we can estimate to what extent the probability of f increases or decreases, if the probability of x given f as well as that of x given not-f are known. In our example, $p(x | f)$ would mean: the probability that the student has not prepared himself for the test, given that he has got a high mark. This probability is usually low (for most students). Therefore, the new odds $(f | x)$ will be considerably lower than the a priori odds$(f)$. The model can be extended when more information is available: if not only x but also y is given, we can include this (and therefore calculate the odds of f given x and y) by multiplying the factor to the right of the equal sign with $\text{odds}(y | f)$.

This theory has been applied to document retrieval in a number of ways. One of these is particularly relevant here: the so-called ‘Naive Bayesian Classifier’. Here, the same technique described above is used to classify (or categorize) documents in a database. The probability that a certain document belongs to a certain class is calculated from the probabilities of each of its attributes, given that it belongs to the class. The classification is called ‘naive’ because this probability calculation is in fact only allowed if the attributes (which take the place of the information items x and y from the example above) are independent of each other. When we use words as attributes, that is of course a requirement that is impossible to fulfill. Nevertheless, even though the prerequisites for the calculation are in fact not met, the classification using this method is often found to be correct.
We want to rank documents according to the probability that they are relevant to a certain retrieval concept (in terms of the above: documents that are in the class ‘relevant to the specified concept’). A computer program by the name of CODAS, which stands for Conceptual Document Analysis System, developed at Erasmus University is capable of doing that. What is specific in this program (apart from the fact that it is a working application, not just a model) is not so much the Bayesian statistics involved (as we already stated, numerous researchers have defined and used these) but the method by which the retrieval concept (or class of desired documents) is defined and the fine-tuning to the type of concepts and datasets that are used in the legal field.

To start with the first, the definition of the retrieval concept, this is done by using example documents from the actual dataset. When the program is initialized the user has to specify several *exemplars* and *counter exemplars* first: documents from the dataset that are known to be relevant and documents that are known to be irrelevant. Especially the last category is specific to this implementation. The set of examples is in fact the specification of the retrieval concept: the user wants to retrieve as many documents as possible that are similar to the *exemplars*, but dissimilar to the *counter exemplars*. After this initial step, the program calculates odds for every document in the dataset. These odds represent the probability that the document is relevant to the specified retrieval concept. After this a list of all documents, sorted according to each document’s odds, is shown on screen.

The calculation of the document odds is crucial in this process. Like in the example outlined above, it is based on information. The a priori odds that a document is relevant are very low, possibly as low as 1 / N (where N represents the total number of documents) if there is only one document we are looking for. Information to supplement this is obtained from the word use in the documents. This word use is compared, which generates an extended series of probabilities $p(x|f)$ – the probability that a certain word is present given the fact that the document is relevant – from the exemplars and a series of $p(x|not f)$ – the probability that a word is present given the fact that the document is irrelevant – from the counter exemplars. With these probabilities, the odds for every document can be calculated. As we compare the odds of all documents, the a priori odds are in fact not relevant here.

Of course the calculation and comparison of document odds, although relatively uncomplicated in theory, yields unexpected problems. For instance, because of the high number of attributes and documents, probabilities can become very low. This means that calculations have to be performed with high precision (many decimals), as otherwise too much information will be lost. Furthermore, the integration of odds calculated from exemplars and from counter exemplars complicates the algorithm. Details on the solutions for this will possibly be the subject of a future report.

Another important consideration is of course the practical usability of this method. Specifying a sufficient number of exemplars and counter exemplars might seem a lot of work for ‘just’ document retrieval, a task that many users have a basic understanding of. However, tests show that the time to define a retrieval concept using the method described below decreases quickly with a little training. In our experience, after a few hours of trial and error most users are capable of specifying a basic set of exemplars and counter exemplars in less than ten minutes. After that, the set – and therefore the concept it represents – can be extended and refined, but results are already visible in the form of a first ranking of documents. Furthermore, sets can be saved and re-used (in original form or with alterations) for future retrieval operations. On the average, the technique should not take more time than a carefully performed ‘regular’ search operation using Boolean operators.
5. An example: ordering a series of cases

To demonstrate the practical use of the method, a sample databases with case law on the subject of Internet domain names was compiled. A homogeneous set of cases on this subject was taken from the online database of WIPO (World Intellectual Property Organization). The WIPO Arbitration and Mediation Center\(^\text{11}\) offers Alternative Dispute Resolution (ADR) options including arbitration and mediation services for the resolution of international commercial disputes between private parties. In this case, only arbitral decisions concerning Internet domain name disputes have been used. Since December 1999, the Center has administered over 5000 proceedings. WIPO provides online publications of cases and decisions\(^\text{12}\).

The set of decisions that was used here consists of about 400 arbitral decisions that were picked randomly from arbitral publications. From this group twenty cases were again randomly selected and set apart for later use (see the chapter on classifying documents). In the arbitral decisions the registration and use of an internet domain name is disputed. WIPO arbiters have to apply the *Uniform Dispute Resolution Policy* (UDRP-rules)\(^\text{13}\), also known as ICANN Policy. For this particular research project we have concentrated on one of the three grounds necessary for awarding a complaint and transferring a domain name to the complainant:

> There is evidence of registration and use in bad faith.

Although this ground contains the legal term ‘bad faith’, according to the ICANN Policy the concept of ‘bad faith’ is used in a more limited sense than is the case in other legal domains. In general, more than 80% of all cases are awarded by WIPO. If the ground mentioned above is not present or unproven, the complaint should be denied. We have used the ranking program, which is called Codas Define, to locate cases in which the ground is not satisfied or is missing, leading to the denial of the claim of complainant.

5.1 Using Codas Define

The program Codas Define (and also the Classify module, described in the next chapter) has been developed as part of the CODAS project. It is an easy to use Windows application that shows most results in a list on the screen but is also capable of representing the results graphically\(^\text{14}\).

Working with the program to sort a set of cases takes place as follows. First, the location of the documents (or database) has to be set. In this case, separate documents in MS-Word format were used. These documents had been downloaded from the WIPO Internet-site. The program needs the original document but also a copy in the .TXT format (i.e. without layout).

After these settings have been entered (they can also be saved for later use) the user issues the ‘Calculate’ command. A list of documents appears, for the moment ordered according to the so-called ‘Initial score’.
Figure 1 - Top initial scores

The initial score in column ‘Q / I (%)’ indicates the average similarity (based on word use) of a document with all other documents. It is intended as an aid for finding cases that can be used as exemplars and counter exemplars. In this case, document d2001-0163.txt has the highest (and maximum) initial score of 100. A great deal of its contents can probably also be found in many of the other documents. In other words, the top of the list contains the very ‘common’ documents. We can inspect some of these documents by double-clicking on the document name, to see if the ‘bad faith’ ground (see above) is present and accepted as proven in that specific case. It probably will be in most of these ‘common’ cases. Every case that is found to contain the ground is identified by placing a ‘+’ in column ‘V’. It is important to identify as varied a selection of these positive cases as possible, to cover the different forms in which these are found. The selection can be modified later, if necessary. Interestingly, two counter exemplars were also found in this part of the list. These were marked with a ‘−’ in column ‘V’.
At this point, two counter exemplars that did not contain the chosen ground (bad faith) had already been found. It is a fact that only a minority of the decisions does not contain the ground (as 80% of all cases is decided in favor of the complainant, which implies that in those cases the ground is present). 'Uncommon' or 'atypical' documents are to be expected at the bottom of the list, because it is sorted to the initial score. Therefore, it was expected that there would be more documents that lacked the 'bad faith' ground at that location. Indeed, when the lower 10 documents from the list were inspected, three more counter exemplars were found.

Although the identification of this concept, which could be called ‘Presence of bad faith’, is still relatively weak – only six exemplars and five counter exemplars have been indicated – the program can already use it. When the Calculate button is pressed a new document score, based on Bayesian odds, is calculated. Next, the list is sorted to this score. The top and the bottom of the list now looked like this.
Figure 4 - Top and bottom after recalculation

The exemplars and counter exemplars are now grouped together at the top and the bottom of the list, respectively. That is what could be expected, as the new document scores are closely related to the contents of these documents. But the score the other documents now have is even more interesting. The documents on locations 7 to 12, for instance, have almost as high a score as the exemplars and consequently we would expect them to be positive decisions as well. Upon inspection of the documents, this indeed proved to be the case with all of them. At the bottom of the list, say from location 326 to 333, we would expect to find cases lacking the bad faith-ground. Indeed this proved to be true with cases 326 (d2002-1110), 328 (d2002-0404), 329 (d2000-1470) and 333 (d2001-0074). If we mark these cases (case 7 to 12 with a '+' and 326, 328, 329 and 333 with a '–'), the concept gains strength considerably. It now contains twelve exemplars and nine counter exemplars. This part of the process in fact incorporates a form of relevance feedback, a set of techniques of which some were already introduced in the 1960’s. The purpose of these is to improve retrieval effectiveness, for instance by doing automatic query reformulation. Salton & Buckley (1990) describe and compare several of these techniques. Our approach is in fact what they indicate as a ‘probabilistic feedback method’, although a little different from the methods of this type that are described by them (for example, our method works with closed sets of documents, while their methods are intended to be used in open sets).

It is possible to continue inspecting documents and adding (counter) examples for a few more rounds. For the present example, we have chosen not to do so but to save the concept in its present state. As will be demonstrated, even a limited retrieval concept like this can already be used in the second and final step of the process, which consists of the classification of new documents based on the information from the present set of documents.

5.2 The automatic classification of new documents

Defining a retrieval concept, as specified in the previous chapter, is straightforward most of the time. Depending on the concept and the type of documents, the user seldom has to inspect more than a few dozens of documents to find suitable exemplars and counter exemplars. After these have been specified, the information drawn from them (which is used to calculate the document scores, based on Bayesian odds) is usually quite effective for sorting all the documents. The required documents can then be located easily.

However, the method described thus far only works for a ‘closed’ set of documents. The usability of a retrieval concept would be greatly enhanced if it would be possible to use it for other (sets of) documents as well. This is especially true for the legal domain, where for instance case law databases expand on an almost daily basis. It is necessary that users can ‘classify’ new documents with the existing concept, or even with multiple predefined concepts.
The CODAS Classify application does exactly this. It uses the concept information from the Define program. This program stores, after every recalculation, a list of all exemplars and counter exemplars (we call this the concept file), as well as a file that contains the essentials of the word use in all documents (we call this the dictionary). The Classify program reads these two files. Any new document the user then specifies is compared to the information from these two files.

Of course the Classify program can never identify new documents that do and do not conform to the concept with 100% accuracy. It is possible that the document contains new information, resulting in a word use that is different from all the documents in the existing set. The program can, however, determine quite precisely the location the new document would have if it were part of the existing database (on which the retrieval concept is based). It does this by giving a percentile value. A percentile of 100% means: this new document would be at the top of the list. Such a document would almost certainly conform to (be relevant for) the retrieval concept. Another document could have a percentile of 10%, which would mean that nine out of ten documents in the existing set would have a higher value – in other words, the probability that this is a document that does not conform to the concept is high.

To test the merits of this Classify program we used the following method. During the random selection of cases from the WIPO database, 20 cases had been set apart. These cases were not part of the original selection that was used to define the retrieval concept. Five of these 20 cases (25%) lacked the ‘Bad Faith’ ground, therefore the a-priori probability to select a case containing the ground was 75% (15/20). This was consistent with the rest of the dataset. Each of these new cases was now classified using the program. The output for one of the cases is shown in figure 5.
Figure 5 - The Classify program

The Classify program has a somewhat different user interface. The two edit boxes at the top are for the specification of the (new) filename and of the name of the concept file. When the button ‘Classificeer dit document’ (Classify this document) is clicked, the new document is read and the results are shown in the output window. Especially the percentile values shown in the last lines of this window are of importance here. The first value is the estimated percentile if all documents in the original database are taken into account, the second value is the percentile that would apply if the exemplar and counter exemplar documents are not counted (because of their influence on the original sorting order). The example document shown here has identical percentile values of 49%, which places it in the middle of the list. That means that this is probably not a decision lacking the ‘bad faith’ ground, as we would expect percentile values under 30% (because the a priori probability is over 70%) for such documents. The results for all 20 new documents were as follows (only the first percentile value is shown, the values usually differed only slightly).
<table>
<thead>
<tr>
<th>Number</th>
<th>Case</th>
<th>Percentile</th>
<th>Bad faith</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>d2000-1079</td>
<td>2%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>d2000-1104</td>
<td>4%</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>d2000-0728</td>
<td>10%</td>
<td>N</td>
<td>No proof of use</td>
</tr>
<tr>
<td>4</td>
<td>d2000-1756</td>
<td>13%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>d2001-0700</td>
<td>14%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>d2001-0233</td>
<td>15%</td>
<td>N</td>
<td>Only proof in Court</td>
</tr>
<tr>
<td>7</td>
<td>d2002-0196</td>
<td>18%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>d2002-0481</td>
<td>19%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>d2001-1055</td>
<td>29%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>d2001-0067</td>
<td>39%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>d2000-0850</td>
<td>41%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>d2002-0732</td>
<td>44%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>d2000-0668</td>
<td>49%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>d2000-1393</td>
<td>50%</td>
<td>N</td>
<td>Language confusing</td>
</tr>
<tr>
<td>15</td>
<td>d2000-0253</td>
<td>51%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>d2003-1045</td>
<td>55%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>d2003-0697</td>
<td>58%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>d2003-0850</td>
<td>67%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>d2003-0773</td>
<td>76%</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>d2001-1028</td>
<td>85%</td>
<td>N</td>
<td>Denied for other reason</td>
</tr>
</tbody>
</table>

Table 1 - Classification of new documents (sorted according to percentile value)

As can be concluded from the table, the results are not perfect. The cases that are in fact lacking the ‘Bad Faith’ ground have percentile values of 4%, 10%, 15%, 50% and 85%, respectively. This means that with this limited concept (only 21 exemplars and counter exemplars), three out of the five documents without the ground are identified correctly (by means of their low percentile values) and 3 out of 6 documents with percentile values of 15% maximum are indeed cases in which the ‘bad faith’ ground is not present. This means that only 2 out of 20 documents are classified wrongly and 18 correctly, which is a clear improvement over the a-priori probability.

Case d2000-1104 is a very clear one. None of the elements of a violation of the ICANN Policy are established in this case.

In case d2000-0728 the domain name has been registrated in bad faith but there is no proof of use in bad faith. For the complaint to succeed both elements, registration as well as use in ‘bad faith’, have to be proven according to the ICANN Policy. Therefore presence of ‘bad faith’ as stated by the ICANN Policy is denied and this case is classified as such.

In case d2001-0233 the Panel considers that: ‘Maybe the Respondent did register the name in bad faith. But that fact cannot be decided on the papers – only a Court would be able properly on evidence to so decide.’ Therefore the concept of bad faith does not comply with the ICANN Policy.

Two cases are predicted wrongly. In case d2000-1393 the language used by the arbiters might be confusing to the program. The decision contains a somewhat unclear double denial. In case d2001-1028 the complaint is denied for other reasons, but with the same result as if bad faith would have been absent.

6. Using this techniques with existing databases

An important question is if these techniques for defining and applying retrieval concepts could already be used with existing legal databases, like for instance Lexis/Nexis or Westlaw. A complicating factor for this is of course that these
databases are commercial products of considerable value, which makes it unlikely that the publishers who own them would supply documents from these databases separate from the existing user interface (containing the existing retrieval functions). Given that situation, our options to facilitate this are somewhat limited.

- One possibility would be to adapt the conceptual retrieval software in such a way that it uses the commercial database in its current form, but hides its user interface. The actual retrieval functions are performed by means of predefined scripts, contained in the conceptual retrieval software. This method is difficult to implement, probably quite slow and error prone, for instance when changes are made to the interface of the commercial database.

- A far better way would be the incorporation of concept definition and classification functions in the existing retrieval software by the publisher. The software would then be able to access the data directly, providing the user with a choice to select the best tool for a given retrieval task.

- An ‘in between’ option would be that publishers of commercial databases provide their products with ‘hooks’ or an ‘application programming interface’ (API) to enable third parties to use the contents directly, without the original user interface. End users could then install different retrieval software – like the applications described here – on their own computer, giving them the possibility to customize their search tools as needed. Many commercial databases already contain such options, although the use of these can be costly.16

7. Conclusion

Document retrieval is still a relatively underdeveloped activity in the field of law, while lawyers become increasingly dependant on the information in electronic databases. Statistical techniques like the ones shown here prove to be useful for legal document classification and could lead to improved precision and recall rates when used in the retrieval process. The use of a separate classification program, capable of classifying new documents by using information from existing texts, yields interesting new possibilities. The programs described in this report, although not perfect, can already be used to improve productivity and effectiveness for people with specific information needs. Another possibility would be to adapt them in such a way that they can be used as a front end for commercial databases.
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