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THE DISPARITY

I commented in the previous chapter that it won’t have escaped your notice that homo philosophicus is not homo sapiens. If you really are homo philosophicus then you are a model epistemic citizen. Your reasoning is critical, your attitudes are as they rationally ought to be, whatever that turns out to mean, and your self-knowledge is infallible and exhaustive; you are immune to self-ignorance. If you belong to the species homo sapiens, then the chances are that you are not a model epistemic citizen. When I talk about the Disparity, I am referring to the various respects in which normal humans differ from homo philosophicus. Given that homo philosophicus is a mythical species, it might seem a little odd to spend time describing the differences between homo sapiens and homo philosophicus but it makes sense to do this if, as I contend, many philosophical accounts of the human mind and human self-knowledge implicitly assume that humans think and reason in ways that are similar to the ways that I’ve characterized homo philosophicus as thinking and reasoning.

Key aspects of the Disparity include:

1. The extent to which our reasoning isn’t critical.

2. The extent to which we are biased to believe.

3. The extent to which our beliefs and other attitudes survive evidential discrediting.

4. The extent to which our attitudes are recalcitrant.

5. The extent to which we are self-ignorant.        
In this chapter, I want to say something about each of these characteristics of homo sapiens. In relation to the first four characteristics I will be drawing extensively of the psychologists, including Daniel Kahneman, Amos Tversky, Richard Nisbett, and Lee Ross. In relation to 5, I will draw on Nietzsche, as well as some work by the psychologist Timothy Wilson. The lesson is that there appears to be an extensive Disparity between homo sapiens and homo philosophicus. Whether the Disparity can really be as extensive as it appears is a question I will come back to in part II. The consequences of the Disparity for TM and other aspects of Rationalism about self-knowledge will be the focus of part III. All I want to do in this chapter is outline some of the respects in which we fall short of the ideal of homo philosophicus.   

Let’s start with the issue of whether, and to what extent, human reasoning is ‘critical’ in Tyler Burge’s sense. Critical reasoning is reasoning that is guided by an appreciation, use, and assessment of reasons and reasoning as such. To be a critical reasoner ‘one must be able to, and sometimes actually, use one’s knowledge of reasons to make, criticize, change, confirm commitments regarding propositions – to engage explicitly in reason-induced changes of mind’ (1996: 100). Burge is careful not to suggest that all our reasoning is critical; all he says is that ‘critical reasoning does occur among us’ (1996: 103). He contrasts critical reasoning with blind reasoning, and claims that much of our reasoning is blind. Animals and small children also reason blindly, that is, without appreciating reasons as reasons. When we reason blindly we change our attitudes without having much sense of what we are doing.   

 Now consider the following example, which I will refer to as BAT AND BALL: a bat and ball cost $1.10. The bat costs one dollar more than the ball. How much does the ball cost? The intuitive but wrong answer is 10 cents. The right answer is 5 cents. How is it that so many people get this and other similarly simple problems wrong? Kahneman argues in his book Thinking, Fast and Slow that the key to understanding BAT AND BALL is to think of our minds as containing two systems, a fast thinking System 1 and a slow thinking System 2. System 1 

· operates automatically and quickly, with little or no effort, and no sense of voluntary control. 

· generates impressions, feelings, and inclinations which, when endorsed by System 2 become beliefs, attitudes, and intentions

· is biased to believe and confirm

· focuses on existing evidence and ignores absent evidence

· generates a limited set of basic assessments

In contrast, System 2 

· has beliefs, makes choices, and decides what to think about and what to do

· allocates attention to effortful mental activities

· is associated with the subjective experience of agency, choice and concentration

· constructs thoughts in an orderly series of steps 

System 1 is fast but lazy, System 2 is slow but deliberate, orderly and effortful. System 1 ‘operates as a machine for jumping to conclusions’ (2011: 85) and is ‘radically insensitive to both the quality and the quantity of the information that gives rise to impressions and intuitions’ (2011: 86). It often fails to allow for the possibility that critical evidence is missing and doesn’t seek out such evidence; as far as System 1 is concerned, ‘what we see is all there is’ (2011: 87).

In terms of this framework it’s easy to understand the results of BAT AND BALL. Some problems are so complicated that System 1 doesn’t come up with an answer; there is no intuitive answer and the only way to find a solution is to deploy one’s System 2. However, in BAT AND BALL there is an intuitive (but wrong) answer, and that is the answer which System 1 gives. At this point, several things can happen. One possibility is that System 2 kicks in, checks the answer delivered by System 1 and corrects it. Despite the impression that the answer is 10 cents one doesn’t end up believing that the answer is 10 cents. However, as is clear from the results, this is often not what actually happens. Instead, the answer ‘10 cents’ is endorsed by System 2, and one ends up believing that the ball costs 10 cents.

What this brings out is that even System 2 isn’t always as effortful as one might think. It often endorses the deliverances of System 1 automatically and without careful checking. System 2 is capable of a systematic and careful approach to the evidence but ‘most of the time it adopts the suggestions of System 1 with little or no modification’ (2011: 24). So when Kahneman says that System 1 intuitions ‘become beliefs’ when endorsed by the effortful System 2 he certainly isn’t suggesting that belief-formation always requires effort. There is such a thing as effortful belief-formation, as when a person comes to believe that P as a result of carefully checking the evidence for P, but this is often not what happens. For example, in BAT AND BALL, ‘we know a significant fact about anyone who says the ball costs 10 ¢: that person did not actively check whether the answer was correct, and her System 2 endorsed an intuitive answer that it could have rejected with a small investment of effort’ (2011: 44; cf. 2011: 31).

How prevalent is fast thinking? To ask the same question another way: how active is System 1 in our lives compared to System 2? Both systems are active when we are awake but System 2 is ‘normally in a comfortable low-effort mode, in which only a fraction of its capacity is engaged’ (2011: 24). In contrast, System 1 is continuously generating suggestions for System 2 and is the origin of most of what System 2 does. Our default mode of thinking is fast thinking, and System 2’s role is to take over ‘when a question arises for which System 1 does not offer an answer’ (2011: 24) or when things get difficult for System 1 in some other way. System 2 is the ‘conscious, reasoning self’ (2011: 21). It is the system we identify with when we think of ourselves. However, in cinematic terms, it is System 1 that is the hero; System 2 is merely ‘a supporting character who believes himself to be the hero’ (2011: 31).

It’s clear that what Burge calls ‘critical reasoning’ is a form of what Kahneman calls ‘slow thinking’. Homo philosophicus only thinks carefully and ‘slowly’ and the prevalence of fast thinking among humans confirms the impression that there is a significant Disparity in this respect between homo philosophicus and homo sapiens; much of the time, our reasoning isn’t guided by an appreciation, use, and assessment of reasons and reasoning as such. We are reluctant to criticize our reasons, and we do not guard against possible sources of bias. Most of us are too busy, lazy or complacent to do much critical reasoning. It does not follow, however, that we reason blindly much of the time. In giving the ’10 cents’ response to BAT AND BALL you are saying what strikes you as intuitively correct, and you aren’t flummoxed when asked why you gave that answer. In genuinely blind reasoning to the conclusion that P you have no idea why your concluded that P. The reasoning that led you the conclusion that the ball cost 10 cents was flawed but not all flawed reasoning is blind in this sense. ‘Critical’ and ‘blind’ reasoning aren’t the only options, and a lot of human reasoning is neither.

It would also be a mistake to assume that fast thinking is necessarily irresponsible or irrational. The human predicament is one in which both time and energy are frequently in short supply, so what we implicitly rely on what Kahneman and Tversky call ‘heuristics’ in fast thinking. A heuristic is rule of thumb, ‘a simple procedure that helps find adequate, though often imperfect, answers to difficult questions’ (2011: 98). When time is short we need shortcuts, which is exactly what heuristics are. Here are three examples of heuristics: 

(a) Representativeness: when asked how likely it is that A belongs to category B people answer by answering a different question: how similar is A to their image or stereotype of B? For example, suppose you’re told that Steve is shy and withdrawn, invariably helpful but with little interest in people or the world of reality. A meek and tidy soul, he has a need for order and structure and a passion for detail. Do you believe Steve is more likely to be a librarian or a farmer? If you say librarian that’s because Steve’s personality is that of a stereotypical librarian. Yet there are 20 male farmers for every male librarian so your judgement that Steve is more likely to be a librarian is insensitive to highly relevant statistical considerations.
(b) Availability: human assess the probability of an event by the ease with which instances can be brought to mind. Asked to judge the rate of divorce among professors in your university you judge by the ease with which instances of divorced professors come to mind. Again, you are ignoring relevant statistical considerations.
(c) Anchoring: people make estimates of various kinds by starting from an initial value that is adjusted to yield the final answer. For example, a panel of German experienced judges read a description of a woman who had been caught shoplifting, and then rolled a pair of dice that were loaded so that every roll resulted in either a 3 or a 9. As soon as the dice came to a stop the judges were asked to specify the exact prison sentence they would apply in this case: ‘on average, those who had rolled a 9 said they would sentence her to 8 months; those who had rolled a 3 said they would sentence her to 5 months’ (2011: 126).
The essence of heuristics is substitution: ‘when faced with a difficult question, we often answer an easier one instead, usually without noticing the substitution’ (Kahneman 2011: 12). For example, the target question might be: is Steve more likely to be librarian or a farmer? The heuristic question you end up answering instead is: how similar is Steve to the stereotype of a librarian? If the target question is ‘How happy are you with your life right now?’ the corresponding heuristic question might be: ‘What is my mood right now?’. Homo philosophicus would answer the target question but this might be completely impractical for homo sapiens. If you are human, you may have a poor understanding of logic and statistics, and may not be equipped to give a reasoned answer to the target question even if you have the time. However, humans ‘aren’t limited to perfectly reasoned answers to questions’ (2011: 98). They have ‘a heuristic alternative to careful reasoning, which sometimes works fairly well and sometimes leads to serious errors’ (2011: 98). Where there isn’t a lot at stake, and time is short, it’s not irresponsible or irrational to reason heuristically.
In describing System 1 as a ‘machine for jumping to conclusions’, Kahneman also by implication attributes to humans a ‘bias to believe’. This is a further aspect of the Disparity. Suppose that homo philosophicus has never previously considered the question whether P; when he considers this question he looks at the evidence, and doesn’t believe that P unless he finds evidence or grounds that are sufficient to justify the belief that P. The search for evidence comes first, and the belief that P only comes into being if the search is successful. In contrast, jumping to the conclusion that P means believing that P in advance of finding good reasons; jumping to conclusions ‘is efficient if the conclusions are likely to be correct and the costs of an occasional mistake acceptable’ (2011: 79). But it’s not just a matter of efficiency since it is also plausible that understanding a statement must begin with the attempt to believe it. The initial attempt to believe is an automatic operation of System 1; in contrast, doubt or disbelief require mental effort, and are therefore the domain of System 2.

It’s sometimes claimed that the bias to believe helps explain why, as Michael Shermer puts it, ‘people believe weird things’. For example, a 2009 poll of 2,303 Americans revealed that 32% believed in the existence of UFOs, 42% in ghosts, and 72% in the existence of angels. In contrast, only 45% endorsed Darwin’s theory of evolution. In 2008, a global poll of over 10, 000 people found that fewer than half believed that al Qaeda was responsible for the 9/11 attacks, with a significant number attributing the collapse of the World Trade Centre towers to a controlled demolition by the US government rather than aircraft impacts. Shermer suggests that we can understand how people can believe such things if we suppose that ‘beliefs come first; reasons for belief follow’ (Shermer 2012: 157). This can’t be right since it doesn’t explain why the bias to believe kicks in when people are considering conspiracy theories about 9/11, UFO landings in Roswell, and the assassination of JFK but not when presented with official denials of such theories. The problem is not that people aren’t capable of being sceptical, but that they are often sceptical about the wrong things. 
This suggests that if we want to explain why people believe weird things we will have to appeal to more than the bias to believe. For example, we will need to explain the peculiar appeal of conspiracy theories, and the role of other non-rational factors in belief-formation, including such things as wishful thinking. The important point, however is this: whatever the complete story about the origins of ‘weird’ beliefs there seems little doubt that human belief-formation is influenced by non-rational factors, including a bias to believe. The role of non-rational factors in human belief-formation is another powerful illustration of the Disparity. The seductive image of the careful, thorough, and sceptically minded homo philosophicus is far removed from what many ordinary humans are like. Perhaps we ought to be more like homo philosophicus but that’s a different matter. As far as the Disparity is concerned, the issue is not how we ought to be but how we are. 
Turning, next, to the extent to which our beliefs and other attitudes are able to survive evidential discrediting, this is the phenomenon of ‘belief-perseverance’ which I mentioned in the last chapter. Here is an example from Harman: Karen has taken an aptitude test and has just been told her results show she has a considerable aptitude for science and music but little aptitude for history and philosophy. She concludes that her reported scores accurately reflect her actual aptitudes even though they don’t correlate perfectly with her previous grades. Days later she is told that she had been given someone else’s scores and that her own scores were lost. You might think that Karen ought now to give up her new beliefs about her aptitudes but Harman points out that ‘Karen would almost certainly keep her new beliefs’ (1986: 35); she would continue to believe that she has a considerable aptitude for science and music but little aptitude for history and philosophy even though the basis for this belief has been undermined by the revelation that she was given the wrong scores. It might seem obvious what Karen should do, but what she would do in the circumstances Harman describes is a completely different matter. What she would do is different from what homo philosophicus would do.
This example, which I will refer to as KAREN is fictional, but what Harman’s verdict about what Karen would believe post-undermining accords with extensive empirical research on belief-perseverance reported by Nisbett and Ross. In their words ‘people tend to persevere in their beliefs well beyond the point at which logical and evidential considerations can sustain them’ (1980: 192). How, then, is belief-perseverance possible? How can Karen fail to see that her new beliefs have been undermined, and fail to revise them accordingly? One explanation appeals to the existence of a confirmation bias among humans, their tendency to ‘seek out, recall, and interpret evidence in a manner that sustains beliefs’ (Nisbett and Ross 1980: 192). Another explanation trades on the importance of what Harman calls ‘clutter avoidance’. Subjects like Karen hold on to their new beliefs in face of evidential discrediting because they fail to recognize that their beliefs have been discredited:

[P]eople simply do not keep track of the justification relations among their beliefs. They continue to believe things after the evidence for them has been discredited because they do not realize what they are doing. They do not understand that the discredited evidence was the sole reason why they believe as they do. They do not see that they would not have been justified in forming those beliefs in the absence of the now discredited evidence (Harman 1986: 38).

Failing to keep track of justification relations among one’s beliefs, or the sources of grounds of one’s beliefs, might appear to be a form of epistemic malpractice but it serves the purpose of reducing clutter in one’s beliefs; it’s important not to clutter one’s mind with unimportant matters, and ‘this means that one should try not to keep track of the local justifications of one’s belief’ (1986: 42). The forgetting or failing to keep track of one’s justifications which makes belief-perseverance possible serves a very useful purpose in the cognitive economy of homo sapiens, and brings to light the possibility that belief-perseverance ‘serves goals that may be more fundamental and important than holding correct views of particular issues’ (Nisbett and Ross 1980: 192). If we suppose that belief-perseverance is not an issue for homo philosophicus that can only be because clutter avoidance isn’t an issue for him, and that can only be so if there is no limit to what he can remember and put into long-term storage.

Before moving on, it’s worth noting two key features of Harman’s plausible account of belief-perseverance. The first is the importance of self-ignorance; Karen goes on believing that she has an aptitude for science and music but not history or philosophy because she does not realize that her belief has been discredited, and she doesn’t realize that it has been discredited because she doesn’t realize that the discredited evidence was the sole evidence for her belief. In other words, she lacks a proper grasp of why she believes that she has an aptitude for science and music but not history or philosophy. Not knowing why she believes this is a form of self-ignorance and helps to account for the perseverance of her belief. Self-ignorance is another aspect of the Disparity, and it’s important to see how different aspects of the Disparity are interrelated. 

The second point to notice about Harman’s account is that it points to a fundamental distinction between the phenomenon of belief-perseverance and what I have referred to as the phenomenon of recalcitrance. Whereas in belief-perseverance you simply don’t realize your attitude has been undermined, in recalcitrance you know you have no good reason to have the particular attitude which you know you have. This makes attitude recalcitrance a far more puzzling phenomenon than belief-perseverance. Indeed, recalcitrance is so puzzling that one might wonder whether it is a genuine possibility, even for humans. If it is, then it certainly distinguishes us from homo philosophicus, so the next questions are: is attitude recalcitrance a genuine phenomenon and, if so, how is such a thing possible?

The most compelling examples of recalcitrance involve attitudes other than belief. In the last chapter I gave the example of fear of spiders. In this example, you continue to fear the spider in your bathtub even though you know you have no reason or grounds for fearing it. It isn’t that you have failed to keep track of your reasons for fearing the spider but that your fear is impervious to all reasons or reasoning. This form of recalcitrance is easy to understand but limited in scope: your never reasoned yourself into a fear of spiders so it’s hardly surprising that your fear is impervious to reasons or reasoning. You didn’t come to fear spiders because you genuinely thought they were dangerous, so the thought that they are harmless makes no difference to your fear. Your attitude in this case is judgement-insensitive, in the sense that it is unresponsive to your judgement about whether you are warranted in having it. We should not be in the least surprised that judgement-insensitive attitudes can be recalcitrant because this possibility is built into the very idea of judgement-insensitivity.   
It’s harder to understand how beliefs can be recalcitrant because it’s natural to think of belief as judgement-sensitive. Consider the following variation on KAREN: suppose that P is the proposition that she has an aptitude for science and music, but not for history or philosophy. She knows that her reported test result was her sole reason for believing that P, and that she was given someone else’s results. She judges that she is no longer warranted in believing P but she still believes that P. How can that be? Here is one explanation: imagine that it takes a long time for it to emerge that she had been given the wrong result. Meanwhile, she plans her life on the basis of her belief that P. When the question arises whether P she is disposed to think that P. The thought that P produces in her a feeling of conviction, and she is disposed to use this thought as a premise in reasoning and deciding what to do. Suddenly, she receives the news about the foul up in the distribution of the test scores. It’s not that she does not “get” the significance of this news, but it doesn’t have an immediate impact on her beliefs about her aptitudes. These beliefs have becomes established habits of thought and, to quote Harman again, ‘once a belief has become established, considerable effort might be needed to get rid of it, even if the believer should come to see that he or she ought to get rid of it, just as it is hard to get rid of a bad habit’ (1986: 37).
So we now have the following explanation of recalcitrance: beliefs are something like habits or dispositions to think in certain ways and such habits or dispositions can become so deeply embedded that they become unresponsive to one’s judgements. You can judge, and indeed know, that you aren’t warranted in believing that P and yet continue to believe that P because your judgement doesn’t have the effect that it should have on what you believe; you fail to take your judgement to heart. The more long-standing and deeply embedded your belief that P the harder you may find to shake it off when confronted by evidence which you realize undermines it. The problem is not that you don’t recognize undermining evidence when you see it but that thinking that you should not believe that P has a limited impact on whether you do believe that P. 

This account of recalcitrance raises difficult questions which I will come back to in later chapters. For example, it might be thought that if Karen genuinely judges that she ought not to believe that P then it follows that she doesn’t believe that P. By the same token, if she judges that she ought to believe that P then she judges that P, and if she judges that P then it follows that she takes P to be true and so believes that P. So how can what she believes be unresponsive to what she judges? One response to this would be to argue that judging isn’t the same as believing, and that the sense in which you take P to be true when you judge that P doesn’t entail that you believe that P. It doesn’t entail that you believe that P because it doesn’t entail that you form the habit of thinking and acting as if P. Another response would be to argue that what happens in recalcitrance cases isn’t that you judge that P but somehow don’t believe that P. What happens is rather that you judge, and so believe, that you ought rationally to believe that P without actually believing (or judging) that P. There is a mismatch between what you believe and what you judge, but the judgement to which your belief fails to conform is specifically a judgement about what you ought rationally to believe. I will have a lot more to say about all this in chapter 9. 
Before moving on to the last of the five aspects of the Disparity I want to discuss here, it would be worth saying something about the bearing of the discussion so far on the issue of whether our attitudes are as they ought rationally to be. Remember that I stipulated in the last chapter that homo philosophicus believes what he ought rationally to believe, wants what he ought rationally to want, fears what he ought rationally to fear, and so on. I conceded that it is hard to say in general terms when you ought rationally to have a given attitude, but it can still be clear in practice when someone’s attitude is not as it ought rationally to be. Are the various Disparities I have so far described clear-cut examples of our attitudes not being as they ought rationally to be?
Recalcitrant attitudes are not as they ought rationally to be. In the case in which Karen judges that she ought not to believe that P but can’t get rid of this belief, her belief is not as it ought rationally to be even by her own lights. Indeed, this conflict between what she believes and what she judges she is warranted in believing is a form of irrationality in a strict sense of that term. As T. M. Scanlon puts it, irrationality in the clearest sense ‘occurs when a person’s attitudes fail to conform to his or her own judgements’ (1998: 25). This is the sense in which Karen’s belief is irrational. In contrast, mere belief-perseverance isn’t irrational per se; in the original version of KAREN she doesn’t believe what she thinks she shouldn’t believe. By her own lights, there is no question of her failing to believe what she ought to believe. We might think that she should no longer believe that P post-evidential discrediting, but this ‘should’ is relative to what we know about her grounds for believing that P, not relative to what Karen knows. The most that can be said is that Karen is open to rational criticism but being open to rational criticism is not the same as being irrational. 

BAT AND BALL is another case in which a person’s belief isn’t strictly irrational but is nevertheless not as it ought rationally to be. The test subjects who came up with the answer ’10 cents’ should have done better. A less straightforward case is one in which the subject’s reasoning is, in a sense, impeccable but where they are still open to rational criticism. Some ‘bias to believe’ cases are of this kind. Consider the example of a conspiracy theorist who I will call Oliver:
Oliver has an unhealthy obsession with 9/11. He spends much of his spare time reading about what he calls the 9/11 conspiracy and he regards himself as something of an expert in the field of 9/11 studies. He thinks that the 9/11 attacks were not carried out by al Qaeda and that the collapse of the World Trade Center towers on 11 September 2001 was caused by explosives planted in the buildings in advance by government agents rather than by aircraft impacts and the resulting fires. As far as Oliver is concerned, the collapse of the twin towers was the result of a controlled demolition. 

Suppose that P is the proposition that the collapse of the twin towers on 9/11 was caused by explosives installed in the building in advance rather than by aircraft impact. In believing that P does Oliver believe something that he ought rationally not to believe? The answer depends in part on the basis on which Oliver believes P. Suppose he believes P because he believes that aircraft impact couldn’t have caused the towers to collapse and that eye witnesses on the day heard explosions just prior to each tower going down. Call this conjunctive proposition Q. Oliver thinks there is good evidence for Q and he believes P on the basis that Q supports P. Now consider this principle from Sebastian Rödl:

If P follows from Q, then someone who believes Q rationally ought to believe P (2007: 88).

In OLIVER P doesn’t follow logically from Q but Q supports P. In reasoning from Q to P, and coming to believe P on that basis, Oliver can’t be accused of bad reasoning but there is a clear sense in which, in believing that P, Oliver believes something he ought not to believe.

One of the things that is going on in cases like OLIVER is that the subject’s belief has what might be called an undermining non-epistemic explanation. Oliver believes propositions such as P and Q, and ignores or dismisses evidence to the contrary, because he is biased to believe conspiracy theories and is perhaps generally gullible. It all starts to make sense if we discover that Oliver believes many other conspiracy theories and has been the victim of low-grade internet scams. To explain Oliver’s belief that P not by reference to rational linkages among his beliefs but by reference to his gullibility or a bias to believe conspiracy theories is to call that belief into question. The implication is that Oliver is wrong to believe that P, and not just because P is false.

What examples like OLIVER bring out is the complexity of the notion of ‘believing what you ought rationally to believe’. I will come back to this point in later chapters. Another interesting feature of OLIVER is this: we can explain Oliver’s belief that P by reference to his believing Q, or by reference to non-epistemic factors such as bias or gullibility. It’s hard not to think that such non-epistemic explanations of Oliver belief that P are somehow deeper, but they are also explanations which Oliver himself can’t know or accept. One person who can’t think ‘Oliver believes that P because he is gullible’ is Oliver. This brings us to the last aspect of the Disparity, self-ignorance. In particular, it points to the need to distinguish two kinds of self-ignorance in relation to one’s attitudes corresponding to two kinds of self-knowledge. In the one hand, there is knowing, or failing, to know what you believe, want, etc. The issue here is knowing what. On the other hand, there is knowing or failing to know why your attitude is as it is. The issue here is not knowing what but knowing why. Oliver knows that he believes that P but there is an important sense in which he does not know why he believes that P. He thinks he knows why he believes that P but his own conception of why he has this belief fails to get to the heart of the matter. 
Not knowing why is a pervasive form of self-ignorance among humans. What about not knowing what in relation to our own propositional attitudes? There is the straightforward case of not knowing whether you believe that P simply because you haven’t made up your mind about P. What about the possibility of believing that P but not realizing that you believe that P? If you are homo philosophicus then there is no such possibility, any more than there is a possibility of your belief that you believe that P being mistaken. However, it’s not obvious that these possibilities are ruled out for homo sapiens. We may have attitudes we find it hard or embarrassing to acknowledge, and attributions of attitudes to ourselves aren’t immune to error. These claims are controversial, and I’ll have more to say about them in part IV, when I get around to talking about self-ignorance in more detail.

It’s much less controversial that we may lack what I referred to in the last chapter as ‘substantial’ self-knowledge. There is no guarantee that you are a good judge of your abilities or character or emotions, and neither error nor ignorance is ruled out in such matters. Indeed, it might seem that the possibility of error and ignorance is part of what makes substantial self-knowledge substantial, in which case there is a question about the distinction between substantial and trivial self-knowledge. For if you can be wrong about what you believe then shouldn’t we refrain from describing knowledge of your own beliefs as ‘trivial’? In that case, what does the distinction between trivial and substantial self-knowledge come to? These are questions for the next chapter. 
As far as the present chapter is concerned, here is a summary of where we have got to: when we reflect on the way we think, form attitudes, and respond to evidence that discredits our attitudes it seems fairly clear that there is a Disparity between homo sapiens and homo philosophicus, and that the Disparity is extensive. The things we do that differentiate us from homo philosophicus are not all forms of epistemic malpractice, though several of them are. The disparities I have identified in this chapter are respects in which we are human – all too human, as Nietzsche might have said. I’ve suggested that the gap between homo sapiens and homo philosophicus is a potential problem for Rationalism about self-knowledge so it’s no surprise that Rationalists play down the Disparity. They might claim that I have exaggerated the Disparity and that humans just can’t be all that different from homo philosophicus. I will assess this damage limitation exercise on behalf of Rationalism in part II but our interim conclusion must be that Rationalism has a case to answer.               
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