Causation First: Why Causation is Prior to Counterfactuals

Dorothy Edgington

In the first part of this essay I give reasons for thinking that causation is a very basic concept, so basic that the hope is dim of giving an informative account of the reductive sort,  ‘c causes e iff ……’. The second part has some criticisms of the attempt to give such an account in terms of counterfactuals. The third part argues that, conversely, to the extent that there is one standard, default way of understanding counterfactuals, we need to appeal to causal notions in saying what it is. In the final part I argue that even if there is one standard, default way of assessing counterfactuals, perfectly proper uses of the counterfactual conditional are not always of that kind, and, in context, a much wider class of counterfactual judgements are permissible. So counterfactuals are, as it were, too promiscuous a kind of judgement to yield an account of causation.
1.1 In the early part of the twentieth century causation was conspicuously absent from the philosophers’ tool-kit. Implicitly or explicitly, it was considered to be too problematic a concept for use in the elucidation of other phenomena. For instance, it did not occur to Nelson Goodman (1946) that an appeal to causal notions might help with his attempt to decide which facts are cotenable with a counterfactual supposition. And C. G. Hempel was dismissive of the idea that causation itself (when not reduced to a statement of law) had any useful role in a theory of explanation: an attempt to explain by citing a cause would be ‘like a note saying there is hidden treasure somewhere’ (1965, p. 349), but not saying where. This distrust of the notion of causation derives from the work of David Hume (1739, Book I, Part 3; 1748, sections 4-7) and I will discuss this shortly.

In the 1960s, things changed. There was H. P. Grice’s causal theory of perception (1961): what it is to see a vase requires there to be appropriate causal relations between the perceiver and the vase.  Donald Davidson argued that reasons for action were causes of the action (1963). Alvin Goldman developed a causal theory of (empirical) knowledge (1967). In Saul Kripke’s theory of reference (1980), using a name correctly requires causal chains connecting the use to the bearer of the name. And David Lewis gave a causal theory of explanation (1986b): to explain an event is to give information about its casual history. I have mentioned some of the main innovators, but the change in perspective was widespread. By and large, the change was not a consequence of any great advance in the theory of causation. Rather causation came to be seen as a basic concept in terms of which other phenomena could be elucidated.

The exception to this generalisation is Lewis, who did give an analysis of causation in terms of counterfactual conditionals, and had a theory of the truth conditions of counterfactual conditionals to boot, so he could, with good analytic conscience, use causation to explain other things. 

I don’t think Lewis’s approach succeeds, as I shall argue below. And I believe the correct perspective takes causation as one of our basic concepts, certainly more basic than counterfactual conditionals. First I shall make some remarks about Hume.

1.2 Hume made causality appear to be a very problematic concept because, he argued, it was epistemologically highly problematic: not discoverable by reason; and not ‘present to the senses’. Hume’s first negative claim is no doubt correct—we do not discover what causes what just by mathematical or logical reasoning, we do so by experience. Nevertheless, there are significant difficulties with the details of his claim. Causation is a relation between things in the world, as Hume seems to allow. It is propositions, or relations between them, that are discovered by reason. The epistemic status of a proposition asserting a casual relation between entities depends on how the entities are described. As Davidson (1967) pointed out, if we refer to an entity, c, as the cause of e, ‘the cause of e caused e’ is (pretty much) knowable a priori.


At first sight, this looks like a trick. We need to distinguish intrinsic descriptions of events as they are in themselves, from extrinsic, relational descriptions, and restrict Hume’s thesis to the former. But once one notices that almost all our descriptive vocabulary has causal implications, it is hard to see how to do this, and Davidson’s point is a relatively trivial manifestation of a widespread, deep phenomenon.


The things which cause and are caused are, typically, changes in the properties of an object—an object’s turning blue, or becoming harder, or increasing in weight. To be blue is to be such that to cause (under certain conditions) certain visual sensations; a thing is hard to the extent that it cannot easily be made to change its shape, soft to the extent that its parts are easily displaced; to increase in weight is to be more resistant to efforts to make it move; and so on. Secondary qualities like blue are dispositions to affect us in certain ways. Primary qualities, like hardness and weight, are such that to understand them one must (in the words of Gareth Evans) ‘master a set of interconnected principles which make up an elementary theory—of primitive mechanics—into which the properties fit, and which alone give them their sense … One must learn how bodies compete for occupancy of positions of space, of the resistance one body may afford to another, and so on’ (Evans 1985, p. 269). 


A. J Ayer, in Probability and Evidence, valiantly trying to defend Hume, is acutely aware of the difficulty of conceiving and describing a ‘bedrock of fact’ purged of all casual implications. Our ordinary means of describing the world, he allows, is ‘overcharged with reference to casual properties’ (1972, pp. 115; see also pp. 6-10). To get to the ‘purely factual level’ we need to subtract from our description of things any logical implications about their powers. 


But it is not at all clear that this can be done. A property may just be its potential for contributing to the causal powers of the things that have it; so that if we abstract away from the causal consequences of a thing, there is nothing left. The levels at which we describe the world, if this is the case, are casual all the way down.

And if this is right, there is no lower level of fact to which causality can be reduced.


Even if we do not go this extreme, the fact remains that our ordinary ways of describing the world, the kinds of things it contains and the properties they have, is shot through with casual implications. We do learn about causality by experience, but virtually all we learn about the world involves causality.


Hume raised two epistemological difficulties about causation, the first, there being no logical relations between cause and effect, meaning you cannot deduce causes from effects. The above considerations are relevant to this. Logical relations do not relate objects, but descriptions of objects, and virtually all our descriptions of objects have causal implications. His second difficulty was that one doesn’t perceive causality. Again, if the above points are correct—if the way we describe the world is causal through and through—a strong case can be made for the perception of a good deal of causality too. As Elizabeth Anscombe says, ‘As surely as we learned to call people by name and to report from seeing it that the cat is on the table, we also learned to report from seeing it that someone drunk up the milk, or that the dog made a funny noise, or that things were cut or broken by the things that cut and broke them … [Hume] confidently challenged us to “produce an instance wherein the efficacy is plainly discoverable by the mind, and its operations obvious to our consciousness or sensation”. Nothing easier: is cutting, is drinking, is purring not efficacy?’ (Anscombe 1971, p. 69).
 We could add, do we not feel the force of the wind or the impact of a collision? Are we not aware of bringing about changes as we rearrange the furniture or cover a piece of paper with the marks of a pen? 


Of course we can be mistaken, or deluded, in these observations. But this is true of all perception. Indeed, focussing on mistakes strengthens the case that causality is integral to the character of perceptual experience. Consider this distinction: a visual illusion often persists even when we know it is illusory; the Müller-Lyer lines still look as if they are of different length even when we have measured them and discovered them to be equal. On the other hand, if I make an inference from what I observe, and then discover I was wrong, I simply discard the belief. I came to the conclusion that you were away, having tried to phone you many times, but then discover that your phone was out of order, though it rings normally. The belief that you were away is discarded; no illusion persists.


Now, taking an example from Christopher Peacocke (1985, p. 156), suppose I’m watching a fork-lift truck raising a metal box. As it seems—I am then told that the box is actually being pulled up by a magnet, the truck is exerting no force (it is merely a back-up device). The illusion still persists: it look just as if the truck is lifting the box. Another example: a game on a computer screen, on which ‘little men’ move about and fire shots which, if they hit, eliminate other little men. Actually, we know, what we are watching is the common effect of a lot of electronic circuitry: no causality runs from one ‘man’ to the other. But the illusion persists: it looks just as if the causality does so run.


Maybe a world which is not causally structured is, in some thin sense, possible, but I do not think there could be knowledge or experience of a world which is not causally structured; for knowledge of the world requires that it impinges on our senses: it leaves its imprint on us. (Even a philosopher such as Leibniz, who denies this, and has in its place ‘pre-established harmony’, does not deny that there is causality involved, for he has it that God so arranges—so causes—our experience faithfully to reflect the world. It is also significant that even our famous sceptical hypotheses, involving evil demons or brains in vats, still involve causation of our sensations, in non-standard ways. So it seems harder to think away causation from the world than almost anything else.) To the extent that knowledge is a practical ability that manifests itself in action, that is the other side of the causal coin—ourselves impinging on the world. So, it seems to me, causality is a fundamental feature of a knowable world.

2. The counterfactual theory of causation was propounded by Lewis (1973): where c and e are two distinct events, e depends causally on c iff, if c had not occurred, e would not have occurred. c causes e iff there is a chain of causally dependent events from c to e.

At the time of writing Lewis had not given us a theory of events. He filled that lacuna when his paper ‘Causation’ was reprinted in his Philosophical Papers II (1986), with an essay, ‘Events’ (1986c) which made clear that, at least for the purpose of studying causation, ‘events’ were to be interpreted widely, to include persisting states. Also, it should be noted that the relation he tries to define could be called the ‘is a factor in the causal ancestry of’ relation. He leaves to pragmatics the question of when it is appropriate to select one from a set of casually relevant conditions as “the” cause. Thus, his target is what James Woodward (this volume) calls the ‘broad’ notion of causation. ‘It would be strange, though not I think false, to say in any ordinary context that the availability of petrol was a cause of the crash’, Lewis says (1986 p. 216).
 
Lewis begins by discussing some well-known difficulties for regularity theories of causation. The first difficulty for a regularity theory is distinguishing law-like from accidental generalisations. Lewis has his own account of this distinction, so let us grant it for the sake of argument. The version of a regularity theory he discusses is this: c causes e iff c’s occurrence is sufficient, given the laws and other circumstances, for e’s occurrence, i.e. there are laws and other truths about the situation from which, together with the proposition that c occurs, we can deduce that e occurs. The remaining difficulties he sees are

(a) the problem of effects, that is, of distinguishing causes from effects. If flipping the switch is sufficient, given the laws and circumstances, for the light’s going on, so the light’s going on may be sufficient, given the laws and the circumstances, for the flipping of the switch. The theory wrongly pronounces that e caused c.

(b) epiphenomena: the spots may be sufficient, given the laws and the circumstances, for the subsequent fever; the theory wrongly pronounces the spots the cause of the fever (whereas they are both effects of a common cause).

(c) pre-emption: the movement of the truck is sufficient, given the laws and the circumstances, for the movement of the box; but, contrary to the theory, it is the magnet which is causing the box to move.

The first problem, of distinguishing causes from effects, could be solved by adding to the analysis that causes are earlier than their effects. But Lewis rightly rejects such a solution: it rules out, a priori, by fiat, serious hypotheses about simultaneous or backward causation and possible causal loops. If such things are impossible, they are not trivially impossible. It would preclude a non-trivial explanation of the direction of time as the predominant direction of causation. And it leaves untouched the problem of epiphenomena: the spots are earlier than the fever, and may be sufficient, given the laws and circumstances, for the fever, but they do not cause the fever, they are effects of a common cause. Another way of putting the objection to simply defining causation as uni-directional is this: the interesting question then becomes why there can’t be, if there can’t, something which we might call ‘quasation’—just like causation except for the uni-directionality.

All three problems are, on the face of it, just as serious for the counterfactual theory. Consider the problem of effects. If the switch had not been flipped, the light would not have gone, and, if the light had not gone on, the switch would not have been flipped. If the pressure had not been p, the barometer would not have read r (so, the pressure being p caused the barometer to read r). What about the reverse? This is what Lewis says about this example:

If the reading had been higher, would the pressure have been higher? Or would the barometer have been malfunctioning? The second sounds better: a higher reading would have been an incorrect reading. … When [we suppose a higher reading], it is less of a departure from actuality to hold the pressure fixed and sacrifice the accuracy of the barometer, rather than vice versa. It is not hard to see why. The barometer, being more localized and more delicate than the weather, is more vulnerable to slight departures from actuality. (1986, p. 169)
There are three problems with what Lewis says here. First, even if Lewis is right about this example, there is no reason why this feature should generalize. Suppose I am recording by means of the sturdiest equipment in the world, the exceedingly volatile behaviour of the molecules in a gas, which are extremely ‘vulnerable to small departures from actuality’. If the recording had been different, would the movements have been different? Or would the equipment be malfunctioning? The movements of the particles could very easily have been different, whereas it would take a near miracle to make this equipment malfunction. We get the wrong result.


Second, Lewis is probably wrong about the facts of his example. As Charles Travis commented to me, nothing is more delicate, more vulnerable to slight changes in actuality, than the weather! (There is the well-known ‘Butterfly Effect’, according to which a butterfly flapping its wings today in Peking can cause storm systems next month in New York. See Gleick (1987, p. 8). Whereas barometers can be made as sturdy as you please. 


Third, and most seriously, Lewis avoids one troublesome counterfactual only by embracing another. The ‘events’ (in Lewis’s broad sense of the term) of the functioning of the barometer, or the non-functioning of the barometer, are the sort of thing that can cause and be caused. Lewis tells us that if the reading had not been r, the barometer would not have been functioning properly. But the reading’s being r did not cause the barometer to be functioning properly! Quite the reverse!


If we can’t solve the problem of effects, we can’t solve the problem of epiphenomena, for there may be a causal chain back to the common cause and forward to the other effect. In any case, counterfactuals sometimes have that pattern. This example I owe to Arif Ahmed: we all ate the same pie for dinner. Fred got ill and died. The question is whether the cause of death was food-poisoning from the pie. No it, is argued: suppose the pie was poisonous. Then if Fred had got ill, we would have got ill too (or at least that is quite likely), and we didn’t. We test a drug on rats and conclude that it is safe for humans, because, if it were unsafe for humans, it would be unsafe for rats. The counterfactuals are quite in order, yet they have the same structure as arguing from spots to fever, or from barometer to rain.


And of course, there is the problem for the counterfactual theory of the back-up cause waiting in the wings, which would have produced the result had the actual cause failed, the problem of pre-emption. Jane will shoot Mary if and only if John misses, and Jane has perfect aim. However, John doesn’t miss. Mary’s death does not counterfactually depend on John’s shot.


There have of course been many further developments in counterfactual theories of causation since Lewis’s pioneering article, but I will leave them aside. It seems to me that the difficulties are symptoms of trying to explain a fundamental feature of the word and our conception of it, in terms of a less fundamental feature. Suppose I was right to say, following Anscombe, that we perceive a lot of causation. However firm our counterfactual beliefs, we do no perceive facts about what would have happened if such-and-such had not happened.


3. Consider a class of ‘standard’ counterfactuals, whose antecedents and consequents are about particular states of affairs holding at particular times, such that the consequent concerns a later time than the antecedent, like ‘If you had struck the match it would have lit’—the sort which are most promising for a counterfactual account of causation. How do we assess them? The problem of counterfactuals has always been: what do you hold constant and what do you give up when you make a counterfactual supposition? Suppose the Lewisian picture is approximately right: we consider those A-worlds (worlds in which the antecedent, A, is true) which are exactly like the actual world until shortly before the antecedent time, and (if the antecedent is actually false) diverge from the actual world at an inconspicuous fork, and obey the laws of the actual world thereafter; and we ask whether the consequent would be true in such worlds. Once we have diverged from the actual world, it is of ‘little or no importance’ he says (Lewis 1979, p. 48) whether the relevant worlds are approximately similar to the actual world in matters of particular fact.


He needed to say this to avoid what he called the ‘future similarity’ objection—that his account gives wrong results for any counterfactual of the form: ‘if such-and-such had happened, things would have been staggeringly different’; Kit Fine (1975) gave the example, which Lewis discusses, ‘If Nixon had pressed the button in 1974, there would have been a nuclear holocaust’. For it is hard to see how, by ordinary standards of similarity, these worlds in which things are staggeringly different will come out the most similar to actuality. 


But, pace Lewis, we sometimes do and sometimes don’t keep future particular facts constant in assessing counterfactuals, and whether we do depends on whether they are causally independent of the antecedent. I decline to bet on the toss of a coin. It is tossed anyway. It lands heads. If it had bet on heads I would have won. This is so provided that the toss and my betting are causally independent of each other: say the toss takes place in one room, I write Heads or Tails or No Bet on a piece of paper in another room and there is no causal interaction between these events. If on the other hand, my betting might have caused you to toss the coin a little later, or a little differently, the counterfactual doesn’t hold.


Here is an example of this form I have used elsewhere (Edgington 2004): the car breaks down on my way to the airport. I miss the plane. Later I discover it crashed: if I had caught the plane I would be dead. Suppose that a chance event, not predictable in advance, brought down the plane. At the time of take-off, the plane was not relevantly different, with respect to safety, from any normal plane: there was a small but non-zero chance that some such accident would occur—due to freak weather conditions, or freak electrical or mechanical faults (or combinations thereof), or a freak heart attack or heart attacks on the part of those in control. Suppose also that my absence from the plane had no effect on the causal history of the crash: it’s not the case that, e.g., some subtle feature of the distribution of weight contributed to the crash, which might have been different, had I been aboard. In those circumstances, the remark seems correct: we keep constant later features of the actual world, provided that they are causally independent of the antecedent.


Causal independence is a stronger requirement than statistical independence. As a fantasy, imagine that the crash has this genesis: the devil spins a spinner, which has a one-in-a-million chance of landing in the space designated ‘crash’. It does land there. There is a crash. If I had caught the plane I would be dead. Now suppose the devil has two identical spinners, and some rule for deciding which to use which has the consequence that he will spin one if I am on the plane, the other if I am not. Although the chances are initially just the same, in this case, if I had caught the plane, very probably it would not have crashed.


There is a different sort of example, which tempts Lewis to say that future similarity counts for nothing, due to Pavel Tichy (1976). When Fred goes out and it’s raining, he always takes his hat. When he goes out and it’s not raining, it’s a random 50-50 whether he takes his hat. On this occasion, it’s raining and he takes his hat. Consider ‘If it had not been raining, he would (still) have taken his hat’. A fine-weather world in which he does so resembles the actual world more than a fine-weather world in which he does not. But this, Lewis rightly wants to say, counts for nothing. The counterfactual is not clearly true.


Many examples go the other way. If I had bought these shares, I would be rich. If I had left five minutes earlier, I would have avoided the accident. If I had got up five minutes earlier, the result of the Australian general election would have been just the same.


I pick a coin from a bowl of coins, toss it, and it lands heads. It would be wrong to claim that if I had picked a different coin, it too would have landed heads. But it would be absurd to deny that if Frank in Australia had scratched his nose a minute or two earlier, the coin I picked, which actually landed heads, would still have landed heads. I do not see how we can distinguish these examples without appealing to the notion of causal independence.


Here is another such pair. There is guerrilla warfare in an imaginary country. The guerrilla leader is hiding in a certain village. Government troops have a range of missiles aimed at the village. These devices are indeterministic, and each has a chance of, say 90% of firing when activated. News having just arrived of the need to deploy troops elsewhere, only one missile is to be set off. The General chooses a missile. It fizzles out. No harm is done.


‘We were lucky’, says a potential victim later. ‘Had the General chosen a different missile, we might well be dead’. His companion, versed in Lewis’s earlier work on counterfactuals, demurs. ‘We were lucky it didn’t go off’ he says, ‘but your relief is misplaced. In the world most like the actual world in which he chose a different missile, it fizzled out too, right? That is to say, if he had chosen a different missile, it too would have fizzled out’. The silliness of this suggests that Lewis should say ‘future similarity counts for nothing’, as with Tichy’s hat.


Version two of the story: two inhabitants of the village are delayed on their way home because they notice a sheep caught in a cactus, and it takes them a while to free it. The scenario is as before, but let me lower the chance each missile has of firing, to 25%. This time, the missile does fire. They hear it in the distance. When they get back they meet havoc and destruction. ‘If we hadn’t noticed the sheep, we would probably be dead now’, says one. His companion, versed in Lewis’s later work and the reasons for saying ‘future similarity counts for nothing’, demurs: ‘Consider the possible world which deviated from the actual one at the point where we noticed the sheep: the missile (or its counterpart) in that world had only a 25% chance of firing. So if we hadn’t noticed the sheep, it’s 75% likely that the disaster would not have happened. What a pity we noticed the sheep! If we hadn’t, probably all would be well.


I don’t see how Lewis can handle these examples without appealing to the notion of causal independence. Whether Fred wears his hat is not causally independent of the weather. Picking another coin or missile begins another causal process. But the outcome for this coin or missile that was picked is causally independent of someone scratching their nose in Australia, or the antics of the sheep. As Lewis wants to explain casual dependence and independence in terms of counterfactuals, this is a problem for him.

4. Perhaps the most common and most important class of counterfactuals are those that track a causal relation between events. But this is not the only kind of counterfactual judgement we make. Not all indicative conditional judgements track causation, and pretty well any acceptable indicative conditional can ‘go counterfactual’—can be transformed into a counterfactual judgement, in a suitable context. Here is an extreme example (borrowed and adapted from Grice (1989)), which concerns a very minimal ground for an indicative. If the shift to the counterfactual is permissible here, it looks as if it is permissible, in a suitable context, for any indicative. There is a treasure hunt. The organizer tells me: ‘I’ll give you a hint: it’s either in the attic or the garden’. Trusting the speaker, I think ‘If it’s not in the attic it’s in the garden’. We are competing in pairs: I go to the attic and tip off my partner to search the garden. I discover the treasure. ‘Why did you tell me to go the garden?’ she asks. ‘Because if it hadn’t been in the attic it would have been in the garden: that’s (what I inferred from) what I was told’. That doesn’t sound wrong in the context.


Or consider: ‘Why did you hold Smith for questioning?’ ‘Because we knew the crime was committed by either Jones or Smith—if it hadn’t been Jones, it would have been Smith’. And if that’s allowed, so is the notorious Oswald-Kennedy counterfactual in a suitable context. ‘You had already got Oswald. Why did you continue the investigation?’ ‘We weren’t sure it was Oswald; if it hadn’t been Oswald, it would have been someone else in the crowd who killed Kennedy’.  There’s also a nice example of van Fraassen’s (1981): the conjuror holds up a penny and claims he got it from the boy’s pocket. ‘That didn’t come from my pocket’ says the boy. ‘All the coins in my pocket are silver. If that had come from my pocket, it would have been a silver coin’. 


Consider any indicative conditional, ‘If A, B’, which I accept, on whatever grounds. Suppose I then discover that not B, in a way which does not undermine my conditional judgement. It is acceptable for me then to say, ‘Not A, because if it were the case that A, it would be the case that B’.


Here is an example from Jonathan Bennett (2003, pp. 343-4) which shows that an indicative conditional, even when one would naturally assume that it involved causation, may be accepted on other grounds: ‘If it rains tomorrow the roads will be slippery’. But I don’t mean that rain will make the roads slippery—the roads are very well constructed and not made slippery by rain. I’ve just received a leaflet from the council which (a) includes a weather forecast predicting rain; and (b) says they intend to oil the roads tomorrow, warning that this will make the roads slippery. It doesn’t look as if it’s going to rain, but the council has a first-rate forecaster. However, there is some reason to suspect that the leaflet may be a hoax and not genuine. If it rains, that will be evidence that it is genuine, and hence that they will oil the roads, and hence that the roads will be slippery. Of course, one would mislead by making that conditional remark without warning that the most obvious ground is not the operative one. But that is pragmatics. No conditional that does explicitly use causal language like ‘produce’ or ‘make’ or ‘result’ or ‘outcome’, forces a causal reading, though it is very often rightly presumed to be asserted on causal grounds. ‘If A happens, B will happen’ but A won’t cause B to happen’ is never contradictory.


And if I am right in claiming, in the penultimate paragraph, that any indicative conditional can be transformed into a counterfactual conditional in a suitable context, the same holds for counterfactuals: only if they explicitly have causal content is a causal reading semantically obligatory.

Thus, counterfactuals are too wide a class to hope to capture causation in terms of them. Even for those counterfactuals which are aligned with causal claims, we need to appeal to the notion of causal independence in giving an account of which features of the actual world we hold constant when assessing them (Section 3). Attempts to define causation in terms of counterfactuals are beset by much the same difficulties as attempts to define causation in terms of regularities or laws (Section 2). This is not surprising because causation is so fundamental a notion as to pervade nearly all our thinking about the world. It is hard to see how we could give an informative analysis of it in terms of something that doesn’t presuppose it (Section 1).
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� ‘Pretty much’ because it presupposes that some unique thing caused e. But this could be fixed by a preceding conditional clause, ‘If any one thing caused e, then the cause of e caused e’.


� See Stalnaker (1984) pp. 157-60; Strawson (1985) pp. 115-136; Shoemaker (1980) p. 114.


� Anscombe also remarks that Hume is ‘helped, in making his argument that we don’t perceive ‘efficacy’, by his curious belief that “efficacy” means much the same thing as “necessary connection” (ibid., p. 69). Her conception of causation, bringing things about, has no such connotation.


� I owe this point to Eduardo Flichman (1989)
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