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 The Role of Counterfactual Dependence in Causal Judgements 

Peter Menzies

1. Introduction

What is the connexion between counterfactuals and actual or token causation? Both philosophers and psychologists have addressed this question, though with different foci of interest. Philosophers have tended to focus on giving the semantics of causal sentences by stating their truth-conditions, whereas psychologists have tended to focus on the patterns of thinking and reasoning by which people arrive at their causal judgements. Despite the difference in their immediate focus, it should be possible for philosophers and psychologists to learn from each other’s insights. For knowing how people arrive at their causal judgements should shed light on the meanings they give to these judgements, and conversely, knowledge of the semantics of causal sentences should help to illuminate the way they engage in causal reasoning and judgement. 

The consensus view among philosophers is that there is some connection between causation and counterfactuals, but it is doubtful whether the meaning of causal judgements can be exhaustively explained in terms of counterfactuals. Much of this philosophical discussion has centred on the correctness of David Lewis’s (1973b [1986]) famous counterfactual theory of causation.
 Lewis analysed causation in terms of the notion of counterfactual dependence between events. Roughly speaking, e counterfactually depends on c just in case if c had not occurred, e would not have occurred. So, at the heart of Lewis’s analysis is the famous ‘but-for’ test of causation. A great deal of philosophical ink has been spilled on trying to show that his theory cannot account for our causal judgements about pre-emption examples. (For example, Hall 2004; Menzies 1996; Schaffer 2000 [2004]; Woodward 1990) These are cases in which two potential causes of some effect are present: one of them succeeds in bringing about the effect and in the process pre-empts or cuts short the causal efficacy of the other.  The classic example involves two assassins, a main assassin and a backup assassin, hired to kill a prominent individual: the main assassin carries out the execution, pre-empting the action of the backup.  However, the victim’s death does not counterfactually depend on the main assassin’s action, since if the main assassin had not acted, the victim would have died anyway through the backup assassin’s action. It seems that examples of this kind pose particularly recalcitrant difficulties for Lewis’s theory. 

Among psychologists a similar consensus has arisen that while causal reasoning and counterfactual reasoning are closely connected, they are distinct forms of reasoning. The psychological research has focused on determining the factors that prompt people’s counterfactual judgements and those that prompt their causal judgements. It has been found that these are different sets of factors. (See Mandel 2003). For example, in one experiment subjects are presented with a vignette about an individual who takes an unusual route home, but is hit by a drunk during the drive. When asked to think about relevant counterfactuals about this individual, most respond with the counterfactual “If he hadn’t taken the unusual route home, he wouldn’t have been involved in the accident”. At the same time, most people judge that the actions of the drunk driver were the principal cause of the accident. More generally, psychological research has concluded that counterfactual reasoning is useful in identifying the enabling conditions of some event, but not useful in identifying its causes. (See Byrne 2005: Chap. 5).

My aim in this paper is to argue that philosophers and psychologists have been premature in dismissing the possibility that the causal concept is analytically tied to the concept of counterfactual dependence.  I shall argue that if we understand the notion of counterfactual dependence in a suitably enriched way, we can see that some examples that purport to show the difference between causation and counterfactual dependence do not in fact show this.   Philosophers have had difficulty seeing this because they have taken for granted a certain thesis about counterfactuals: namely, the thesis that a counterfactual with a true antecedent has trivial truth-conditions so that it is true just in case its consequent is true.  I shall argue that this standard assumption about counterfactuals is false, which means that counterfactuals with true antecedents must be given substantial truth-conditions. In stating these truth-conditions, I shall draw on work by David Lewis (1986, Postscript C) and James Woodward (2006) on insensitive causation. They claim that insensitive causation requires a counterfactual with a true antecedent to hold not only in the actual world, but also in nearby worlds that do not depart much from the actual world. To specify these worlds more precisely I shall draw on work in cognitive psychology on counterfactual availability, or the conditions under which people spontaneously generate counterfactuals or evaluate particular counterfactuals as true. I shall rely, in particular, on studies by Kahneman and Tversky (1982), Kahneman and Miller (1986), and Hart and Honoré (1985) that attend to the important role that the concepts of norms, normal conditions, and interventions play in our counterfactual reasoning. With these non-trivial truth-conditions in place, I shall argue that a conception of counterfactual dependence that employs non-trivial counterfactuals with true antecedents is a more apt tool for analysing the concept of causation. 

In detail, here is my plan of action. In section 2 I shall explain the basic features of David Lewis’s counterfactual theory of causation. In section 3 I shall outline some of the problems thought to afflict this theory, concentrating not on the problems of pre-emption that philosophers have been pre-occupied with, but on issues more likely to resonate with psychologists, issues concerning the distinction between enabling conditions and causes, and the distinction between positive and negative causes. In section 4 I shall motivate and justify the particular manner in which I propose to enrich the concept of counterfactual dependence by providing substantial truth-conditions for counterfactuals with true antecedents. In section 5 I shall explain how understanding causation in terms of the enriched notion of counterfactual dependence can explain our intuitive judgements about the problematic examples described in section 3.

2. Lewis’s Counterfactual Theory of Causation

Among philosophers, the best-known counterfactual theory of causation is David Lewis’s (1973b [1986]) theory. (For other kinds of counterfactual theory see Mackie 1974; Woodward 2003.) It will be useful to focus our discussion on Lewis’s theory, as it is a mature, well-articulated theory. Lewis claims that causation can be analysed in terms of counterfactual dependence, which he defines in these terms:


An event e counterfactually depends on event c if and only if (i) if c had occurred, e would have occurred; and (ii) if c had not occurred, e would not have occurred. 

Counterfactuals are understood in his semantics in terms of similarity relations between possible worlds (Lewis, 1973a). In this semantics, each world is assigned a system of spheres of possible worlds that is centred on it; and these spheres carry information about the overall similarity between the world at the centre and other worlds. In the system centred on possible world w, the smaller the sphere the more similar to w must be the worlds that fall within it. Lewis imposes certain formal constraints on a system of spheres, the most important for our purposes being a centring principle that states that in the system of spheres centred on the world w, the innermost sphere contains only w.  So if w is the actual world, this principle implies that there is no world as similar to the actual world as the actual is to itself. Given sets of spheres obeying these constraints, Lewis is able to state the truth-conditions for counterfactuals. Let us say that within a system of spheres, the smallest sphere that allows “P” to be true is the smallest P-permitting sphere. Then the counterfactual “If P were the case, then Q would be the case” is true in world w if and only if “P ( Q” is true throughout the smallest P-permitting sphere.
 Another way to express this is to say that the counterfactual is true if and only “Q” is true in all the worlds most similar to w in which “P” is true, or “Q” is true in the closest P-worlds. 

A point that will be important for our later discussion is that the centring principle that Lewis adopts means that a counterfactual with a true antecedent has very simple truth-conditions. If we are considering a system of spheres centred on the actual world, then if “P” is true in the actual world, the counterfactual “If P were the case, Q would be the case” is true if and only “P ( Q” is true in the actual world, since the actual world is the smallest P-permitting sphere. Consequently, since we almost invariably apply the definition of counterfactual dependence to actual occurrent events, the first counterfactual (i) “If c had occurred, e would have occurred” is automatically true. For in these circumstances “If c had occurred, e would have occurred” has the truth-conditions of the corresponding material conditional “c occurred ( e occurred”, and this material conditional is true when its antecedent and consequent are true. The upshot of this is that the truth-conditions of the definition of counterfactual dependence can be simplified as follows:  

An occurrent event e counterfactually depends on an occurrent event c if and only if if c had not occurred, e would not have occurred.

In applying this semantics to particular counterfactuals, Lewis notes that the concept of similarity is to be understood as a technical notion rather than an intuitive notion of the kind that might be expressed in off-hand judgements of similarity.  If similarity were understood in the latter way, the theory would be open to serious objection. For example, Kit Fine (1975) pointed out that when similarity is interpreted intuitively, the counterfactual “If Nixon had pressed the button, there would have been a nuclear holocaust” comes out false instead of true. For the worlds in which Nixon presses the button that are most intuitively similar to the actual world are ones where the effects of his action are neutralised so that the world continues as it actually did. Lewis (1979 [1986]) gives a precise description of the technical notion of similarity that is to govern the interpretation of counterfactuals relevant to analysing causation. Called the standard, non-backtracking interpretation, it prescribes that in the typical circumstances in which the temporal asymmetry of counterfactuals prevails, the closest worlds to the actual world for evaluating a counterfactual “If P were the case, Q would be the case”, where P is about states of affairs at time t, are as follows: they are worlds in which P is true; worlds which are exactly like the actual world at all times before a transition period beginning shortly before t; which conform to the actual laws after t; and which during the transition period differ no more from the actual world than they must to permit P to hold.
 These worlds hold fixed the past up until shortly before the time at which the antecedent is imagined to hold; and so rule out the kind of backtracking reasoning that tries to infer how the past had to have been different in order for the counterfactual antecedent to hold.    

Lewis introduces two further conditions into his analysis of causation. First, he stipulates that counterfactual dependence amounts to causal dependence only when it holds between wholly distinct events. Sometimes a counterfactual dependence can hold between events that are not wholly distinct from each other. For example, it may be true that if a flag had not been red, it would not have been crimson; and if I had not torn the envelope, I would not have torn the return address written on its back. But these are not genuine causal dependences since the flag’s being crimson is not a distinct state of affairs from its being red, and my tearing the envelope is not a distinct event from my tearing the return address written on its back.  So Lewis gives this definition:

An event e causally depends on an event c if and only if (i) c and e are wholly distinct; and (ii) e would not have occurred if c had not occurred.

Secondly, Lewis believes that causation is a transitive relation, and since the relation of causal dependence, as just defined, is not transitive, he analyses causation in terms of the ancestral of causal dependence. His final analysis is as follows:

An event c caused an event e if and only if there is a chain of causal dependences from c to e.

Lewis deploys this reference to chains of counterfactual dependence in his treatment of pre-emption, but this reference will not be relevant to our discussion, which will eschew pre-emption examples. The significant point is that the direct causal dependence of e on c counts as a chain of causal dependence, a chain consisting with one link, which suffices on this analysis for the existence of causation between c and e. 

3.  Some Problems Facing Lewis’s Theory

Lewis’s theory has faced a great deal of criticism by philosophers, which has mostly revolved around whether it is able to handle cases of pre-emption. Setting these cases to one side, I want to concentrate on some counterexamples to the theory that connect up with issues discussed in the psychological literature about causation and counterfactuals concerning the distinction between enabling conditions and causes, and between positive and negative causes. 

One set of common criticisms of Lewis’s theory concerns the fact that his theory glosses over a distinction we draw between causes and enabling conditions. (In Menzies 2004 this is called the problem of profligate causes.) Consider this familiar example:

Example 1: Birth and Death

A man is born and much later in his life dies in a car accident. The cause of his death was the car accident and his birth is merely an enabling condition of his death.   

Lewis’s theory fails to mark the distinction in causal status between the car accident and the man’s birth since it counts them both as straightforward causes. For it is true that if the car accident had not occurred, the man would not have died; and also true that if the man had not been born, he would not have later died. Since all the events involved are distinct, these are causal dependences that imply the existence of causal relations. 

Lewis’s theory’s over-generation of causes is exacerbated by the fact that it is supposed to cover causation by omissions and absences as well as actions and events. Lewis says that it is a virtue of his theory that it respects commonsense causal judgements by accommodating absences as causes and effects. After all, we say such things as parents’ failure to vaccinate children caused their illness, the failure of a government to conserve water supplies caused a drought, and a doctor’s omission to prescribe a drug caused a patient’s death. However, the admission of absences as causes compounds the problem of the over-generation of causes. Consider the following example.

Example 2: The Absence of Meteor Strike

I am writing this paper at my computer. If, however, there were nerve gas in the air, or if I were attacked with flamethrowers, or struck by a meteor shower, I would not be writing this essay. But it is absurd to say that the absence of nerve gas in the air, the absence of flamethrower attack and the absence of a meteor strike are causes of my writing this essay. 

Another example familiar in the philosophical literature illustrates the difficulty faced by Lewis’s theory in distinguishing between genuine and spurious causes among omissions. 

Example 3: The Pot Plant 

A pot plant, which is otherwise healthy, requires regular watering during hot weather. A gardener whose job it is to water the plant fails to do so during the hot spell and the plant dies. If the gardener had watered the plant, it would have survived. So his failure counts as a cause of the plant’s death. But it also true that if the Queen of England had watered the plant, it would have survived. It is absurd, nonetheless, to say that the Queen’s failure was a cause of the plant’s death. 

Again Lewis’s theory cannot explain the discriminating causal judgements we make in these cases. 


Lewis was aware of these difficulties but did not regard them as decisive. Like many philosophers, he tended to dismiss the distinction between causes and enabling conditions as unimportant. He defended his theory against such counterexamples by referring to Grice’s pragmatic theory of conversation implicature. He maintained that it is literally true that any event or absence on which an effect counterfactually depends is a cause of the effect; but it is not always conversationally appropriate to cite it as a cause. He writes: “There are ever so many reasons why it might be inappropriate to say something true. It might be irrelevant to the conversation, it might convey a false hint, it might be known already to all concerned…” (2000 [2004]: 101) However, Lewis provided scant details of the way Grice’s conversational maxims are meant to apply to particular examples. Which maxims are relevant? How are they to be applied? Moreover, there is a question of whether Grice’s principles are especially well suited to explaining the specific causal judgement in question. Grice’s maxims are very general principle of rationality applied to information exchange. Yet the principles that lie behind our judgements about the examples above seem to be particular to causal judgements. As general principles of rational information-exchange, Grice’s maxims miss out these particular causation-specific principles.    

A number of other problems in a similar vein to the ones above have recently emerged in the philosophical literature. Carolina Sartorio (2009) has described some problems she calls the Prince of Wales problems.

Example 4: The Problem of Unwanted Positive Causes 

The Queen of England has asked the Prince of Wales to water her plants regularly in the afternoon. But the Prince’s priorities are to eat oaten biscuits instead of watering the plants and, consequently, the plant dies. The Prince’s failure to water the plants, not his eating the oaten biscuits, caused the plant’s death. 

Sartorio argues that part of the point of admitting absences and omissions as causes is that they are not replaceable by positive causes: we take the Prince’s omission to be a cause of the plant’s death because the positive action he performed instead of watering the plants would not have the same causes and effects. But it appears that Lewis’s theory implies that Prince’s eating the oaten biscuits is as much a cause of the plant’s death as his failure to water the plants. If we add to the example the supposition that the Prince had prioritised his activities so that he would have watered the plants if he had not eaten the oaten biscuits, it follows that his eating the oaten biscuits counts as a cause of the plant’s death. For if he had not eaten the biscuits, he would have watered the plant and it would have survived.  Since the Prince’s eating the biscuits is distinct from the plant’s death, we have a causal relation. But this is one too many causal relations when we take into account a causal relation also exists between the Prince’s failure to water the plant and its death. (For the plant would have survived if the Prince had watered the plants, and the Prince’s failure to water the plant and its death are distinct.) This is what Sartorio calls the problem of unwanted positive causes. It is a problem for Lewis’s theory precisely because it undermines one of the reasons Lewis gives for admitting absences as causes: to wit, that there are not adequate positive events to replace the absences in the explanation of their effects.    

Sartorio notes that the theory also has the converse problem: it generates unwanted negative causes as well. Consider this example:

Example 5: The Problem of Unwanted Negative Causes

The Prince of Wales’s eats oaten biscuits instead of watering the plant. But he eats so many oaten biscuits that he gets a stomach-ache. The Prince’s eating too many oaten biscuits, not his failure to water the plant, caused his stomach-ache.

Sartorio points out that Lewis’s theory mistakenly implies that the Prince’s failure to water the plants is a cause of his stomach-ache. For the Prince’s failure to water the plant is distinct from his stomach-ache and there is a counterfactual dependence between them: if the Prince had watered the plant instead of eating the oaten biscuits, he would not have got the stomach-ache. Again, we have one too many causes, but this time we have an unwanted negative cause. As Sartorio observes, this problem is more serious than the converse problem, which generates an unwanted positive cause only when it is assumed that if the positive cause had not occurred, the negative cause would not have occurred. In contrast, the problem of unwanted negative causes arises whenever there is an event whose occurrence is precluded by the occurrence of the positive cause. Consider all the activities precluded by the Prince’s eating the oaten biscuits: instead of eating the oaten biscuits, he could have watered the Queen’s plant, talked to the Duke, walked in his gardens and so on. Then Lewis’s theory implies that, corresponding to each of these actions, is an omission that counts as cause of the Prince’s stomach-ache, since for each action it is true if the Prince had performed that action rather than omitting it, he would not have got a stomach-ache. Hence, it follows that the Prince’s failure to water the plant, his failure to talk to the Duke, his failure to walk in his garden and so on all count as causes of his stomach-ache. This is far too many causes.  

4. Deviant and Default Counterfactuals

How is the problem of the over-generation of causes to be tackled? One obvious strategy is to augment Lewis’s theory by adding a further condition to his analysis of causation in order to eliminate the unwanted causal candidates. In this section I propose to follow something like this strategy. But instead of adding further conditions to his analysis of causation in terms of counterfactual dependence, I propose to strengthen his definition of counterfactual dependence in a natural way. Lewis’s definition of counterfactual dependence, applied to states of affairs c and e including positive occurrences like events as well as negative occurrences like absences and omissions, requires the truth of two counterfactuals:

(i) If c were to obtain, e would obtain;

(ii) If c were not to obtain, e would not obtain.

Lewis’s imposes a centring principle on his semantics for counterfactuals from which it follows that the first counterfactual (i) is true when its antecedent and consequent are true. (Lewis 1973a: 14) This principle implies that in cases in which the states of affairs c and e obtain, the first counterfactual (i) is trivially true with the result that the definition of counterfactual dependence effectively reduces to the second counterfactual (ii). I believe that Lewis is mistaken in imposing this centring principle on his semantics. When this principle is suspended, substantive truth-conditions can be given to counterfactuals with true antecedents; and this has the effect of making counterfactual dependence a much stronger condition in so far as it requires the holding of two non-trivial counterfactual conditions. As we shall see in the next section, the account of causation in terms of this strengthened condition of counterfactual dependence goes a long way to explaining our intuitions about the various causal scenarios described in the last section. 

The centring principle that Lewis imposes on his semantics for counterfactuals states that the system of spheres centred on the actual world (or any given world) contains a smallest, innermost sphere containing only the actual world (or the given world). Lewis justifies this principle on the grounds that no world is as similar to the actual world as the actual world is to itself. It follows from this principle that when a counterfactual has a true antecedent, the smallest antecedent-permitting sphere is the innermost sphere that contains only the actual world. This implies that the truth-conditions of counterfactuals with true antecedents reduce to those of the corresponding material conditionals; and so a counterfactual with a true antecedent like (i) is true if and only the material conditional “c obtains ( e obtains” is true. From this it follows that inferences of the following form are valid: c obtains and e obtains; therefore, if c were to obtain, e would obtain. But this is a fallacious inference. It would be absurd to reason that the match would light if it were struck on the basis of the fact that the match is struck and the match lights. For these states of affairs might obtain as a pure coincidence, which would hardly justify the counterfactual claim, which implies a strong law-like connection between the antecedent and consequent states of affairs. The absurdity of the inference pattern is even more evident in cases in which one tries to reason from two completely unrelated states of affairs such as the state of affairs of the Prime Minister scratching his nose and the state of affairs of Big Ben striking the hour a second later to the corresponding counterfactual claim that if the Prime Minister were to scratch his nose, Big Ben would strike a second later. 

Lewis’s centring principle has other unacceptable consequences such as the fact that it validates the rule of inference Strengthening of the Antecedent for counterfactuals with true antecedents. That it validates the rule is evident from the fact that counterfactuals with true antecedents reduce to material conditionals and the rule is valid for material conditionals. But this result conflicts with naïve judgements about the validity of inferences of this form. The inference from “It the match were struck, it would light” to “If the match were struck in the absence of oxygen, it would light” is just as bad when the antecedent “The match is struck” is true as when it is false. 

These results give us reason to be suspicious of this semantic centring principle. To be sure, the principle sounds plausible enough when we judge similarity in an offhand, casual way. How could there be a world that is more similar to the actual world than the actual world itself? But examined more closely, the principle is not so plausible. The applicability of the principle requires unreasonably fine-grained judgements of similarity and difference between possible worlds. We have to be able to judge similarity between worlds down to the smallest detail so that a world that is like the actual world in every respect except for the placement of a single atom is judged to differ from the actual world in a significant respect. However, it is more reasonable to think, on the contrary, that some respects of similarity and difference are irrelevant to the interpretation of causally relevant counterfactuals. If this is the case, then worlds that do not differ from the actual world in any significant respect of similarity could count as equally close to the actual world. Moreover, Lewis himself admits that the notion of similarity that operates in his semantics for counterfactuals is a technical notion rather than an intuitive notion of the kind reflected in offhand judgements of similarity. As he notes, the counterfactual “If Nixon had pressed the button, the world would have been very different” can come out true only when intuitive similarities and differences between worlds are judged to be irrelevant to the interpretation of standard, non-backtracking counterfactuals. 

For these reasons, I believe, it is advisable to weaken Lewis’s centring principle. So I propose to modify the principle so that the smallest sphere in the system of spheres centred on the actual world may contain other worlds besides the actual world. In the operative technical sense of similarity, other worlds can count as having the same degree of similarity to the actual world as the actual world has to itself. This modification still requires that the actual world be in the smallest sphere, signifying that no world is more similar to the actual world than it is to itself. (Suspending this requirement would amount to suspending the rule of Modus Ponens.) Nonetheless, this simple modification invalidates the problematic inferences discussed above. The inference from “c obtains” and “e obtains” to “If c were to obtain, e would obtain” is invalid: the truth of “c obtains” and “e obtains” does not guarantee that the truth of the counterfactual since “c obtains” may be true and “e obtains” false in some non-actual world in the smallest sphere of worlds. Equally, it follows from the fact that the smallest sphere may contain more worlds than the actual world that a counterfactual with a true antecedent does not reduce to the corresponding material conditional. Accordingly, the rule Strengthening the Antecedent is invalid equally for counterfactuals with true antecedents as for those with false antecedents. 

With the centring principle weakened in this way, the truth-conditions for the first counterfactual (i) in the definition of counterfactual dependence are no longer trivially satisfied when the states of affairs c and e obtain. The truth of the counterfactual “If c were to obtain, e would obtain” requires more than the mere truths “c obtains” and “e obtains”: e must obtain in all the worlds closest to the actual world in which c obtains. But exactly which are these worlds? Which worlds count as the closest or most similar to the actual world?

Before I try to answer this question, I want to mention some work by James Woodward (2006) that bears on these issues. For the purposes of his argument, Woodward adopts Lewis’s definition of counterfactual dependence together with his centring principle. However, he observes that when counterfactuals of type (i) have a property he calls insensitivity, we are much more willing to accept the corresponding causal claim. The notion of insensitivity is one introduced by Lewis for other purposes. (1986: Postscript C) But in saying that the counterfactual (i) is insensitive, Lewis and Woodward mean there is broad range of background conditions Bi that are not too improbable or far-fetched such that the following counterfactual is true: 


(iii) If c were to obtain in circumstances Bi different from the actual circumstances, 
then e would obtain.

Woodward employs some examples of Lewis’s to illustrate his claim that the acceptability of a causal claim goes hand-in-hand with the insensitivity of the corresponding counterfactual of type (i). According to Lewis, shooting your victim at point blank through the heart is an example of insensitive causation since the effect of your action is not sensitive to small variations in background conditions. It is possible to imagine circumstances in which such a shooting would not cause death–for example, the victim is in a state-of-the-art hospital with a surgical team ready to implant an artificial heart–but such circumstances are uncommon and seem far-fetched. As an example of a sensitive counterfactual dependence, Lewis describes the following example. He writes a strong letter of recommendation that causes X to get a job he would otherwise not have got, which in turn causes Y to take another job which he would otherwise not have taken, and so on. The letter thus causes X, Y and many others, who are similarly displaced from jobs they would otherwise taken, to meet and marry different people and to have children they would not have had in the absence of the letter. Lewis says that his writing the letter of recommendation caused the death of Y’s grandchild, but Woodward remarks that this is a case of sensitive causation because the corresponding counterfactual (i) is sensitive: there are ever so many variations on the actual world such that his writing the letter of recommendation for X did not lead to Y’s grandchild being born and so dying. 

Woodward is able to explain many interesting facts concerning our willingness to accept causal claims in terms of the relative sensitivity of the corresponding counterfactuals of type (i). He does not build the insensitivity requirement into the truth-conditions of these counterfactuals. However, his observations about the importance of the insensitivity of such counterfactuals reflect, I think, the fact that these counterfactuals have non-trivial truth-conditions involving many possible worlds in addition to the actual world. He says that causation requires the counterfactual (i) to hold in worlds that do not depart too much from the actual world or do not seem too far-fetched, whereas I say causation requires the counterfactual (i) to be true by virtue of the consequent holding in all of many closest antecedent-worlds. I believe we are talking about the same phenomenon.

But which worlds count as the closest or most similar worlds to the actual world?  Which worlds do not depart too much from the actual world or do not seem too far-fetched? Unfortunately, Woodward does not provide a systematic account of how to determine these worlds. Nonetheless, we can draw on another source of insight into these matters: to wit, the psychological literature on counterfactual availability, which investigates the circumstances under which people are inclined to entertain counterfactual suppositions. In drawing on this literature, I shall assume that the degree to which people are ready to entertain counterfactual antecedents tells us something about how close or similar they take the corresponding antecedent-worlds to be to the actual world. 

 The literature on psychological availability is extensive, but I shall draw mostly on the seminal articles by Kahneman and Tversky (1982) and by Kahneman and Miller (1986). In these articles they proposed that mental simulation played an important role in counterfactual judgements, especially in which an event is judged to be close to having happened. In such cases, they noted, people regularly mentally undo the past by mutating abnormal events to more normal states and seldom, if ever, do they mentally undo the past by changing normal or expected occurrences to abnormal ones. For example, in one study Kahneman and Tversky (1982) gave subjects a story describing a fatal road accident, in which a truck ran a red light and crashed into a passing car, killing its occupant, Mr. Jones. Two versions of the story were constructed: one (labeled route) in which Mr Jones left his home at the regular time but took an unusual route home, and the other (labeled time) in which he took the usual route home but left early to do some chores. In 80% of the responses that mentioned either route or time, subjects indicated that they mentally undid the accident by mutating the exceptional or abnormal event and restoring it back to normality. Thus, in the first version of the story, subjects were inclined to entertain counterfactuals about what would happened if Mr Jones had taken his usual route home, and in the second version of the story they were more inclined to entertain counterfactuals about what would have happened if Mr. Jones had left work at his usual time. Kahneman and Tversky referred to the norm-restoring mutations as downhill changes and the norm-violating mutations as uphill changes to highlight the mental ease and mental effort with which these types of counterfactual simulations are generated. They wrote: “The preference for downhill changes is perhaps the major rule that mental simulations obey: it embodies the essential constraints that lend realism to counterfactual fantasies.” (1982: 205).

As Kahneman and Miller use the term, a normal event or state of affairs is one that is common, expected and unsurprising, whereas an abnormal event or state of affairs is one that is exceptional, unexpected and surprising. It is also important to note that they use the terms “normal” and “abnormal” in evaluative as well as non-evaluative senses: a normal event is one that conforms to the norms and an abnormal one is one that violates the norms, where the relevant norms can be evaluative or empirical. So, for example, they describe our practice of mentally undoing reality by mutating abnormal occurrences back to normal ones in terms of our altering non-ideal states of affairs into more ideal ones. They quote a study by S. Read (1987) in which subjects were taught the rules of a simple two-person game. Subjects were then shown pictures of the player’s hands and were asked to assess what the outcome would have been if players’ hands had been different. Subjects chose to modify the outcome by strengthening the losing hand rather than weakening the stronger one. Kahneman and Miller propose the hypothesis: “When an alternative to an event could be produced either by introducing an improvement in some antecedent or by introducing a deterioration, the former will be more available.” (1986: 143).

On the basis of these observations, it would be natural to assume that the spheres of similarity used in evaluating a counterfactual are to be understood purely in terms of normality or conformity with norms: perhaps the spheres (centred on the actual world) are ordered in terms what is normal at the actual world, with inner spheres containing worlds with more normal states of affairs and outer spheres containing worlds with less normal states of affairs. (For one elaboration of this conjecture, see Menzies 2004, 2007.) However, this assumption is not quite correct. For one of the most widely attested phenomena concerning our naïve causal judgements is that we typically see the cause as an abnormal or exceptional state of affairs. For example, Kahneman and Miller write: 

“A cause must be an event that could easily have been otherwise. In particular, a causal cannot be a default value among the elements that [the event to be explained] had invoked. The rule that a default value cannot be presented as a cause was noted by Hart and Honoré (1985), who observed that the statement ‘It was the presence of oxygen that caused the fire’ makes sense only if there is reason to view the presence of oxygen as abnormal.” (1986:149)

And many other philosophers and psychologists have noted the same feature of our causal judgements. As just remarked, Hart and Honoré made a similar observation, but they presented it in an especially insightful way: 

“Human action in the simple cases, where we produce some desired effect by the manipulation of an object in our environment, is an interference in the natural course of events which makes a difference in the way these develop. In an almost literal sense, such an interference by human action is an intervention or intrusion of one kind of thing upon a distinct kind of thing. Common experience teaches us that, left to themselves, the things we manipulate, since they have a ‘nature’ or characteristic way of behaving, would persist in states or exhibit changes different from those which we have learnt to bring about in them by our manipulation. The notion, that a cause is essentially something which interferes with or intervenes in the course of events which would normally take place, is central to the commonsense concept of cause…Analogies with the interference by human beings with the natural course of events in part control, even in cases where there is literally no human intervention, what is identified as the cause of some occurrence: the cause, though not a literal intervention, is a difference to the normal course which accounts for the difference in the outcome.” (1985, p.29) 

If these observations are correct, then the conjecture about ordering spheres of similarity in terms of normality cannot be correct, at least given the working hypothesis of this paper that causal judgements are analytically connected to counterfactuals. For some of these counterfactuals will concern norm-violating causes; and if they are to be true, their closest antecedent-worlds cannot be worlds in which only normal events take place. Some account of the similarity relation is needed that will allow for the realization of antecedents about abnormal states of affairs.  

I believe that there is much truth in Hart and Honoré’s conjecture in the passage above that the paradigm case of a causal judgement is one in which the cause is a human action that is seen as an intervention or intrusion into the normal course; and that other kinds of causal attributions are to be understood by analogy with this paradigm case. Transferring this insight to counterfactuals of types (i) and (ii), one can infer that the paradigm case is one in which the antecedent of the type (i) counterfactual is an intentional action that represents an intervention or intrusion into the normal course of events; and in which the antecedent of the type (ii) counterfactual is an omission that allows the normal course of events to proceed in the absence of any intervention. If Hart and Honoré’s conjecture is correct, we see other cases by analogy with this case. But how do we do this? I suggest that we do this is by generalizing the most important intuitive feature of an intentional action, which is that it represents an independent, exogenous causal influence on the course of events. Various researchers (Pearl 2000; Spirtes, Glymour and Scheines 2000; Woodward 2003) have introduced the technical notion of an intervention in an attempt to capture and generalize this feature of intentional actions. I propose to use the notion of an intervention, without any precise technical definition in mind, to mean simply a source of causal influence that is exogenous to the causal set-up being considered. It is practically unavoidable to appeal to such a notion in providing the semantics of non-backtracking counterfactuals, as is evidenced by the fact that the standard interpretations of such counterfactuals such as Lewis’s (1979 [1986]) and Woodward’s (2003) appeal to the concept of a miracle or the technical concept of an intervention. Given this informal understanding of an intervention, I shall also say that a counterfactual is a deviant counterfactual if its closest-antecedent worlds are ones in which the antecedent is realized by an exogenous intervention; and say that a counterfactual is a default counterfactual if its closest antecedent-worlds are ones in which the antecedent is realized in the normal course of events in the absence of any intervention. 

Finally, I am in a position to provide a characterization of the worlds that count as the closest worlds to the actual world for the purposes of evaluating a counterfactual either of type (i) or (ii).

Truth-Conditions for Causally Relevant Counterfactuals: 

Consider a counterfactual “If P were the case, Q would be the case” where P is about states of affairs at a time t. Consider all those worlds w such that:

(a) P is true at w;

(b) w is exactly like the actual world at all times before a transition period beginning shortly before t;

(c) w conforms to the norms of the actual world at all times after t; and

(d) during the transition period w departs from the norms of the actual world no more than it must to permit P to hold. 

The counterfactual is true if and only if Q holds in every such world w. 

If the counterfactual is a deviant counterfactual, the worlds w are ones in which P is realised by an exogenous intervention; and if the counterfactual is a default counterfactual, the worlds w are ones in which P is not realised by an exogenous intervention.

Given these truth-conditions, I can state my hypothesis concerning the truth-conditions for causation in terms of counterfactuals:

Truth-conditions for Causation:

A state of affairs c causes a wholly distinct state of affairs e if and only if (i) if c were to obtain, e would obtain; and (ii) if c were not to obtain, e would not obtain, where (i) is deviant counterfactual and (ii) is a default counterfactual.

These truth-conditions are intended to capture the idea that the causation involves two contrasting conditions: the condition represented by the deviant counterfactual (i), according to which e obtains in all the worlds in which the course of events proceeds normally after an exogenous intervention brings it about that c obtains; and the condition represented by the default counterfactual (ii), according to which e does not obtain in all the worlds in which course of events proceeds normally in the absence of any exogenous intervention. By requiring that a cause satisfy these two counterfactual conditions, I am in effect requiring that a cause be like an intervention that makes a difference to the normal course of events, in line with Hart and Honoré’s conjecture. 

In motivating the account above, it was natural to focus on the paradigm case in which the abnormal state of affairs considered as a putative cause is a positive intentional action that represents an intervention or intrusion into the normal course of events. However, it is important to keep in mind that the abnormal state of affairs considered as a putative cause may be an omission (or, more generally, an absence). Omissions are typically considered as causes in situations in which some customary procedure, practice or routine has been developed to neutralize or counteract some harm. For example, the harmful effect of drought is regularly neutralized by government precautions in conserving water; disease is neutralized by inoculation with vaccines; rain by the use of umbrellas. When some harm occurs in violation of expectations set up by these practices or routines, the cause is said to be an omission or failure on the part of some agent to carry out the neutralizing procedures. In such cases the omission is a deviation from the normal course of events that accounts for the subsequent harm. So the lack of food in contrast to the normal availability of food explains why a person starves rather than has a full stomach. A failure to vaccinate in contrast to routine vaccination explains a child’s contracting a disease rather than staying healthy. At any rate, the relevant point to keep in mind is that where an omission is being considered as a putative cause, the corresponding type (i) counterfactual, construed as deviant counterfactual, will describe how an intervention that realizes the omission affects the normal course of events and the type (ii) counterfactual, construed a default counterfactual, will describe how certain pre-existing practices or procedures would evolve normally in the absence of any such intervention. 

There are many controversial features of the proposed truth-conditions for counterfactual and causal judgements. But, perhaps, the most controversial is that they allow a role not only for empirical norms, but also evaluative norms, including social, legal and even moral norms. Many philosophers will regard it as implausible that such norms can influence our counterfactual and causal judgements. Recent empirical work by Christopher Hitchcock and Joshua Knobe (2009), however, demonstrates that such norms do affect our causal judgements. In one experiment they presented subjects with a vignette in which a receptionist in the philosophy department keeps her desk stocked with pens. In contrast to administrative assistants who are permitted to take pens, faculty members are supposed to buy their own. One day, an administrative assistant and Professor Smith walk past the receptionist’s desk and both take pens. Later that day, the receptionist needs to take an important message but cannot do so because there are no pens on her desk. When subjects are asked whether the administrative assistant or Professor Smith caused the problem, most subjects say that Professor Smith was the cause. Hitchcock and Knobe conclude that the norm forbidding faculty members from taking the pens led subjects to view Professor Smith’s action, but not the administrative assistant’s, as the cause of the problem. They constructed several other experiments to rule the possibility that subjects were conflating questions of causation and blame.

On the account that I wish to propose, our causal judgements about this example are crucially influenced by whether the corresponding counterfactuals of type (i) are true deviant counterfactuals. For the corresponding counterfactuals of type (ii) are clearly both true counterfactuals: it is true that the problem would not have arisen if Professor Smith had not taken a pen and it would not have arisen if the administrative assistant had not taken a pen. The difference in causal status between Professor Smith’s action and the administrative assistant’s action boils down to the fact that the type (i) counterfactual regarding Professor Smith is a true deviant counterfactual and the one concerning the administrative assistant’s action is not. The counterfactual “If Professor Smith were to take a pen, there would be a problem” is a true deviant counterfactual because in the closest worlds in which Professor Smith takes the pen (in a way that counts as an exogenous intervention), the norms permit the administrative assistant to take a pen and she does so, with the result that a problem arises later when the receptionist searches for a pen. In contrast, the corresponding type (i) counterfactual about the administrative assistant, “If the administrative assistant were to take the pen, the problem would arise”, is not a true deviant counterfactual. In the closest-antecedent worlds in which she takes a pen (in a way that counts as an exogenous intervention), the norms proscribe Professor Smith’s taking a pen, with the result that no problem later arises for the receptionist. What differentiates Professor Smith’s action from the administrative assistant’s is not the fact, taken by itself, that the first is abnormal and the second is normal, but rather than that this difference implies that the type (i) counterfactual about Professor Smith is a true deviant counterfactual but the equivalent type (i) counterfactual about the administrative assistant is not. 

5. Explanation of the Counterexamples.

In this section I shall revisit the counterexamples to Lewis’s counterfactual theory of causation, discussed in section 3. My aim is to apply the account of causation in terms of difference-making counterfactuals to explain our intuitions about these examples. 

The first three counterexamples show that Lewis’s theory does not distinguish between causes and enabling conditions. My hypothesis about the distinction is that an enabling condition has to satisfy only the counterfactual condition (ii), with the counterfactual typically construed as deviant counterfactual, whereas a cause has to satisfy both conditions (i) and (ii), with the counterfactual in (i) construed as deviant counterfactual and the counterfactual in (ii) as default counterfactual.  

(1) Birth and Death

Recall that in this example we judge a car accident to be a cause of a person’s death, whereas we do not judge his birth to be so. It is possible to see that the car accident, but not the person’s birth, counts as a cause of the person’s death, according to the truth-conditions above. Since the important difference between these events concerns the status of the type (i) counterfactuals rather than the type (ii) counterfactuals, I shall focus on the former.  To see that the type (i) counterfactual, “If the car accident were to occur, the person would die”, is a true deviant counterfactual, perform the following thought experiment: consider the actual world up until a short time before the actual car accident, then imagine that the car accident occurs, not as a result of the actual course of history but as a result of an intervention, and ask whether the person will die in this new course of events as it evolves. Clearly, the answer is that the person will die. On the other hand, a comparable thought experiment shows that the equivalent type (i) counterfactual about the person’s birth is a false deviant counterfactual: considering the actual world up until a short time before the person’s birth, then imagining that his birth occurs, not as result of the actual course of history but as a result of an intervention, we need not conclude that the person will die. The actual sequence of events from the person’s birth to his death involves too many coincidental events and human choices to be replicated in every possible world in which his birth is brought about by an exogenous intervention. Given this failure of the type (i) counterfactual to come out as true, the person’s birth does not meet a required condition to be a cause of the person’s death. (It is simple to see that the type (ii) counterfactual about the birth is a true deviant counterfactual and so satisfies the requirement to be an enabling condition of the death.) It is tempting to think that the causal difference between the car accident and the person’s birth is due to the fact that the former is an abnormal event whereas the latter is part of the normal conditions of the causal set-up. However, the real source of the causal difference lies, I believe, in the more objective fact that the former represents a means by which an agent with suitable powers could bring about a person’s death whereas the latter does not. 

(2) The Absence of a Meteor Strike

Recall that in this example we judge the state of affairs of my not being hit by a meteor to be an enabling condition, but not a cause, of my writing this essay. The explanation of our causal judgements about this example follows the pattern of the explanation of the first example. My not being hit by a meteor is not a cause of my writing this paper because the corresponding type (i) counterfactual, “If I were not struck by a meteor, I would write this paper”, is not a true deviant counterfactual. To see this, consider the actual world up until shortly before I start writing the paper and then imagine that an exogenous intervention ensures that no meteor strikes me during the course of the paper writing. It does not follow that I will write the paper in these imagined circumstances, since my writing of this paper depends on a convergence of many other events–some of which are coincidental and some of which are due to human choices– that are unlikely to be replicated in these imagined circumstances.  In contrast, the corresponding type (ii) counterfactual, “If I were hit by a meteor, I would not write this paper”, is a true deviant counterfactual, suggesting that the absence of a meteor strike is an enabling condition of my writing the paper.  

Woodward (2006: 25) makes an interesting observation about this example in his discussion of the insensitivity of type (i) counterfactuals. He notes that if I am, in fact, hit by a meteor and die before writing this essay, our causal intuitions change, as we now judge that my being hit by the meteor is indeed a cause of my not writing the essay. But this change in the imagined circumstances of the example involves reversing the counterfactuals of types (i) and (ii): in the new circumstances the type (i) counterfactual is “If I were hit by a meteor, I would not write this essay”, and the type (ii) counterfactual is “if I were not hit by a meteor, I would write this essay”. The new type (i) counterfactual is a true deviant counterfactual, while the type (ii) counterfactual is not so clearly true as a default counterfactual. As Woodward points out, the truth of the type (i) counterfactual has more weight in our causal judgements than the truth of the type (ii) counterfactual.  

(3) The Pot Plant 

In this example, we causally discriminate between the gardener’s failure to water a pot plant and Queen of England’s failure to do so with regards to the death of the pot plant: the gardener’s failure counts as a cause but the Queen’s failure does not. The explanation of our intuitions about this example is very much like the explanation previously offered of the example involving Professor Smith and the administrative assistant, except that in this case the candidate causes involve omissions rather actions. Once more the difference in causal status between the omissions is due to the difference in the truth-value of type (i) counterfactuals, understood as deviant counterfactuals. The type (i) counterfactual “If the gardener were to fail to water the pot plant, it would die” is a true deviant counterfactual, since in all the worlds in which gardener refrains from performing his watering duties (in a way that counts as an intervention), it is normal for the Queen and other people not to water the plant, with the result that the plant dies in these worlds. In this sense, the gardener’s failure is a state of affairs that makes a difference to the normal course of events. In contrast, in all the possible worlds in which the Queen refrains from watering the plant (in a way that qualifies as an intervention) it is normal for the gardener to do so, with the result that the plant survives in these worlds. Here what is crucial for discriminating between the gardener’s failure to water the plant and the Queen’s failure is not the fact, taken by itself, that first is abnormal and the second. It is rather that this difference implies that the type (i) counterfactual about the gardener is a true deviant counterfactual while the type (i) counterfactual about the Queen is not. 


The next two examples were introduced by Sartorio to illustrate Lewis’s counterfactual theory of causation is afflicted by some Prince of Wales problems to the extent that it generates unwanted positive and negative causes. These examples raise slightly different issues from the examples just considered. 

(4) Unwanted positive causes

Recall that in this example the Prince of Wales is asked to water a plant but fails to do so, preferring to eat oaten biscuits. However, his priorities are such that if he had not eaten oaten biscuits, he would have watered the plant. Sartorio claims that Lewis’s theory implies that both the Prince’s failure to water the plant and his eating oaten biscuits count as causes the plant’s death, though intuition dignifies only the first of these as a cause. 

The account of causation in terms of difference-making counterfactuals disagrees with Sartorio’s causal intuitions in this case. It does agree that the Prince’s failure to water the plant is a cause of its death since the type (i) counterfactual “If the Prince were not to water the plant, it would die” is a true deviant counterfactual and the type (ii) counterfactual “If the Prince were to water the plant, it would not die” is a true default counterfactual.  Surprisingly, however, the account also delivers the result that the Prince’s eating oaten biscuits qualifies as an additional cause, since both the corresponding counterfactuals of type (i) and (ii) are true counterfactuals of the right type. The type (i) counterfactual is “If the Prince were to eat oaten biscuits, the plant would die”. This can be seen to be a true deviant counterfactual, since it follows by a modified Transitivity Rule
 from the true deviant counterfactual “If the Prince were to eat oaten biscuits, he would not water the plant” (a truth following from the stipulation that the Prince cannot eat oaten biscuits and water the plant at the same time) and the true deviant counterfactual “If the Prince were to eat oaten biscuits and not water the plant, it would die”. The type (ii) counterfactual is “If the Prince were not to eat oaten biscuits, the plant would not die”. This can be seen to be a true default counterfactual since it follows by the modified Transitivity Rule from the true default counterfactual “If the Prince were not to eat oaten biscuits, he would water the plant” (a stipulated truth about the Prince’s preferences) and the true default counterfactual “If the Prince were not to eat oaten biscuits but water the plant instead, it would not die”. 

This result may appear problematic since it contradicts Sartorio’s intuition that it is inappropriate to say that the Prince’s eating oaten biscuits is a cause of the plant’s death. But I suggest that her intuition that the Prince’s failure to water the plant differs in causal status from his eating oaten biscuits merely reflects a residual sense that his omission is more abnormal than his eating oaten biscuits. It is easily seen, however, that they cannot differ in causal status since the stipulations of the example ensure that they are counterfactual equivalent. These stipulations ensure that if the Prince were to water the plant, he would not eat oaten biscuits; and that if he were not to eat oaten biscuits, he would water the plant. Given their counterfactual equivalence, it is very plausible to identify them as being one and the same state of affairs.    
(5) Unwanted Negative Causes. 

Recall that in this example the Prince eats so many oaten biscuits that he gets a stomach-ache. Sartorio points out that Lewis’s theory implies the untoward result that whenever the Prince’s eating oaten biscuits precludes a possible action, the omission of that action counts as a cause of his stomach-ache. So, for example, the Prince’s eating oaten biscuits precludes his watering the plant. But if he had watered the plant, he would not have eaten the oaten biscuits and so would not have got the stomach-ache. So Lewis’s theory counts his failure to water the plant as a cause of his stomach-ache. For similar reasons, a plethora of other omissions such his failure to talk to the Duke, to walk in his garden and so on, count as causes of his stomach-ache. These negative causes are, in Sartorio’s opinion, superfluous and unwanted. 

This time the present account delivers verdicts in agreement with Sartorio’s. The Prince’s eating many oaten biscuits is a cause of his stomach-ache since the corresponding types (i) and (ii) counterfactuals are true counterfactuals of the right kind.  However, his failure to water the plant does not qualify as a cause since the type (i) counterfactual “If the Prince were to fail to water the plant, he would get a stomach-ache” is false, when interpreted as a deviant counterfactual. If an intervention ensured that the Prince failed to water the plant, it would not follow that he would get a stomach-ache, since there are other things the Prince could do instead of watering the plant that are consistent with not getting a stomach-ache. In contrast to the previous example, no argument using the modified Transitivity Rule can be deployed to justify this counterfactual.  In order to mount such an argument it would have to be argued that the counterfactuals “If the Prince were to fail to water the plant, he would eat many oaten biscuits” and “If he were to fail to water the plant and were to eat many oaten biscuits, he would get a stomach-ache” are true deviant counterfactuals that follow from the stipulations of the example. While description of the example entails that the second of these is a true deviant counterfactual, it does not entail that the first is. At most the stipulations of the example supply the converse to this first counterfactual: if the Prince were to eat many oaten biscuits, he would fail to water the plant. Consequently, the present account blocks Prince’s failure to water the plant from counting as a cause of his stomach-ache. It is fit and proper that it should so, since the recipe Sartorio describes would generate an overabundance of other negative causes for this event, such his failure to talk to the Duke, his failure to walk in his garden and so on. 

6. Conclusion

Of course, the success of the account of causation in terms of difference-making counterfactuals in dealing with these few examples does not prove that it is correct. For a start, it would need to be shown that the account is able to provide a natural treatment of pre-emption examples that have proved to be such a bane for counterfactual theories. On the other hand, the enrichment of the notion of counterfactual dependence and the definition of causation in terms of this enriched notion, proposed in this paper, are intuitive and psychologically plausible, in my view. I hope that the modest success of this account of causation in explaining the distinction between causes and enabling conditions and the distinction between positive and negative causes might encourage philosophers and psychologists to revisit their views that causal and counterfactuals judgements are not analytically related and that causal and counterfactual reasoning are quite distinct forms of reasoning.
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� Strictly speaking, Lewis advanced another two counterfactual theories of causation, which developed his original theory in new ways. See his 1986 (Postscript E) and (2000 [2004]). In this paper I shall discuss only his earliest theory. 


� These are the conditions for non-vacuously. The counterfactual is vacuously true if there is no P-permitting sphere. 


� Lewis settles on a different analysis of similarity: see his 1979 [1986].  The analysis described here is an analysis that he dismisses because it builds in the temporal asymmetry of counterfactuals by fiat; and so is unsuitable in his view because it rules out the possibility of backwards causation. But since backwards causation is not an issue for us, we can safely settle on his second-best analysis.  


� The rule of inference Transitivity is not valid for counterfactuals: it does not follow from “If P were the case, Q would be the case” and “If Q were the case, R would be the case” that “If P were the case, R would be the case”. However, the following modified rule is valid: from the premises “If P were the case, Q would be the case” and “If P and Q were the case, R would be the case” to the conclusion “If P were the case, R would be the case.” See Lewis 1973a. 
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