University of Warwick, Department of Sociology, 2012/13

SO201: SSAASS Surveys and Statistics (Richard Lampard).

Week 12 Lecture: How to interrogate a multivariate analysis table 
(without having to read very much)
1. Dependent variable: Usually specified in table title or at the top of the table. Sometimes there is more than one dependent variable looked at in an article, or even in the same table. In this case they will always be in different columns so it’s easy to distinguish them and focus on one at a time.
2. Independent (and Control) variables: Usually listed down the left hand side of the table.

· When an independent variable is interval-ratio it is usually straightforward to think about: i.e. if ‘age’ is listed we can assume that what’s being examined is the effect of being a year older. 

· However when the variable is categorical it takes a bit of investigation. If ‘Female’ is listed, since there isn’t an amount of female-ness that can be quantified, what’s being tested is the effect of being female as opposed to male. In this instance ‘male’ is the ‘omitted’ or ‘reference’ category. This time it was easy to work out. But it’s not always so simple. Sometimes a set of categories like ‘Married’ ‘Cohabiting’ ‘Separated’ ‘Divorced’ and ‘Widowed’ are included (or geographical areas such as ‘Pacific region’ and ‘Southern region’). In this case there’s still an omitted category but it may not always jump out at you that this is ‘Single’ or ‘Other regions’. Therefore any effect that being married has on, for example, happiness or that being divorced has on happiness is in comparison to being single. If you’re confused about what the omitted category is, look back through the description of variables.
3. Is there an effect? Each independent or control variable will have numbers in its row. These numbers (usually described at the top of each column), describe the effects of this independent variable on the dependent variable. They may include:

· ‘B’ (or ‘b’). This is the coefficient. It tells you how big and in what direction the effect is: a minus means that as the independent variable increases (or a particular characteristic is present) the dependent variable decreases. No minus means that as the independent variable increases (or the characteristic is present) the dependent variable increases. (Note: sometimes, especially in logistic regression, the ‘size’ of b is not easy to interpret). 
If only one number is given on each row of a table you can assume it is the coefficient.
· p. This is the same as the p-value you’ve been looking at for a few weeks now. If p is less than 0.05, it is unlikely that the null hypothesis of no relationship (i.e. effect) is true. Therefore it looks like there is a significant relationship (i.e. something worth talking about). 
Sometimes authors use stars (asterisks) instead of giving the precise p-value. They will describe how they’ve done this in a note at the foot of a table. Sometimes they’ll just give a star (*) to every coefficient with a p-value < 0.05. Sometimes they’ll give a series of stars depending on the size of the p-value (i.e. * if p<0.05; ** if p<0.01; *** if p<0.001) – in other words the more stars the more convinced you should be that there is a relationship between the independent and dependent variable.  It is crucial to pay attention to p-values if you want to make sense of a table. In most situations, only independent variables that are significant have effects that (in terms of direction/size) are worth discussing.
· S.E. This is the standard error. If you’re given this you can work out your own p-values. But you probably don’t need to think much about it.
· Odds Ratio (O.R. or Exp(B)). These are sometimes used in presenting logistic regression tables. They are derived by exponentiating logistic regression coefficients and are easier to interpret than the Bs. The important thing to know is that if the independent variable has a positive effect the OR will be greater than one. If it has a negative effect the OR will be between 0 and 1. There are no negative numbers when you’re looking at ORs.

· Beta. These are the standardized coefficients (Bs) of each variable. They are used in multiple regression. Because the coefficients have been standardized to take into account the amounts of variation within the different variables, the sizes of these effects can be compared across variables to determine which variable has the biggest overall effect on the dependent variable. 
4. How much has been explained? The R2 value at the foot of the table will tell you how much variation in the dependent variable has been explained by the whole set of independent and control variables (this value varies between 0 and 1). The bigger it is the more that the researcher has accounted for; consequently, the less that is left unexplained. 
Critiquing Multivariate Analysis

There are different types of criticism that can be levelled at most multivariate analyses. It is important to recognise the type of criticism that you are making, and the consequences of it for the analysis that is being criticised.  

Types of Criticism:

1. That the researcher has mis-reported, or mis-represented the actual data that is presented in his/her tables. This requires the critic to correctly (re)interpret what is in the tables. And to discuss this.

2. hat relationships that the model describes (including insignificant relationships) could be produced or affected by one, or more than one, specific variable(s) that are not included in the model. This requires that the critic carefully draw out how the omitted variable(s) would be likely to affect the model, and the direction of potential biases that are created by their omission. It is not enough to say that a variable that may affect the dependent variable is omitted. What matters is how this omission is consequential for the findings in the analysis.

3. That variable(s) in the model are mis-specified. This requires that the critic describe the mis-specification and the likely effects that this mis-specification will have had on the validity and reliability of findings. This includes suggestions of how inclusion of a correctly specified variable would be likely to alter the findings presented in the original analysis (and discussion of what correct specification would involve). If re-specification is unlikely to have a very big effect it may be that this criticism is relatively trivial.
4. That the conceptualisation and operationalisation of one or more concepts is flawed. This is a criticism of whether findings relate to the conceptual discussion to which they are tied; whether they show what the researcher suggests that they are showing. This requires that the critic highlight both flaws in the conceptualisation/ operationalisation, and (ideally) that he/she also suggest what (if not the concepts suggested by the researcher) the findings may relate to (since the findings are showing patterns between variables). This criticism will probably either involve suggestions for superior methods of operationalisation or the argument that operationalisation of one or more of the variables is impossible (N.B. The latter argument must be justified).
5. That one or more of the assumptions of the multivariate technique used are not met. Here the critic needs to identify the assumptions that are being made and indicate what evidence they perceive there as being that there is sufficient deviation from one or more of these that the results may have been adversely affected.
6. That the sampling strategy and/or refusal rate has produced a biased representation of the study population and so the findings are unrepresentative. The particular direction of any biases identified should be made clear and/or suggestions about the differences to the findings that would be likely to result if an unbiased sample were collected need to be made.

7. That the historical/social specificity of the population sampled was not correctly or sufficiently considered. This relates to the question of bias, but refers more generally to the definition of the population and issues of context and structure. The specific nature and likely effects of any contextual circumstances should be made explicit, perhaps involving re-specification of the overall conceptual significance of the findings. 

8. That aspects of the data collection have biased the results. The likely direction/ effects of these biases should again be described with suggestions as to the likely findings had the data collection been less (or un-)biased. Suggestions for improved data collection are also relevant.
This is not an exhaustive list of possible criticisms, but it is likely to describe a large proportion of the criticisms that you may want to make. It is worth noting that many criticisms do not identify fatal flaws. Flawed aspects of any study may not detract to any great degree from findings that are interesting and relatively robust.
