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## Mongin (1995):
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Mongin \& P. (2020) give examples where agents satisfy hypotheses of GSS Pareto axiom because they update the same prior on different private information, but then "spuriously" agree on the probabilities of certain events.....
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However, clearly, the true state is $s$. So $\beta$ is actually the better choice.
Upshot: In some cases, GSS Pareto and linear pooling are not appropriate.
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This malfunction of the GSS theorem has a broader message.
Different belief-aggregation rules are suitable in different contexts.
The criteria that determine the best belief-aggregation rule might not be the criteria that determine the correct SWF.

The construction of a social welfare function is an ethical problem.
The construction of a collective belief is an epistemic problem.
There is no reason that these two problems should be solved by the same theorem, or even with the same data.

We will focus on the ethical problem, leaving the epistemic problem to be solved later by other methods.
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## The problem of heterogeneous ambiguity attitudes

Another concern. The aforementioned results all assume that all agents are expected utility maximizers.

Question. Can non-SEU ambiguity attitudes enter into group decisions?
Problem. Different agents might have different ambiguity attitudes. Such heterogeneity yields impossibility theorems (Chambers \& Hayashi 2006; Gajdos Tallon \& Vergnaud 2008; Mongin \& P. 2015; Zuber 2016).

Upshot. To satisfy ex ante Pareto, agents must be SEU maximizers.
Partial solution. Weaken the ex ante Pareto axiom (Alon \& Gayer 2016; Danan, Gajdos, Hill \& Tallon 2016; Qu 2015; Hayashi \& Lombardi 2019).

These papers characterize a SWF and a "linear" belief-aggregation rule. So they are vulnerable to the same objections as GSS (2004).

Also, they impose a particular ambiguity attitude on society (either in hypotheses or in conclusions).
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Goal. An approach to group decisions under uncertainty that is compatible with heterogeneity of beliefs and heterogeneity of ambiguity attitudes.

Idea. Use almost-objective uncertainty to formulate a weak Pareto axiom.

Main results. This axiom is both necessary and sufficient for the ex post social welfare function to be utilitarian -i.e. a weighted sum of the individual utility functions.

This holds for a variety of ambiguity attitudes.

And it does not impose any relationship between individual and collective beliefs, or between individual and collective ambiguity attitudes.

Overview.
I. Almost objective uncertainty.
II. Axioms and main result for SEU preferences.
III. Main result for non-SEU preferences.
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Let $\mathcal{R}$ be a collection of probability measures on $\mathcal{S}$.
Let $K \in \mathbb{N}$ and let $\mathbf{q} \in \Delta^{K}$.
For all $n \in \mathbb{N}$, let $\mathfrak{G}^{n}:=\left\{\mathcal{G}_{1}^{n}, \mathcal{G}_{2}^{n}, \ldots, \mathcal{G}_{K}^{n}\right\}$ be a $K$-element partition of $\mathcal{S}$.
Definition. The sequence of partitions $\left(\mathfrak{G}^{1}, \mathfrak{G}^{2}, \mathfrak{G}^{3}, \ldots \ldots\right)$ is $\mathcal{R}$-almostobjectively uncertain and subordinate to $\mathbf{q}$ if, for all $\rho \in \mathcal{R}$, we have

$$
\lim _{n \rightarrow \infty} \rho\left(\mathcal{G}_{1}^{n}\right)=q_{1}, \quad \lim _{n \rightarrow \infty} \rho\left(\mathcal{G}_{2}^{n}\right)=q_{2}, \ldots \ldots \lim _{n \rightarrow \infty} \rho\left(\mathcal{G}_{K}^{n}\right)=q_{K}
$$

Idea. The $\rho$-distribution of $\mathfrak{G}^{n}$ converges to $\mathbf{q}$ as $n \rightarrow \infty$, for all $\rho \in \mathcal{R}$.
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Proposition. Let $\mathcal{S}$ be any Polish space.
Let $\mathcal{R}$ be any tame set of probability measures on $\mathcal{S}$.
For any $K \in \mathbb{N}$ and $\mathbf{q} \in \Delta^{K}$, there is an $\mathcal{R}$-almost-objectively uncertain sequence of partitions of $\mathcal{S}$ that is subordinate to $\mathbf{q}$.
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III. Non-SEU decision theories

## Notation and terminology

## Recall.

$\mathcal{S}$ is the state space.
$\mathcal{X}$ is the outcome space.
$\mathcal{A}$ is the set of all acts (finitely valued measurable functions from $\mathcal{S}$ to $\mathcal{X}$ )
Let $\succeq$ be a preference order on $\mathcal{A}$.
A representation of $\succeq$ is a function $V: \mathcal{A} \longrightarrow \mathbb{R}$ such that

$$
\text { for all } \alpha, \beta \in \mathcal{A}, \quad(\alpha \succeq \beta) \quad \Longleftrightarrow \quad(V(\alpha) \geq V(\beta)) \text {. }
$$

## Generalized Hurwicz representations.

A representation $V$ is generalized Hurwicz (GH) if there is a convex set $\mathcal{P} \subset \Delta(\mathcal{S})$ and a bounded function $u: \mathcal{X} \longrightarrow \mathbb{R}$, such that for all $\alpha \in \mathcal{A}$,
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Defn. $V$ is compact if $\mathcal{P}$ is compact in the total variation norm on $\Delta(\mathcal{S})$.
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SOSEU representations have been axiomatically characterized by Klibanoff, Marinacci \& Mukerji (2005).
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Theorem 2. Let $\mathcal{S}$ be a Polish space.
Let $\mathcal{R}$ be a tame set of probability measures on $\mathcal{S}$.
For all $j \in \mathcal{J}$, let $\succeq_{j}$ be a preference order on $\mathcal{A}$, such that either

- $\succeq_{j}$ has a compact $G H$ representation with $\mathcal{P}_{j} \subseteq \mathcal{R}$; or
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## Utilitarianism with state-dependent utilities
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## Conclusion

We have introduced a new Almost-objective Pareto axiom.
It is based on asymptotic preferences along sequences of acts that exhibit "almost objective uncertainty".

For agents with a variety of SEU or non-SEU preferences, with beliefs in a tame collection of probability measures on any Polish space, Almost-objective Pareto implies utilitarianism.

This result imposes no restrictions on the agents' beliefs.
And it allows heterogeneous ambiguity attitudes.

Thank you.

