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Abstract

In a present-value model with time-varying risks, we develop a latent variable approach to estimate expected market returns and dividend growth consistently with the conditional risk features implied by present-value constraints. We find a time-varying expected dividend growth and expected return, but while the explained fraction of dividend variability is low the predicted portion of return variation is large. Expected dividend growth is more persistent than expected returns and generates large price-dividend ratio components that mask the predictive power for future returns. The model implies (i) predictive regressions consistent with a weak return predictability and a missing dividend predictability by aggregate price-dividend ratios, (ii) predictable market volatilities, (iii) volatile and often counter-cyclical Sharpe ratios, (iv) a time-varying and on average increasing term structure of stock market risk and (v) stocks that can appear as less volatile in the long run using standard testing procedures. These findings show the importance of controlling for time-varying risks and the potential long-run effect of persistent dividend forecasts when studying predictive relations.
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1 Introduction

We propose a latent variable framework with time-varying risks, to estimate expected market returns and dividend growth rates consistently with the conditional risk restrictions of present-value models. This approach aggregates information from the history of dividend growth, price-dividend ratios and market volatilities, and uncovers expected returns and dividend growth rates coherently with the conditional risk features of dividends and returns. Given exogenous latent processes for expected market returns, expected aggregate dividend growth and the variance-covariance structure of dividends and returns, we specify a Campbell and Shiller (1988) present-value model that constraints the conditional risk structure of expected return and dividend shocks, together with the implied price-dividend ratio dynamics. We finally apply a Kalman filter to estimate the model by Quasi Maximum Likelihood (QML).

We find that expected dividend growth and expected returns are both time-varying, but while expected dividend growth explains a negligible fraction of actual dividend growth (with average model-implied $R^2$ values below 1%), expected returns explain a large portion of future returns (with average model-implied $R^2$ values of about 50%). Estimated expected dividend growth is more persistent than expected returns and gives rise to a large price-dividend ratio component that masks the predictive power of valuation ratios for future returns. These findings have important economic implications. First, they produce a sharp statistical evidence for return predictability. Second, they highlight the potential presence of expected dividend growth components that are substantially more persistent than expected returns. Third, they stress the importance of accounting for persistent dividend forecasts and their long-run effects when predicting future returns with the price-dividend ratio. Using our present-value model with time-varying risks, we also uncover the potential implications of these predictive structures for the long-horizon predictability of market returns and the term structure of market risks. First, we find that the lower persistence of expected market returns is linked to a weaker model-implied predictability at longer horizons. Second, we observe that the larger uncertainty about future expected returns produces a model-implied term structure of risks that is often upward sloping and sometimes hump-shaped.
Using Monte Carlo simulations, we show that, despite the large estimated degree of return predictability, our model is broadly consistent with (i) the weak statistical evidence of return predictability in predictive regressions with aggregate price-dividend ratios, (ii) the even weaker evidence of dividend growth predictability at yearly horizons, (iii) a low real-time predictability of stock returns, (iv) predictable market risks, (v) volatile and often counter-cyclical Sharpe ratios, (vi) a stronger evidence of return predictability using long-horizon predictive regressions and (vii) a decreasing term structure of market risks, uncovered by variance ratio tests or multi-period ahead iterated VAR forecasts. Finally, we find that while the predictive power of price-dividend ratios for future returns is low and time-varying, the forecasting power of price-dividend ratios adjusted for the hidden expected dividend growth component is large and more stable over time.

Our approach builds on the recent literature advocating the use of present-value models to jointly uncover market expectations for returns and dividends, including Menzly, Santos, and Veronesi (2004), Lettau and Ludvigson (2005), Ang and Bekaert (2007), Lettau and Van Nieuwerburgh (2008), Campbell and Thompson (2008), Pastor, Sinha, and Swaminathan (2008), Rychkov (2008), Cochrane (2008a), Cochrane (2008b), Ferreira and Santa-Clara (2010) and van Binsbergen and Koijen (2010), among others. We add to this literature by introducing a tractable present-value model incorporating the latent time-varying features of return and dividend risks, in which we study the implications for the identification of potentially persistent dividend growth components, the detection of predictive relations and the estimation of time-varying risk features.

Using our modeling framework, we reconcile a number of predictive regression findings in the literature. First, we show that large time-varying expected return components are compatible with the weak in-sample predictability of market returns by aggregate price-dividend ratios, as well as with both predictable market risks and high Sharpe ratio volatilities. Second, we show that our findings are consistent with Goyal and Welch (2008) observation that aggregate price-dividend ratios have no additional out-of-sample predictive power for market returns, relative to a straightforward sample mean forecast. Third, our results indicate that a present-value model with time-varying risks is able to identify persistent dividend components in price-dividend ratios, which can be related to the long-run implications of expected dividend growth, studied in Bansal and Yaron.
(2004), Lettau and Ludvigson (2005) and Menzly, Santos, and Veronesi (2004), among others. In contrast, the model with constant risks tends to identify a less persistent expected dividend growth process, which explains a large fraction of future dividend growth (with average model-implied $R^2$ values of about 99%). Fourth, the persistent dividend component in price-dividend ratios is responsible for the weak and time-varying predictability evidence of standard predictive regressions. We show that price-dividend ratios adjusted by this component produce a strong and more robust evidence in favour of return predictability, by eliminating a large fraction of the time-instabilities noted by Lettau and Van Niewerburgh (2008), among others, within standard predictive regression models.\footnote{This last finding supports the intuition, put forward in Lacerda and Santa-Clara (2010), among others, that price-dividend-ratios adjusted by a smooth real-time proxy of dividend expectations can have a large and more robust predictive power for future returns.} Fifth, a framework featuring time-varying risks can potentially help to reconcile some of the implications for the term structure of market risks and the long-horizon predictability features. Our findings show that even if from an investor’s perspective the average term structure of market risks can be increasing, as motivated, e.g., by Pastor and Stambaugh (2010),\footnote{In a Bayesian predictive regression setting with time-varying expected returns and volatility, Johannes, Korteweg, and Polson (2011) also find a sometimes increasing term structure of market risk.} the term structure of risks uncovered by multi-period ahead VAR forecasts can be decreasing, as shown, e.g., in Campbell and Viceira (2005). Similarly, even if the term structure of long-horizon predictability can be decreasing from an investor’s perspective, the one uncovered by multi-period ahead VAR forecasts can be increasing, as emphasized, e.g., by Cochrane (2008a). Finally, we provide independent evidence on the importance of time-varying risk features to uncover predictive return relations within present-value models. Using a particle filter approach, Johannes, Korteweg, and Polson (2011) estimate a set of Bayesian predictive regressions of market returns on aggregate payout yields. They show that models with return predictability and time-varying risks can produce a large additional economic value, from the perspective of a Constant Relative Risk Aversion investor maximizing the predictive utility of her terminal wealth. In contrast, models with constant risks imply no substantial economic gain in incorporating predictability features. Consistently with these findings, our model estimates a large degree of return predictability, which is hardly uncovered by the setting
with constant risks.

The paper proceeds as follows. Section 2 introduces our present-value model with
time-varying return and dividend risks. In Section 3, we discuss our data set and the
estimation strategy, while Section 4 presents estimation results. In Section 5, we analyse
the model implications and show that they are consistent with a number of predictive
regression findings in the literature. Section 6 discusses additional implications of the
model and Section 7 concludes.

2 Present-Value Model

As shown in Cochrane (2008a), among others, dividend growth and returns are better
studied jointly in order to understand their predictability features. Following Campbell
and Shiller (1988), this section introduces a present-value model with time-varying risks
for the joint dynamics of aggregate dividends and market returns. We denote by
\[ r_{t+1} \equiv \log \left( \frac{P_{t+1} + D_{t+1}}{P_t} \right), \]
the cum-dividend log market return, and by
\[ \Delta d_{t+1} \equiv \log \left( \frac{D_{t+1}}{D_t} \right), \]
the aggregate log dividend growth. Expected return and dividend growth, conditional
on investors’ information set at time \( t \), are denoted by \( \mu_t \equiv E_t[r_{t+1}] \) and \( g_t \equiv E_t[\Delta d_{t+1}] \),
respectively, while the conditional variance-covariance or returns and dividend growth is
denoted by \( \Sigma_t \).

\[ \mu_t, g_t \text{ and } \Sigma_t \text{ follow exogenous latent processes that model the time-varying second-order structure of returns and dividends:} \]
\[
\begin{pmatrix}
\Delta d_{t+1} \\
r_{t+1}
\end{pmatrix}
= \begin{pmatrix}
g_t \\
\mu_t
\end{pmatrix}
+ \Sigma_t^{1/2}
\begin{pmatrix}
\varepsilon_{t+1}^D \\
\varepsilon_{t+1}^r
\end{pmatrix},
\]
where \( (\varepsilon_{t+1}^D, \varepsilon_{t+1}^r) \) is a bivariate iid process. Expected returns and expected dividends
follow simple linear autoregressive processes, allowing for the potential presence of a

\begin{align*}
g_{t+1} &= \gamma_0 + \gamma_1 (g_t - \gamma_0) + \varepsilon_{t+1}^g, \\
\mu_{t+1} &= \delta_0 + \delta_1 (\mu_t - \delta_0) + tr(\Lambda(\Sigma_t - \mu^\Sigma)) + \varepsilon_{t+1}^\mu, \tag{2}
\end{align*}

with real valued parameters $\gamma_0, \gamma_1, \delta_0, \delta_1$ and symmetric $2 \times 2$ parameter matrices $\Lambda$ and $\mu^\Sigma$. $tr(.)$ denotes the trace of a matrix, i.e., the sum of its diagonal components. Parameter $\mu^\Sigma$ is the unconditional mean of stationary variance-covariance process $\Sigma_t$, while parameter $\Lambda$ captures the potential presence of a risk-in-mean effect linked to the time-varying risks of returns and dividends. Shocks $(\varepsilon_{t+1}^g, \varepsilon_{t+1}^\mu)'$ have zero conditional means, but they feature a potentially time-varying risk structure, which has to be consistent with the present-value constraints imposed on the dynamics of dividends, returns and price-dividend ratios, discussed in detail below. The case $\Lambda = 0$ corresponds to a model with no risk-in-mean effect. In this case, the conditional mean of $(g_{t+1}, \mu_{t+1})$ has a simple linear autoregressive structure. However, process $(g_{t+1}, \mu_{t+1})$ does not follow a standard linear autoregressive process with constant risk, as for instance the one studied in van Binsbergen and Koijen (2010), because also in this case shocks $(\varepsilon_{t+1}^g, \varepsilon_{t+1}^\mu)'$ feature a degree of heteroskedasticity, induced by present-value constraints when $\Sigma_t$ is time-varying.

We specify the dynamics of $\Sigma_t$ by a simple autoregressive process that implies tractable price-dividend ratio formulas also in presence of a risk-in-mean effect. Precisely, we assume that $\Sigma_t$ follows a Wishart process of order one (see Gourieroux, Jasiak, and Sufana (2009) and Gourieroux (2006)):

\begin{equation}
\Sigma_{t+1} = M \Sigma_t M' + k V + \nu_{t+1}, \tag{4}
\end{equation}

with integer degrees of freedom $k > 1$, a $2 \times 2$ matrix $M$ of autoregressive parameters and a $2 \times 2$ symmetric and positive-definite volatility of volatility matrix $V$. Note that for
\[ k > n - 1 \] process \( \Sigma_t \) takes positive semi-definite values, making dynamics (4) a naturally suited model for multivariate time-varying risks. The conditional distribution of \( \Sigma_{t+1} \) is Wishart and completely characterized by the (affine) Laplace transform:

\[
\Psi_t(\Gamma) = E_t[\exp Tr(\Gamma \Sigma_{t+1})] = \frac{\exp Tr[M \Gamma (I_2 - 2V \Gamma)^{-1} M \Sigma_t]}{[\det (I_2 - 2V \Gamma)]^{k/2}},
\]

which implicitly defines the conditional distribution of zero mean \( 2 \times 2 \) error term \( \nu_{t+1} \) in model (4). Under process (4), the unconditional mean \( \mu^\Sigma \) is the unique solution of the (implicit) steady state equation:

\[
\mu^\Sigma = kV + M \mu^\Sigma M'.
\]

Finally, it can be shown that the dynamic dependence structure between risk factors in this model is quite flexible, with, e.g., both conditional and unconditional correlations that are unrestricted in sign.

2.1 Price-dividend ratio

Let \( pd_t \equiv \log \frac{P_t}{D_t} \) denote the log price-dividend ratio. To derive the expression for the price-dividend ratio implied by our model, we follow Campbell and Shiller (1988) log linearization approach:

\[
r_{t+1} \simeq \kappa + \rho pd_{t+1} + \Delta d_{t+1} - pd_t,
\]

where \( \bar{pd} = E[pd_t] \), \( \kappa = \log(1+\exp(\bar{pd})) - \rho \bar{pd} \) and \( \rho = \frac{\exp(\bar{pd})}{1+\exp(\bar{pd})} \). By iterating this equation using dynamics (2)-(4), we obtain a log price-dividend ratio that is an affine function of \( \mu_t, g_t \) and \( \Sigma_t \). For convenience of interpretations and in order to obtain \( pd_t \) expressions that are easily manageable in our Kalman filter estimation, we directly express \( pd_t \) as an affine function of a demeaned expected return and dividend growth (\( \hat{\mu}_t = \mu_t - \delta_0 \) and \( \hat{g}_t = g_t - \gamma_0 \)) and a demeaned half vectorized covariance matrix (\( \hat{\Sigma}_t = \text{vech}(\Sigma_t - \mu^\Sigma) \)).

**Proposition 1 (Price-dividend ratio)** Under model (1)-(4), the log price-dividend ratio takes the affine form:

\[
pd_t = A - B_1 \hat{\mu}_t + B_2 \hat{g}_t + B_3 \hat{\Sigma}_t,
\]
with

\[ A = \frac{\kappa + \gamma_0 - \delta_0}{1 - \rho}, \]  

(9)

\[ B_1 = \frac{1}{1 - \rho\delta_1}, \]  

(10)

\[ B_2 = \frac{1}{1 - \rho\gamma_1}, \]  

(11)

and \(1 \times 3\) vector \(B_3\), which depends only on parameters \(\rho, \delta_1, \Lambda, M\) through an expression given explicitly in Appendix A.2.

Price-dividend ratio \(pd_t\) is an affine function of expected returns, expected dividend growth and dividend-return variance-covariance risk. The dependence of \(pd_t\) on covariance matrix \(\Sigma_t\) reflects the potential presence of a risk-in-mean effect when \(\Lambda \neq 0\). According to intuition, \(pd_t\) is decreasing in expected returns and increasing in expected dividend growth. The dependence on \(\Sigma_t\) is more ambiguous and depends on parameters that jointly affect the expected return, expected dividend and variance-covariance risk dynamics.

### 2.2 Time-varying risks in the present-value model

For Quasi Maximum Likelihood estimation with a Kalman Filter, we assume independence between shocks to returns and dividends \((\epsilon_{t+1}^D, \epsilon_{t+1}^r)'\) and shocks to time-varying risk \(\nu_{t+1}\), in equations (1) and (4), respectively, where we assume \((\epsilon_{t+1}^D, \epsilon_{t+1}^r)'\) to follow a bivariate standard normal distribution.

Time-varying risks in dynamics (1) and (4) have implications for the conditional risk features of expected returns and expected dividend growth in equations (2) and (3) of our present-value model. Let

\[ \tilde{\epsilon}_{t+1}^D = \epsilon_{t+1}^D \Sigma_t^{1/2} \begin{pmatrix} \epsilon_{t+1}^D \\ \epsilon_{t+1}^r \end{pmatrix} \]  

(12)

and

\[ \tilde{\epsilon}_{t+1}^r = \epsilon_{t+1}^r \Sigma_t^{1/2} \begin{pmatrix} \epsilon_{t+1}^D \\ \epsilon_{t+1}^r \end{pmatrix} \]  

(13)
be the total shocks to dividends and returns in dynamics (1), where \( e_i \) denotes the \( i \)-th unit vector in \( \mathbb{R}^2 \). Campbell and Shiller (1988) approximation (7) implies, together with the explicit \( PD \) expression (8):

\[
\tilde{\varepsilon}^{r}_{t+1} = \tilde{\varepsilon}^{D}_{t+1} + \rho \varepsilon^{pd}_{t+1},
\]

(14)

and

\[
\varepsilon^{pd}_{t+1} = B_2 \varepsilon^{g}_{t+1} - B_1 \varepsilon^{\mu}_{t+1} + B_3 \varepsilon^{\Sigma}_{t+1},
\]

(15)

where \( \varepsilon^{\Sigma}_{t+1} = vech(\nu_{t+1}) \). The redundancy of return shocks in equation (14) implies that the state dynamics of our present-value model (1)-(4), can be fully described by the joint dynamics of state vector \((\Delta d_{t+1},pd_{t+1},\dot{\Sigma}_{t},\dot{g}_{t},\dot{\mu}_{t})\). Moreover, equation (15) implies that the distribution of the shocks in expected returns and expected dividends is constrained: One of the shocks \( \varepsilon^{g}_{t+1} \) or \( \varepsilon^{\mu}_{t+1} \) can be defined as a linear combination of the others and an identification assumption has to be imposed.

For identification purposes, we assume that \( \varepsilon^{g}_{t+1} \) is independent of \((\tilde{\varepsilon}^{D}_{t+1}, \tilde{\varepsilon}^{r}_{t+1})'\) and distributed as \( N(0, \sigma^2_g) \). Under this assumption, the conditional variance of return expectation shock

\[
\varepsilon^{\mu}_{t+1} = \frac{1}{\rho B_1} (\tilde{\varepsilon}^{D}_{t+1} - \tilde{\varepsilon}^{r}_{t+1} + \rho B_2 \varepsilon^{g}_{t+1} + \rho B_3 \varepsilon^{\Sigma}_{t+1})
\]

(16)

can be computed explicitly:

\[
Var_t(\varepsilon^{\mu}_{t+1}) = \frac{1}{(\rho B_1)^2} (\Sigma_{11,t} + \Sigma_{22,t} - 2 \Sigma_{12,t}) + \left( \frac{B_2}{B_1} \right)^2 \sigma^2_g + \frac{1}{B_1^2} B_3 Var_t(\varepsilon^{\Sigma}_{t+1}) B_3',
\]

(17)

where time-varying \( 3 \times 3 \) covariance matrix \( Var_t(\varepsilon^{\Sigma}_{t+1}) \) is an affine function of \( \Sigma_t \), given in closed-form in Appendix A.1.

In summary, the variance-covariance matrix for the vector of shocks \((\tilde{\varepsilon}^{D}, \tilde{\varepsilon}^{r}, \varepsilon^{g}, \varepsilon^{\Sigma})'\) in our present-value model is given by:

\[
Q_t = \begin{bmatrix}
\Sigma_t & 0_{2 \times 1} & 0_{2 \times 3} \\
0_{1 \times 2} & \sigma^2_g & 0_{1 \times 3} \\
0_{3 \times 2} & 0_{2 \times 1} & Var_t(\varepsilon^{\Sigma}_{t+1})
\end{bmatrix}.
\]

(18)

3 Data and Estimation Strategy

This section describes our data set and introduces our estimation strategy based on a Quasi Maximum Likelihood estimation with a Kalman filter.
3.1 Data

We obtain the with-dividend and without dividend monthly returns on the value-weighted portfolio of all NYSE, Amex and Nasdaq stocks from January 1946 until December 2009 from the Center for Research in Security Prices (CRSP). We use this data to construct annual series of aggregate dividends and prices. We assume that monthly dividends are reinvested in 30-day T-bills and obtain annual series for cash-reinvested log dividend growth. Data on 30-day T-bill rates are also obtained from CRSP.

In order to produce useful information to identify latent time-varying risk components in our present-value model, we consider proxies for the yearly realized volatility of market returns, which can be measured with a moderate estimation error, because market returns are available on a daily frequency. We download daily returns of the value-weighted portfolio of all NYSE, Amex and Nasdaq stocks from 1946 until the end of 2009 from CRSP, and compute a proxy for the yearly realized return variance as the sum of squared daily market returns over the corresponding year:

\[ RV_t = \sum_{i=1}^{N_t} r_{i,t}^2, \]

where \( r_{i,t} \) is the market return on day \( i \) of year \( t \) and \( N_t \) is the number of return observations in year \( t \). We do not correct for autocorrelation effects in daily returns (see French, Schwert, and Stambaugh (1987)) nor we subtract the sample mean from each daily return (see Schwert (1989)), since we found the impact of these adjustments to be negligible.

3.2 State space representation

The relevant state variables in model (1)-(4) are the expected return and dividend growth \( \mu_t, g_t \) and variance-covariance matrix \( \Sigma_t \). We propose a Kalman filter to estimate the model parameters together with the values of these latent states. To this end, we cast the model in state space form, using demeaned state variables \( \hat{\mu}_t, \hat{g}_t \) and \( \hat{\Sigma}_t \) defined in Section 2.1. In this way, we obtain the following linear transition dynamics with heteroskedastic error terms for present-value model (1)-(4):

\[ \hat{g}_{t+1} = \gamma_1 \hat{g}_t + \varepsilon_{\hat{g},t+1}, \]
\[
\begin{align*}
\hat{\mu}_{t+1} &= \delta_t \hat{\mu}_t + N' \hat{\Sigma}_t + \varepsilon^\mu_{t+1}, \\
\hat{\Sigma}_{t+1} &= S \hat{\Sigma}_t + \varepsilon^\Sigma_{t+1},
\end{align*}
\]

where \(1 \times 3\) vector \(N\) is a function only of parameter \(\Lambda\) and \(3 \times 3\) matrix \(S\) is a function only of parameter \(M\), both specified explicitly in Appendix A.1.

Observable variables in our model are dividend growth \(\Delta d_{t+1}\), the price-dividend ratio \(pd_{t+1}\) and the market realized volatility \(RV_{t+1}\). Note that while the market return \(r_{t+1}\) produces redundant information, relative to linear combinations of \(\Delta d_{t+1}\) and \(pd_{t+1}\), the market realized volatility produces useful information to identify time-varying risk structures, summarized by state \(\hat{\Sigma}_t\). This is a sharp difference of our setting, relative to present-value models with constant risks, in which dividend growth and price-dividend ratio provide sufficient information to identify the latent state dynamics.

Measurement equations for \(\Delta d_{t+1}\), \(pd_{t+1}\), \(RV_{t+1}\) are derived from the model-implied expressions for dividend growth, price-dividend ratio and the conditional variance of returns. The measurement equation for dividend growth follows from the first row of dynamics (1):

\[
\Delta d_{t+1} = \gamma_0 + \hat{g}_t + \varepsilon^D_{t+1}.
\] (19)

To obtain a measurement equation for the market realized variance, we model the conditional variance of market returns, \(\Sigma_{22,t}\), as an unbiased predictor of \(RV_{t+1}\):

\[
RV_{t+1} = \Sigma_{22,t} + \varepsilon^{RV}_{t+1} = \mu^{\Sigma}_{22} + (0 \ 0 \ 1) \hat{\Sigma}_t + \varepsilon^{RV}_{t+1},
\] (20)

where the measurement error is such that \(\varepsilon^{RV}_{t+1} \sim iidN(0, \sigma_{RV}^2)\).

The measurement equation for the log price-dividend ratio in equation (8) contains no error term. As shown by van Binsbergen and Koijen (2010), this feature can be exploited to reduce the number of transition equations in the model. By substituting the equation for \(pd_t\) in the measurement equation for dividend growth, we arrive at a final system with two transition equations (one of which is vector valued),

\[
\begin{align*}
\hat{\mu}_{t+1} &= \delta_t \hat{\mu}_t + N' \hat{\Sigma}_t + \varepsilon^\mu_{t+1}, \\
\hat{\Sigma}_{t+1} &= S \hat{\Sigma}_t + \varepsilon^\Sigma_{t+1},
\end{align*}
\] (21) (22)
and three measurement equations:

\[
\Delta d_{t+1} = \gamma_0 + \frac{1}{B_2} \left( pd_t - A + B_1 \hat{\mu}_t - B_3 \hat{\Sigma}_t \right) + \tilde{\epsilon}^D_{t+1}, \tag{23}
\]

\[
RV_{t+1} = \mu_{22} + (0 \ 0 \ 1) \hat{\Sigma}_t + \tilde{\epsilon}^{RV}_{t+1}, \tag{24}
\]

\[
pd_{t+1} = (1 - \gamma_1) A + B_1 (\gamma_1 - \delta_1) \hat{\mu}_t + [B_3 (S - \gamma_1 I_3) - B_1 N'] \hat{\Sigma}_t + \gamma_1 pd_t + B_2 \tilde{\epsilon}^g_{t+1} - B_1 \tilde{\epsilon}^\mu_{t+1} + B_3 \tilde{\epsilon}^\Sigma_{t+1}. \tag{25}
\]

We use the Kalman filter to derive the likelihood of the model and we estimate it using QML. The parameters to be estimated are the following:

\[\Theta = (\gamma_0, \delta_0, \gamma_1, \delta_1, M, k, V, \sigma_g, \sigma_{RV}).\]

For identification purposes, we impose some parameter constraints. \(M\) is assumed lower triangular, with positive diagonal elements less than one. \(V\) is assumed diagonal with positive components and \(k \geq 2\) is integer. Parameters \(\delta_1\) and \(\gamma_1\) are bounded to be less than one in absolute value, while \(\sigma_g\) and \(\sigma_{RV}\) are constrained to be positive. Overall, the most general version of our present-value model contains 15 parameters. A restricted model with no risk-in-mean effect \((\Lambda = 0)\) implies 12 parameters to estimate. Details on the estimation procedure are presented in Appendix B.

### 4 Results

We estimate our model and consider first the case where no risk-in-mean effect is present \((\Lambda = 0)\). This is useful, because in this case the dependence of price-dividend ratio \(pd_t\) on \(\hat{\mu}_t\) and \(\hat{g}_t\) in Proposition 1 is identical to the dependence obtained in the model with constant dividend and return risks. Thus, this setting allows us to obtain simple interpretations for the additional effect of time-varying risks on dividend and return predictability features. We discuss the estimation results for the general model in Section 6.3.4

\[^4\text{Estimation results for the general model show that a risk-in-mean effect with } \Lambda \neq 0 \text{ has mainly implications for the predictive properties of the return volatility, but less so for the main return and dividend predictability features. Therefore, in order to discuss dividend and return predictability properties, we focus on the case } \Lambda = 0.\]
We focus on the structural quantification of the predictability implications of present-value models with time-varying risks, i.e., the characterization of the dynamic features of processes $\mu_t$, $g_t$ and $\Sigma_t$ for expected returns, expected dividend growth and time-varying risks. First, we quantify the estimated degree of model-implied predictability for returns, dividend growth and return volatility. Second, we study the resulting decomposition of price-dividend ratios in terms of expected dividend and return shocks, as well as the distinct price-dividend ratio persistence profiles generated. Third, we analyse the implications of the estimated price-dividend ratio decomposition for the predictability features of returns and dividends by aggregate valuation ratios. Fourth, we quantify the degree of variability in the risk-return profile generated by the model, relative to a benchmark with constant risks.

4.1 Estimation results

Table 1, Panel A, presents our QML estimation results for present-value model (21)-(25). The value of the quasi log-likelihood is $848.46$. We can formally reject the null hypothesis that expected returns or expected dividends are constant (i.e. $\delta_1, \gamma_1 = 0$ or $1$ and $\sigma_g = 0$) at conventional significance levels. The unconditional expected log return is $\delta_0 = 7.4\%$, while the unconditional expected growth rate of dividends is $\gamma_0 = 7.1\%$. Expected dividend growth features an autoregressive root $\gamma_1$ near to one and a low conditional variance $\sigma_g$, which is an indication of a highly persistent process. Expected returns are persistent, but less persistent than expected dividend growth, with an autoregressive root $\delta_1 = 0.541$. For comparison, the estimated persistency of expected returns (expected dividend growth) in a model with constant risk is larger (lower), with an estimated root $\delta_1 = 0.923$ ($\gamma_1 = 0.368$). Estimation results also indicate persistent dividend and

---

5 Parameter standard errors are obtained using the circular block-bootstrap of Politis and Romano (1992), in order to account for the potential serial correlation in the data. We use eight years blocks. Results are unchanged using the stationary bootstrap in Politis and Romano (1994).

6 To derive the implications for the model with constant risks, we estimate the model in van Binsbergen and Koijen (2010) for the case of cash-reinvested dividends, using data for the sample period 1946-2009. Our parameter estimates are very similar to their ones, which are based on the sample period 1946-2007. Detailed estimation results are given in Table II of the Supplemental Appendix, which is available from the authors on request.
return risks. The autoregressive matrix $M$ in the risk dynamics (4) features both a quite persistent and a less persistent component, with estimated eigenvalues $M_{11} = 0.184$ and $M_{22} = 0.994$, respectively, and a slightly negative out-of-diagonal element $M_{21} = -0.124$. The low estimated degrees of freedom parameter $k = 2$ indicates a fat tailed distribution for the components of $\Sigma_t$.

In the Supplemental Appendix, which is available from the authors on request, we analyse the robustness of our empirical results to different choices of data sources and sample period. In particular, we present estimation results using yearly S&P index data from 1946 to 2008 and CRSP value-weighted index data from 1927 to 2010, respectively. We show that parameter estimates are qualitatively similar and the conclusions of our analysis do not change. The only sharp difference is found for the pre-war sample, in which filtered expected dividend growth is slightly less persistent and much more volatile, giving rise to a large degree of dividend growth predictability. We also show that our conclusions are robust to the use of total payout (dividend plus repurchases) instead of cash dividends.

### 4.2 Basic predictability features

In order to quantify the degree of predictability implied by present-value model (1)-(4), we can measure the fraction of variability in $r_t$, $\Delta d_t$ and $RV_t$ explained by $\mu_{t-1}$, $g_{t-1}$ and $\Sigma_{22,t-1}$, respectively. Let $I_t$ denote the econometrician’s information set at time $t$, generated by the history of dividends, price-dividend ratios and realized volatilities up to time $t$. Given estimated parameter $\hat{\Theta}$, the Kalman filter provides expressions to compute smoothed efficient estimates $\hat{\mu}_{t-1,t} = E[\mu_{t-1}|I_t]$, $\hat{g}_{t-1,t} = E[g_{t-1}|I_t]$ and $\hat{\Sigma}_{t-1,t} = E[\Sigma_{t-1}|I_t]$ of the unknown latent states.\footnote{Since our focus is on quantifying the actual degree of predictability in the present-value model with time-varying risks, we use smoothed estimates, rather than prediction estimates $\hat{\mu}_{t-1,t-1} = E[\mu_{t-1}|I_{t-1}]$, $\hat{g}_{t-1,t-1} = E[g_{t-1}|I_{t-1}]$ and $\hat{\Sigma}_{t-1,t-1} = E[\Sigma_{t-1}|I_{t-1}]$ to estimate the latent states. Unreported simulations and the results in Section 5.3 show that, especially for less persistent state processes, the degree of predictability estimated using prediction Kalman estimates in finite samples can be quite different from the true model-implied one.}

We present in Figure 1 the estimated expected return, expected dividend growth and return variance implied by our present-value model. In
each panel, we also plot the fitted values of an OLS regression of $r_t$, $\Delta d_t$ and $RV_t$ on the lagged log price-dividend ratio, as well as the actual value of these variables.\(^8\)

The first panel in Figure 1 highlights apparent differences between the expected returns estimated by our present-value model and those of a standard predictive regression: The model-implied expected return varies more over time and follows more closely the actual returns. A different figure arises for dividend growth in the second panel of Figure 1, where the expected dividend growth estimated by the present-value model is very smooth, but the one implied by the predictive regression is (slightly) more time-varying. These findings are consistent with the different persistence features of expected return and dividend growth estimated by the present-value model with time-varying risks. Finally, the third panel in Figure 1 shows that the filtered conditional variance of returns estimated by the model is a quite good predictor of future realized variances, consistently with the large evidence of predictability in returns second moments produced by the literature.

Figure 1 indicates that the fraction of actual returns and dividend growth explained by the present-value model is very different. We can quantify the degree of predictability in returns, dividend growth and returns variance within our present-value model and a standard predictive regression, by the following sample $R^2$ goodness-of-fit measures:

$$R^2_{\text{Ret}} = 1 - \frac{\text{Var}(r_{t+1} - \mu_t)}{\text{Var}(r_{t+1})},$$  \hspace{1cm} (26)

$$R^2_{\text{Div}} = 1 - \frac{\text{Var}(\Delta d_{t+1} - g_t)}{\text{Var}(\Delta d_{t+1})},$$  \hspace{1cm} (27)

$$R^2_{\text{RV}} = 1 - \frac{\text{Var}(RV_{t+1} - \Sigma_{22,t})}{\text{Var}(RV_{t+1})},$$  \hspace{1cm} (28)

where $\text{Var}$ denotes sample variances and $\mu_t$, $g_t$, $\Sigma_{22,t}$ are, with a slight abuse of notation, the estimated expected return, expected dividend growth and conditional return variance in the present-value model and the standard predictive regression model, respectively.

The results in Table 2 show that the estimated $R^2$ for returns in the present-value model is about 63.8%. The estimated $R^2$ for dividends is about −0.6%, while the one

\(^8\)The predictive regression for returns takes the form $r_{t+1} = a_r + b_r pd_t + \epsilon^t_{r,t+1}$. The predictive regression for dividend growth is $\Delta d_{t+1} = a_d + b_d pd_t + \epsilon^d_{t+1}$. The one for realized variance is $RV_{t+1} = a_{RV} + b_{RV} pd_t + \epsilon^RV_{t+1}$. 
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for the realized variance of returns is about 47.1%. Therefore, while expected returns and conditional variances of returns seem to explain a large fraction of actual returns and realized variances in our model, the fraction of dividend growth explained is very small. The predictability results of standard predictive regressions are consistent with the evidence in the literature. While the $R^2$ for returns is about 10.5%, the one for dividends is about 1.1%. Finally, the $R^2$ of predictive regressions for realized variance is about 12.2%. In summary, according to the results for the present-value model with time-varying risks, there seems to exist a large potential degree of predictability in returns and their realized variances, larger than the one suggested by standard predictive regressions. In contrast, while our present-value model implies a persistent estimated expected dividend growth, the actual fraction of dividend growth explained seems to be small.

4.2.1 Decomposition of the price-dividend ratio

According to Proposition 1, estimated parameters in Table 1 have important consequences for the decomposition of price-dividend ratios into an expected return and an expected dividend growth component, as well as for the relative impact of shocks to expected returns and dividend growth on price-dividend ratios. This decomposition is important, because it allows us to better understand to which degree variations in price-dividend ratios can reflect variations in expected return or expected dividend growth. According to the estimated parameters in Panel B of Table 1, the expected return (expected dividend growth) loads negatively (positively) on price-dividend ratios, with an estimated coefficient $-B_1 = -2.171$ ($B_2 = 143.19$). Therefore, the small and smooth expected dividend growth component has a large loading on the model-implied price-dividend ratio. This large loading is associated with a large fraction of the price-dividend ratio that is driven by expected dividend growth shocks. Using equation (8), Figure 2 decomposes demeaned price-dividend ratios $(pd_t - A)$ in their estimated expected return and dividend growth components $-B_1\hat{\mu}_{t,t+1}$ and $B_2\hat{g}_{t,t+1}$, respectively. Figure 2 shows that, even if estimated expected dividend growth is small and not moving much, it generates large and persistent price-dividend ratio variations over time. To quantify the degree of unconditional

9Recall that in the present-value model (1)-(4) with $\Lambda = 0$, conditional variances and covariances $\Sigma_t$ of returns and dividend growth do not impact on price-dividend ratios (i.e., $B_3 = 0$).
variation generated, we can use a simple variance decomposition:

\[ \text{Var}(pd_t) = B_1^2 \text{Var}(\hat{\mu}_{t,t+1}) + B_2^2 \text{Var}(\hat{\gamma}_{t,t+1}) - 2B_1B_2 \text{Cov}(\hat{\mu}_{t,t+1}, \hat{\gamma}_{t,t+1}). \] (29)

Based on the sample variances and covariances of filtered states \( \hat{\mu}_{t,t+1}, \hat{\gamma}_{t,t+1} \), we find that 86.29% of the price-dividend ratio unconditional variation is linked to expected dividend growth variations, 14.24% to expected return variations and only 0.52% to a co-movement of expected returns and expected dividend growth.\(^{10}\) These variations are generated at quite different frequencies, long frequencies for expected dividend growth and shorter frequencies for expected returns. While the persistent expected dividend growth component generates the largest fraction of unconditional price-dividend ratio variation, we find that the contribution of expected return shocks to the conditional variance of price-dividend ratios is about twice as large as the one of expected dividend growth shocks.

4.2.2 Insights for predictive regressions

The estimated structure of the price-dividend ratio decomposition in our model can help us to reconcile some of the standard predictive regression results in the literature. According to this decomposition, given the low explanatory power of expected dividend growth for actual dividends, it is not surprising that predictive regressions of dividend growth on aggregate price-dividend ratios produce a low predictability. By the same argument, the large and persistent expected dividend growth component in price-dividend ratios likely obfuscates the large predictive power of expected returns for actual returns. Since the expected dividend growth component is very difficult to estimate from actual dividend growth, due to a very low signal-to-noise ratio, isolating it from aggregate price-dividend ratios in a model-free way is a potentially difficult task. Our model offers a natural way to isolate it, in order to quantify the degree of predictability that is potentially generated in predictive regressions, using aggregate price-dividend ratios adjusted by a smooth proxy of expected dividend growth.

\(^{10}\)These findings are different from those of a model with constant risks. In this setting, we find that 111.43% of price-dividend ratio unconditional variation is generated by the more persistent expected return, 6.33% by a less persistent dividend growth and −17.76% by a co-movement between the two.
We can estimate the part of price-dividend ratio not related to expected dividend growth, in order to compute an adjusted price-dividend ratio \( pd_t - B_2 \hat{g}_{t,t+1} \) and use it as a predictive variable in a standard predictive regression. Since, from equation (8), \( pd_t - B_2 \hat{g}_{t,t+1} = A - B_1 \hat{\mu}_{t,t+1} \), this last regression is equivalent to a regression of returns on the filtered expected return, where the true value of the regression coefficients is known from equation (1):

\[
    r_{t+1} = \delta_0 + \hat{\mu}_{t,t+1} + \varepsilon_{t+1}^r.
\]

Relative to a standard predictive regression with unadjusted price-dividend ratios,

\[
    r_{t+1} = a_r + b_r pd_t + \varepsilon_{t+1}^r,
\]

we find that the predictive power of model (30) increases significantly, leading to a (full-sample) \( R^2 \) of about 63% (see Table 2).

Adjusted predictive regression model (30) also yields a more robust predictive power across different subsamples. Figure 3 illustrates this finding. We compute expected returns from models (30) and (31), using parameter estimates based on the full sample, and we study their predictive power for realized returns (measured by predictive \( R^2 \)) over a sequence of 30-year rolling windows. For comparison, we also estimate the sequence of rolling \( R^2 \)s implied by an adjusted predictive regression of type (30) for the model with constant risks. Lettau and Van Niewerburgh (2008) find that standard predictive relations can exhibit significant time-instabilities and propose to explain them by a sequence of structural breaks in the steady state level of financial ratios. Our results indicate that such instabilities can also be explained by a setting with time-varying risks and a highly persistent expected dividend growth component in price-dividend ratios: When we adjust price-dividend ratios by the persistent expected dividend growth component, predictive regression (30) produces large and quite stable goodness-of-fit coefficients \( R^2 \). In contrast, the predictive power of expected returns filtered from a model with constant risks still displays large instabilities over time with, e.g., sharp decreases and increases in explanatory power (of more than ±100%) around the late nineties, a period characterized by large stock market volatilities. These results do not mean, however, that these predictability features are easy to exploit in real time. In Lettau and Van Niewerburgh (2008), real-time predictability is made difficult by the need to estimate the time and the
size of a structural break when it occurs. In our setting, the difficulty arises because of
the need of an accurate real time proxy for (persistent) expected dividend growth, which
is difficult to estimate, due to the low signal-to-noise ratio of actual dividend growth for
expected dividend growth.\footnote{The potential importance of adjusting price-dividend ratios to isolate fluctuations in persistent expected dividend growth components has been highlighted also in Lacerda and Santa-Clara (2010), who propose an adjustment based on a moving average of past dividend growth and find evidence of S&P 500 return predictability in predictive regressions with adjusted price-dividend ratios. Golez (2011) finds similar results correcting the dividend-price ratio using dividend growth implied by derivative markets.}

4.3 Basic time-varying risk features

The present-value model with time-varying risks implies a number of useful implications
for conditional second moments of returns and dividends, which can be investigated in
more detail using the estimated model parameters in Table 1. In this section, we focus
on the dynamics of conditional Sharpe ratios and the time-varying co-movement features
implied by the model.

4.3.1 Conditional Sharpe ratio dynamics

Using the estimated states $\hat{\mu}_{t-1,t}$ and $\hat{\Sigma}_{t-1,t}$ for latent expected returns and variance-
covariance risks in our Kalman filter, we find a good degree of variability in both expected
market returns and market risk. The average negative correlation between expected
returns and return volatilities is about -0.16, even if in some subperiods these variables
tend to move in the same direction.

Conditional Sharpe ratios are defined as the ratio of conditional excess expected re-
turns and conditional volatility, which requires assumptions on the risk-less interest rate
$r^f_t$:

$$SR_t = \frac{E_t(r_{t+1}) - r^f_t}{\sqrt{Var_t(r_{t+1})}} = \frac{\mu_t - r^f_t}{\sqrt{\Sigma_{22,t}}}.$$ 

To compute our proxy for $SR_t$, we fix $r^f_t$ as the annualized 30-day T-Bill rate at time $t$.
Figure 4 shows that conditional Sharpe ratios estimated by our model are often coun-
tercyclical, consistently with the empirical evidence, and highly volatile, which is a useful
implication in order to account for part of the “Sharpe ratio volatility puzzle” highlighted in Lettau and Ludvigson (2010), among others. At the same time, we find that the conditional Sharpe ratio implied by a model with constant risks is both less countercyclical and not sufficiently volatile.

4.3.2 Time-varying return, dividend and price-dividend ratio correlations

The model-implied conditional correlation between returns and expected returns is:

$$\text{corr}_t(\tilde{\epsilon}_{r_{t+1}}, \epsilon_{\mu_{t+1}}) = \frac{\text{Cov}_t(\tilde{\epsilon}_{r_{t+1}}, \epsilon_{\mu_{t+1}})}{\sqrt{\text{Var}_t(\tilde{\epsilon}_{r_{t+1}})\text{Var}_t(\epsilon_{\mu_{t+1}})}}.$$  \hfill (32)

where $\text{Cov}_t(\tilde{\epsilon}_{r_{t+1}}, \epsilon_{\mu_{t+1}}) = \frac{1}{\rho_{\mu_{t+1}}} (\Sigma_{12,t} - \Sigma_{22,t})$, using (16), $\text{Var}_t(\tilde{\epsilon}_{r_{t+1}}) = \Sigma_{22,t}$ and $\text{Var}_t(\epsilon_{\mu_{t+1}})$ is given in equation (17). The correlations of returns and dividend growth with the price-dividend ratio are:

$$\text{corr}_t(\tilde{\epsilon}_{r_{t+1}}, \epsilon_{pd_{t+1}}) = \frac{\Sigma_{22,t} - \Sigma_{12,t}}{\sqrt{\Sigma_{22,t}(\Sigma_{22,t} + \Sigma_{11,t} - 2\Sigma_{12,t})}}.$$ \hfill (33)

$$\text{corr}_t(\tilde{\epsilon}_{D_{t+1}}, \epsilon_{pd_{t+1}}) = \frac{\Sigma_{12,t} - \Sigma_{11,t}}{\sqrt{\Sigma_{11,t}(\Sigma_{22,t} + \Sigma_{11,t} - 2\Sigma_{12,t})}}.$$ \hfill (34)

Figure 5 reproduces the time series of correlations (32), (33) and (34) in our model, using estimated parameters in Table 1 and the corresponding filtered states in our Kalman filter. We find that correlation (32) is negative on average (with a mean of about $-0.63$), as expected, but it varies substantially over time, especially after the late sixties. Similarly, the average correlation between price-dividend ratio and returns (dividend growth) is positive (negative) with a mean of about 0.87 ($-0.47$), but the degree of correlation variability increases after the late sixties. While average conditional dividend correlations are roughly consistent with the (unconditional) sample correlation of about -0.25, the average correlation with returns is substantially different from the sample correlation of 0.07. This feature follows from the distinct structure of conditional and unconditional price-dividend ratio variances: While the persistent expected dividend growth generates a larger fraction of unconditional variance, the less persistent expected return generates the largest fraction of conditional variance.\footnote{Monte Carlo simulations confirm this difference of conditional and unconditional correlations in the model with time-varying risks, with a sample correlation of about 0.14 ($-0.29$) between log price-dividend ratio and returns (log dividend growth) in line with the empirical evidence; see also Section 5.1.}
5 Interpretation of Predictability Results

The present-value model with time-varying return and dividend risks produces a number of structurally distinct basic predictability implications from those of a setting with constant risks, including (i) a more persistent expected dividend growth with low predictive power for actual dividends, (ii) a less persistent expected return with large predictive power for future returns, (iii) a different decomposition of price-dividend ratio unconditional variability and (iv) a highly volatile and counter-cyclical Sharpe ratio.

While prediction (iv) is a clearly desirable one, in order to explain the empirical evidence on time-varying risk-return tradeoffs, predictions (i)-(iii) are more realistically addressed in relation to their consistency with a number of well-known predictive regression findings in the literature. In this section, we test the main model implications for (i) the predictability features of standard predictive regressions with aggregate price-dividend ratios, (ii) long term predictability properties and (iii) real-time predictability patterns.

We follow a Monte Carlo simulation approach. Starting from the parameter estimates in Section 4.1, we test by Monte Carlo simulation whether model implications are broadly consistent with data-derived implications. We simulate 10000 paths of length 64 years for all state variables and observable variables in our model, following the steps given below:

- Take parameter estimates in Section 4.1.

- Generate 10000 random time series of all shocks in the model, using their conditional covariance matrix (18) and constraint (16).

- Using simulated shocks, obtain recursively the latent states $g_t$, $\mu_t$ and $\Sigma_t$ from equation (2), (3) and (4), respectively.

- For each simulated sample, compute the actual return and dividend growth from dynamics (1), the actual price-dividend ratio from formula (8) and the actual realized variance of returns from identity (20).
5.1 Joint dividend-return predictability features

The predictive regression results in the data indicate a weak return predictability (with an $R^2$ of about 10.49%) and an even weaker dividend predictability (with an $R^2$ of about 1.06%) by aggregate price-dividend ratios. As emphasized in Cochrane (2008a), this joint evidence implies sharp restrictions that are useful to validate or test the ability of a model in generating appropriate predictability properties. We follow this insight and compute by Monte Carlo simulation the model-implied joint distribution of estimated $R^2$’s for dividend, return and realized volatility predictive regressions with lagged log price-dividend ratios. Table 3 reports in column “OLS” the resulting 10%-?, 50%-? and 90%-?quantiles of the simulated $R^2$’s distributions. For comparison, Table 3 also reports, in column “model”, the resulting 10%-?, 50%-? and 90%-?quantiles of the simulated $R^2$’s with respect to the model-implied conditional means $g_t$, $\mu_t$ and $\Sigma_{22,t}$ of observable variables $\Delta d_{t+1}$, $r_{t+1}$ and $RV_{t+1}$, respectively. Intuitively, column “model” reproduces confidence intervals for the true latent degree of predictability, if the world would be well represented by our present-value model with time-varying risks. Similarly, column “OLS” reproduces confidence intervals for the estimated degree of predictability in OLS predictive regressions, if the world would be well represented by our model.

Consistent with our previous findings, we find in column “model” that the model-implied degree of return and realized variance predictability is large, with median $R^2$’s of about 47.19% and 23.20%, respectively, while the degree of dividend predictability is low, with a median $R^2$ of about 0.04%. Column “OLS” shows that these predictability features imply OLS predictive regression results in line with the empirical evidence. For instance, the median OLS $R^2$’s for return and dividend predictive regressions are about 11.82% and 0.84%, respectively, and are very similar to the 10.49% and 1.06% OLS $R^2$’s estimated on real data. Overall, real data OLS $R^2$’s for return, dividend and realized variance predictive regressions are all well inside the 80% confidence interval of estimated OLS $R^2$’s simulated from our present-value model. These results also indicate that, in a present-value model with time-varying risks, the degree of predictability uncovered by standard predictive regressions, relative to true model-implied one, can be strongly downward biased, for returns and realized variances, and slightly upward biased, for
dividend growth. In unreported simulations, we also find that the true model-implied degree of predictability in the present-value model is better uncovered using smoothed filtered Kalman states $\hat{\mu}_{t-1,t}, \hat{g}_{t-1,t}, \hat{\Sigma}_{t-1,t}$, rather than prediction Kalman states $\hat{\mu}_{t-1,t-1}, \hat{g}_{t-1,t-1}, \hat{\Sigma}_{t-1,t-1}$.

It is useful to compare the predictability implications of the model with time-varying return and dividend risks with those of present-value models with constant risk. Table 4 summarizes the results of the same simulation exercise as in Table 3, but for the present-value model with constant risks studied in van Binsbergen and Koijen (2010). Since in this setting market volatilities are constant, the table only contains results for dividend and return predictability features. We find in column “model” that the setting with constant risks implies a large (small) dividend growth (return) predictability, with a median $R^2$ of about 99.92% (6.72%). At the same time, column “OLS”, shows that the median $R^2$ implied by OLS predictive regressions for returns (dividends) is about 7.34% (3.61%), which is approximately 30% lower (320% higher) than the $R^2$ estimated in the data. In the model with constant risks, the marginal probabilities of observing a simulated $R^2$ for dividend and return predictive regressions larger than the one in the data is about 70.8% and 29.2%, respectively. The same probabilities in the model with time-varying risks are more evenly distributed and amount to about 53% and 47%, respectively.

Additional useful predictability insights can be derived from the joint predictability features of dividends and returns. Figure 6 presents scatter plots for the simulated joint distribution of $R^2$s in standard OLS regressions of returns and dividend growth on the lagged log price-dividend ratio. Right (left) panels present results for the model with time-varying (constant) risks. In each panel, the vertical and horizontal straight red lines report $R^2$s estimated on real data. The right panel of Figure 6 shows that the model with constant risks tends to generate frequently, i.e., in 57% percent of the cases, $R^2$ for returns smaller than in the data and $R^2$ for dividends larger than in the data. That is, the model structure tends to produce frequently an indication of a stronger dividend predictability and a weaker return predictability than in the data. These features are less pronounced in the model with time-varying risks (left panel), where the probability of such $R^2$-combinations is nearer to 25% (20.9%). In summary, these findings show that the joint distribution of $R^2$ coefficients implied by the present-value model with time-
varying risks is less biased towards finding particular dividend and return predictability structures that are less consistent with the empirically observed ones.

The basic intuition for the potentially different degrees of predictability implied by standard predictive regressions, relative to the latent expected return and dividend growth processes in our model, is provided in Cochrane (2008b), who derives the relation between state-space models and their observable VAR counterparts in settings with constant risks. He shows that in these models the conditional mean of the predicted variable can contain, in addition to the lagged dividend yield, a long moving average of dividend growths, price-dividend ratios or returns, which would be easy for standard predictive regressions to miss. In a context with time-varying risks, such moving average components can include return and dividend shocks featuring an heteroskedasticity of unknown form that is potentially difficult to model. These features can further increase the difficulties of obtaining efficient predictive regression parameter estimates using linear regression methods.\footnote{Using the Kalman filter in Appendix B, we borrow from van Binsbergen and Koijen (2010) to derive approximate expressions for the observable model-implied VAR representation with respect to the econometrician’s information set. Such VAR contains several lag polynomials of returns, dividend growth rates and return realized variances. Analytic expressions for the VAR coefficients, as well as the derivations and definitions for the arising errors terms are presented in Section C of the Supplemental Appendix.}

5.2 Long-horizon predictive regressions

Cochrane (2008a) shows how to derive regression coefficients of long-horizon returns and dividend growth on price-dividend ratio, implied by yearly predictive regressions. By applying recursively the following regressions,

\[
\begin{align*}
    r_{t+1} &= a_r + b_r pd_t + \epsilon^r_{t+1} \\
    \Delta d_{t+1} &= a_d + b_d pd_t + \epsilon^d_{t+1} \\
    pd_{t+1} &= a_{pd} + \phi pd_t + \epsilon_{t+1}^{pd}
\end{align*}
\]

the regression coefficient of long-run returns, \(\sum_{j=1}^{\infty} \rho^{j-1} r_{t+j}\), on \(pd_t\) is

\[
b^{lr}_r = \frac{b_r}{1 - \rho \phi}.
\]
Similarly, the regression coefficient of long-run dividend growth is

\[ b_{lr}^d = \frac{b_d}{1 - \rho \phi}. \]

We compute, as in Section 5.1, these regression coefficients from the data and by simulation.\(^{14}\) We find that the model with time-varying risks produces with a frequency of almost 38% estimated long-run coefficients within one standard deviation of the observed sample values (jointly), compared to a frequency of 19% when we simulate from the constant risks model. Figure 7 reproduces, in the left (right) panel, the joint distribution of predictive regression coefficients of dividend growth on log price-dividend ratio, \(b_d\), and long-horizon predictive coefficients of returns, \(b_{lr}^r = \frac{b_r}{1 - \rho \phi}\), for a model with time-varying (constant) risks. We find that the model with time varying risks tends to be more in line with standard long-horizon predictive regression results than a model with constant risks, which tends to generate a slightly excessive dividend predictability. For instance, at a confidence level of 95%, the long-horizon predictive coefficient for dividend growth, \(b_{lr}^d\), is significantly different from zero 13.7% of the times in the model with constant risks, and only 5.4% of the times in the model with time-varying risks.

### 5.3 Out-of-sample predictability

From the perspective of real-time forecasting, out-of-sample prediction is more relevant than in-sample prediction. Goyal and Welch (2008) study the out-of-sample explanatory power of a large set of predictive variables for market returns, finding that most of them perform worse than the historical mean in forecasting future returns. As explained in Cochrane (2008a), among others, a weak out-of-sample forecasting power does not imply a rejection of the null of predictability itself, but it rather raises important doubts about the practical usefulness of such return forecasts in forming real-time portfolios, given the persistence of forecasting variables and the short span of available data. In our setting, disappointing out-of-sample performance can be explained, e.g., by the difficulty

\(^{14}\)Using yearly data from 1946 to 2009 we find \(\phi = 0.9162, b_r = -0.127\) and \(b_d = -0.0166\), so that \(b_{lr}^r = -1.1599\) (with a standard deviation of 0.4339) and \(b_{lr}^d = -0.1518\) (with a standard deviation of 0.1877). Standard deviations are obtained by the delta method from the standard deviations for \(b_r, b_d\) and \(\phi\). Note that \(b_{lr}^r\) and \(b_{lr}^d\) satisfy the approximate identity \(b_{lr}^r - b_{lr}^d = 1\); see Cochrane (2008a).
to estimate the latent state variables, exacerbated by the presence of time-varying risks and a highly persistent expected dividend growth.

Given the large degree of return predictability implied by the estimation results in Table 1, a useful reality check for our present-value model is the absence of excessive incremental out-of-sample forecasting power, relative to a simple mean forecast, when using simple predictive regressions based on aggregate price-dividend ratios. Following Goyal and Welch (2008), we quantify incremental out-of-sample predictive power by the metric:

\[ R^2_{i,\text{OS}} = 1 - \frac{MSE_{i,A}}{MSE_{i,M}}, \]  

(35)

where \( MSE_{i,A} \) \( (MSE_{i,M}) \) is the out-of-sample mean squared forecast error of the predictive regression model (historical mean) for returns \( (i = r) \) and dividend growth \( (i = d) \), respectively. We simulate 10000 paths of observables and state variables from our estimated present-value models and compute the joint Monte Carlo distribution of \( (R^2_{d,\text{OS}}, R^2_{r,\text{OS}}) \) realizations. The scatter plot in Figure 8 summarizes our findings and shows that, under the estimated present-value model, it is unlikely that predictive regressions for returns or dividends can produce a significantly larger out-of-sample predictive power than the historical mean. The estimated probability of the event \( \{ R^2_{d,\text{OS}} \leq 0, R^2_{r,\text{OS}} \leq 0 \} \) is about 71%, while the estimated probability of the event \( \{ R^2_{d,\text{OS}} > 0, R^2_{r,\text{OS}} > 0 \} \) is less than 1.7%.

5.4 Finite-sample predictive regression biases

As emphasized in Stambaugh (1999), among others, OLS parameter estimates of standard predictive regressions for returns can suffer from a finite sample bias, generated by the negative correlation of returns with expected returns and price-dividend ratios. Therefore, a time-variation of correlation (32) or (33) is potentially related to a time-varying bias in predictive return regressions, when the regressor variable features a sufficiently large degree of persistence. It is useful to understand the implications of these correlations for the potential finite-sample biases of return predictive regressions in a setting with time-varying risks.

In order to isolate finite-sample biases from those potentially generated (even asymp-
totically) by error-in-variables (EIV) problems within predictive regressions with price-dividend ratios, we consider an unfeasible predictive regression of $r_{t+1}$ on $\mu_t$, using simulated returns and expected returns from the present-value model with time-varying risks:

$$r_{t+1} = a_\mu + b_\mu \hat{\mu}_t + \varepsilon_{t+1}^m.$$  \hspace{1cm} (36)

Given the negative sign of correlation (32), we expect a positive Stambaugh (1999) bias for point estimate $\hat{b}_\mu$, relative to the true parameter value $b_\mu = 1$. Figure 9 reproduces the distributions of estimated predictive coefficient $\hat{b}_\mu$ in regressions (36), obtained from the 10000 simulated paths of returns and expected returns in the model with time-varying risks (left panel) and the model with constant risks (right panel). In the model with time-varying risks, the distribution of $\hat{b}_\mu$ has a mean of about 1.03, compared to a mean of about 1.58 in the model with constant risks, and is less positively skewed: The moderate (large) persistence of expected returns in the setting with time-varying (constant) risks implies a small (large) finite sample bias. In summary, these results indicate that finite-sample predictive regression biases for returns are likely negligible in the setting with time-varying risks.

5.5 Predictability and error-in-variables

Empirical findings in Section 4.2 hint to a potentially large degree of return predictability, which is hardly uncovered using standard predictive regressions with aggregate price-dividend ratios. Since price-dividend ratios are only noisy signals of expected returns, which are contaminated by an expected dividend growth component, these predictive regressions are affected by the well-known EIV problem; see also van Binsbergen and Koijen (2009). However, due to the particular unconditional variance decomposition of price-dividend ratios, which implies a large and highly persistent expected dividend growth component, the precise nature of the EIV problem in the model with time-varying risks is likely quite different from the one of settings with constant risks.

In this section, we quantify by Monte Carlo simulation the EIV problem in the model with time-varying risks. To this end, we generate 10000 simulated sample paths from this model, each consisting of 64 years of observations, and run four different OLS regressions on simulated data. The first is a standard predictive regression for returns, given in
equation (31). By substituting the expression (8) for \(pd_t\) in (31), we obtain regression model:

\[
\begin{align*}
r_{t+1} &= a_r + b_r(A - B_1\hat{\mu}_t + B_2\hat{g}_t) + \epsilon_r^{r_{t+1}},
\end{align*}
\]

which explicitly highlights the presence of an EIV problem, due to the expected dividend growth component \(\hat{g}_t\). To correct for this problem, we consider a second predictive regression that includes the true expected dividend growth (known in our simulations) as an additional separate regressor:

\[
\begin{align*}
r_{t+1} &= a_r + b_{r-corr}pd_t + b_{EIV}\hat{g}_t + \epsilon_r^{r_{t+1}}.
\end{align*}
\]

Figure 10 reproduces the simulated distribution of estimated OLS parameters \(\hat{b}_r\) and \(\hat{b}_{r-corr}\) in regression models (31) and (38), respectively (left panels). If expected dividend growth rates where constant, then no EIV problem would appear and estimated regression coefficient \(\hat{b}_r\) would converge to the true parameter value \(-1/B_1\), which is indicated by the red vertical line in the left panels of Figure 10. When expected dividend growth is time-varying, the estimated coefficient in the first regression is biased, even asymptotically. As shown by the explicit formulas derived in Appendix A.3, at the estimated model parameters this bias is positive. Therefore, in the setting with time-varying risks, predictive regression results for returns are potentially biased towards non-rejection of the null of no predictability. The top left panel of Figure 10 shows that indeed the EIV-induced bias for regression (31) is large (about 50% of the value of unknown parameter \(b_r\)). At the same time, the bottom left panel of Figure 10 shows that the bias of parameter estimate \(\hat{b}_{r-corr}\) in EIV-corrected regression (38) is negative, but virtually negligible. Together, these results confirm that in a setting with time-varying risks the largest distortions in predictive regressions for returns derive from a large positive EIV-induced biased, rather than from a negative Stambaugh (1999)-type bias.

In the setting with time-varying risks, the above intuitions suggest that EIV-related problems should be less serious in standard predictive regressions for dividends:

\[
\begin{align*}
\Delta d_{t+1} &= a_D + b_D pd_t + \epsilon_D^{d_{t+1}}.
\end{align*}
\]

In this regression, the EIV problem derives from the less persistent hidden expected dividend growth component.\footnote{Recall that we are still considering the setting with \(\Lambda = 0_{2\times 2}\), i.e., \(B_3 = 0_{1\times 3}\).}
The right panels of Figure 10 reproduce the distributions of estimated parameters $\hat{b}_D$ and $\hat{b}_{D-corr}$ in regressions (39) and (40), respectively, together with the corresponding theoretical parameter value $b_D = 1/B_2$, and confirm that the EIV-problem is very mild in dividend predictive regressions.\textsuperscript{16}

6 Additional Implications

In this section, we study additional implications of the present-value model with time-varying risks, by focusing on (i) the term structure of long-horizon predictability, (ii) the term structure of market risks and (iii) the potential presence of a risk-in-mean effect linked to $\Sigma_t$.

6.1 Term structure of long-horizon predictability

By applying recursively equations (1)-(3), we obtain the following explicit expressions for the model-implied $n$-year return and dividend growth, in the case where $\Lambda = 0$:

$$\sum_{j=1}^{n} \rho^{j-1} r_{t+j} = \frac{1 - \rho^n}{1 - \rho} \delta_0 + \frac{1 - (\rho \delta_1)^n}{1 - \rho \delta_1} \hat{\mu}_t + \sum_{j=1}^{n-1} \rho^j \frac{1 - (\rho \delta_1)^{n-j}}{1 - \rho \delta_1} \hat{\epsilon}_{t+j} + \sum_{j=1}^{n} \rho^{j-1} \hat{\epsilon}_{r_{t+j}},$$

(41)

$$\sum_{j=1}^{n} \rho^{j-1} \Delta d_{t+j} = \frac{1 - \rho^n}{1 - \rho} \gamma_0 + \frac{1 - (\rho \gamma_1)^n}{1 - \rho \gamma_1} \hat{\gamma}_t + \sum_{j=1}^{n-1} \rho^j \frac{1 - (\rho \gamma_1)^{n-j}}{1 - \rho \gamma_1} \hat{\epsilon}_{g_{t+j}} + \sum_{j=1}^{n} \rho^{j-1} \hat{\epsilon}_{D_{t+j}}.$$  

(42)

The model-implied expected $n$-year return and dividend growth follow as:

$$E_t \left[ \sum_{j=1}^{n} \rho^{j-1} r_{t+j} \right] = \frac{1 - \rho^n}{1 - \rho} \delta_0 + \frac{1 - (\rho \delta_1)^n}{1 - \rho \delta_1} \hat{\mu}_t,$$

(43)

$$E_t \left[ \sum_{j=1}^{n} \rho^{j-1} \Delta d_{t+j} \right] = \frac{1 - \rho^n}{1 - \rho} \gamma_0 + \frac{1 - (\rho \gamma_1)^n}{1 - \rho \gamma_1} \hat{\gamma}_t.$$  

(44)

\textsuperscript{16}At the estimated parameters, we find that the EIV-induced bias for dividend predictive regressions is negative. The exact expression for the asymptotic bias of these regressions in the model with time-varying risks is reported in Appendix A.3.
Left panel in Figure 11 plots the estimated term structure of return predictability implied by formula (43). The term structure is quite time-varying at short horizons, but stabilizes rapidly with the horizon, around a long term expected market return of approximately 6%.

The term structures of expected returns and dividend growth in equations (43) and (44) have direct implications for the fraction of long-horizon market returns and dividend variation that can be anticipated within the model. We can quantify by Monte Carlo simulation the percentage variation of $n$-year returns and dividend growth explained by the model, measured using corresponding $R^2$s for horizons of $n = 5, 10, 20$ and $30$ years.\(^{17}\) For each horizon $n$, blue lines in Figure 12 represent the median (solid line) and the 10%- and 90%-quantiles (dashed lines) of the model-implied $R^2$ distribution of returns, both for the model with time-varying risks (left panel) and the model with constant risks (right panel).

We find that the term structure of model-implied predictive power for returns is decreasing in the first case and increasing in the second case. Using the same simulated data, we can also quantify the term structure of long-horizon predictability uncovered by computing $R^2$ implied by multi-period ahead iterated VAR forecasts.\(^{18}\) The red lines in Figure 12 display the corresponding Monte Carlo quantiles. Consistent with what is often found in real data for post-war aggregate returns, we find that the uncovered term structures of predictability are increasing for both models.\(^{19}\) The two bottom panels in Figure 12 report 10%- , 50%- and 90%-quantiles in the Monte Carlo distribution of estimated coefficients in standard predictive regression of $n$-year returns on lagged log price-dividend ratio, showing that the null hypothesis of no long-horizon return predictability is typically rejected in both models.

Figure 13 reports results for long-horizon dividend growth predictability. The model with time-varying risks features no substantial dividend predictability at all horizons, even

\(^{17}\)We simulate 10000 paths of observables and state variables, as in Section 5.1, but we fix the path length to 200 years, instead of 64 years, in order to obtain a sufficient number of simulated long-term returns and dividend growth also for very long horizons.

\(^{18}\)Analytic expressions for $n$-year expected return and dividend growth implied by VAR forecasts are provided in Appendix A.4.

\(^{19}\)See also, e.g., Chen (2009).
if with widening confidence intervals, while the constant risks model predicts dividend growth $R^2$'s decreasing with the horizon. For both models, multi-period ahead iterated VAR forecasts uncover a slightly increasing term structure of $R^2$'s with wide confidence intervals, but estimated direct predictive regression coefficients (bottom panels), obtained by estimating simple OLS regressions of $n$-year dividend growth on the log price-dividend ratio, cannot reject the null of no predictability, as it is usually found in real data.

6.2 Term structure of market risks

Siegel (2008) reports that unconditional (sample) variances realized over long investment horizons are lower than short-horizon variances on a per-year basis. Based on an estimated VAR model for returns and predictors, Campbell and Viceira (2005) conclude that also the term structure of conditional variances is decreasing with the investment horizon. Taking a slightly different view, Pastor and Stambaugh (2010) show that from the perspective of an investor subject to parameter uncertainty and imperfect predictors stocks can be more risky over longer horizons.

The model-implied conditional variance of a $n$-year return in the setting with time-varying risks is derived from equation (41) as follows:

$$
\text{Var}_t \left[ \sum_{j=1}^n \rho^{j-1} r_{t+j} \right] = \sum_{j=1}^{n-1} \rho^{2j} \left( \frac{1 - (\rho \delta_1)^{n-j}}{1 - \rho \delta_1} \right)^2 \text{Var}_t (\varepsilon^\mu_{t+j}) + \sum_{j=1}^n \rho^{2(j-1)} \text{Var}_t (\varepsilon^\tau_{t+j}) + 2 \sum_{j=1}^{n-1} \rho^{2j-1} \frac{1 - (\rho \delta_1)^{n-j}}{1 - \rho \delta_1} \text{Cov}_t (\varepsilon^\mu_{t+j}, \varepsilon^\tau_{t+j}), \tag{45}
$$

where $\text{Var}_t (\varepsilon^\mu_{t+j})$, $\text{Var}_t (\varepsilon^\tau_{t+j})$ and $\text{Cov}_t (\varepsilon^\mu_{t+j}, \varepsilon^\tau_{t+j})$ are affine functions of the variance-covariance state $\Sigma_t$, given explicitly in Appendix A.5. The model-implied term structure of per-period market risk is thus time-varying. Figure 11 (left panel) plots its estimated dynamics. We find an upward sloping average term-structure of market risk, associated with infrequent periods of large short-run volatility, in which the term structure is hump-shaped, mostly because of the mean reversion properties of 1-year market volatilities.

To understand these findings, it is useful to split conditional variance (45) in its three components: A first term reflecting uncertainty about future expected returns, a second term capturing the risk of future return shocks and a third part reflecting the
mean reversion of returns, due to the negative correlation between realized and expected return shocks. Figure 14 plots the term structure of market risk and its three components estimated for years 1946, 1986 and 2008, which are associated with an increasing level of one year market volatility. Consistent with the intuition that return mean reversion tends to produce a decreasing term structure of risk, we find that in all cases the mean reversion component has a strongly negative term structure effect, which is however often offset by the impact of the other two components. The largest contribution to the average positively-sloped term structure of market risk arises from the uncertainty about future expected returns. As highlighted by Pastor and Stambaugh (2010), the effect of this component is often underestimated or neglected and its relative contribution is positively linked to the degree of predictability in returns, which is large in the model with time-varying risks. The term structure effect of return shock risk is typically positive, but it can be increasing, flat or decreasing with the horizon, depending on the level of short term market risk.

The bottom right panel of Figure 14 reports for comparison the decomposition of the (constant) term structure of market risks in the model with constant volatility. In this case, we find that the effect of future expected return risk is not large enough to offset the impact of the other two term structure components, leading to a downward sloping term structure of risk. We find that this feature is essentially due to the lower degree of return predictability estimated for the model with constant risks. Finally, it is interesting to note that even if the time-varying risks model suggests a larger average market risk at longer horizons, it might be difficult to identify this feature without appropriate assumptions about the latent risk dynamics. To illustrate this feature, Figure 15 presents sample variance ratios for horizons from 2 to 30 years, computed from our 64-year sample of observed annual log returns, together with the 10%, 50% and 90%-quantiles of the variance ratio’s Monte Carlo distribution (obtained from 10000 samples of returns), in the time-varying risks (upper panel) and the constant risks (lower panel) models. For each model, median variance ratios decrease with the horizon and observed sample values

\[ \text{The expression for the conditional variance in the constant risks case is analogous to expression (45), but with } \text{Var}_t(\varepsilon_{t+j}^\mu), \text{Var}_t(\tilde{\varepsilon}_{t+j}^r) \text{ and } \text{Cov}_t(\varepsilon_{t+j}^\mu, \tilde{\varepsilon}_{t+j}^r) \text{ that are constant functions only of the model parameters.} \]
are inside the 80% confidence interval of the Monte Carlo simulation.\footnote{The width of these confidence intervals increases rapidly with the horizon, due to the decreasing number of long-horizon returns. The variance ratio at horizon $n$ is defined as the sample variance of $n$-year returns, divided by $n$ times the sample variance of 1-year returns. Calculations are based on overlapping returns and unbiased variance estimates, as for instance in equation (2.4.37) of Campbell, Lo, and MacKinlay (1997).}

### 6.3 Estimation with risk-in-mean effect

In this section, we discuss the results obtained for the general case of a risk-in-mean effect linked to $\Sigma_t$, i.e., $\Lambda \neq 0$ in specification (3). Table 5 shows that overall most parameter estimates in the general model are similar to those estimated in Table 1 for the model with $\Lambda = 0$. Parameters reflecting a potential dependence of the expected return on $\Sigma_t$ are insignificant at standard confidence levels, justifying our choice of focusing on the case $\Lambda = 0$ in the previous sections.

We find that the model with $\Lambda \neq 0$ implies a larger degree of predictability in return volatility, but does not produce additional insights for the main return and dividend predictability features: For instance, the $R^2$s for returns and dividends are about 65.8% and $-1.1\%$, respectively, nearly identically to the findings in the constrained model. Similarly, the unconditional variance decomposition of the price-dividend ratio produces quantitative findings of the same orders of magnitude as is Section 4.2.1, even if equation (8) features an additional component linked to covariance matrix $\Sigma_t$.\footnote{Estimated coefficients in vector $B_3$ are negative, implying a negative impact of the variance and covariance of returns and dividend growth on the price-dividend ratio, but not significant.}

The time series of conditional first and second moments of returns, implied by the Kalman filter estimation of the general model reveals that the variability of market risk is increased, compared to the constrained model, while the estimated correlation between expected returns and return volatilities is on average more negative. Given the higher variability of market risks estimated in the general model, we also obtain a more volatile Sharpe ratio. Finally, we find that the main patterns and the decomposition of the term structure of market risks are also essentially unaffected, compared to the constrained model.
7 Conclusion

We introduce a tractable latent variable approach with time-varying risks to predictive regressions, in which expected market returns and aggregate dividend growth rates are consistent with the conditional risk features of returns and dividends in a Campbell and Shiller (1988) present-value model. Given exogenous latent processes modeling expected returns, expected aggregate dividend growth and the conditional variance-covariance features of dividends and returns, we use filtering methods to uncover their joint dynamics, as well as the implications for the long-horizon predictability of market returns and the term structure of market risks.

We find that expected dividend growth and expected returns are both time-varying. However, while expected dividends predict a small fraction of actual dividend growth (with average $R^2$ values of about 0.5%), expected returns explain a large portion of future returns (with average $R^2$ values of about 47%). The expected dividend growth estimated by our model is substantially more persistent than expected returns and gives rise to a large price-dividend ratio component that masks the predictive power of valuation ratios for future returns. At the same time, the low persistence of expected market returns produces a moderate model-implied predictability at longer horizons, while the large uncertainty of future expected returns induces an often upward sloping, sometimes hump-shaped, term structure of market risks.

Through these mechanics, our model implies a variety of predictive features that are consistent with a number of findings in the literature. These include (i) the weak return predictability by aggregate price-dividend ratios, (ii) an even weaker predictability of dividends by aggregate price-dividend ratios, (iii) the predictability of market volatilities, (iv) the large volatility and counter-cyclicality of aggregate Sharpe ratios, (v) a stronger evidence of return predictability using standard long-horizon predictive regressions and (vii) an often decreasing term structure of market risks uncovered by variance ratio tests or multi-period ahead iterated VAR forecasts.

Our analysis shows that the degree of dividend and return predictability uncovered by present-value models in a latent variable framework can be quite sensitive to the assumption of time-varying return and dividend risks: Our estimations for the setting
with constant risks imply an expected dividend growth less persistent than expected returns, a weak return predictability (with average $R^2$ values of about 6%) and a large dividend predictability (with average $R^2$ values of about 99%). The sensitivity of tests for predictability to the assumption of constant or time-varying risks can be illustrated by estimating the model with constant risks on time-series of data simulated from the model with time-varying risks. We find that while the persistence of expected dividend growth and expected returns in the time-varying risk model implies autoregressive roots of 0.996 and 0.541, the average estimated root is 0.602 and 0.914, respectively, with 90% Monte Carlo confidence intervals that do not contain the true model parameters. These point estimates imply a substantially biased estimated degree of persistence, which in turn influences (i) the uncovering of return and dividend predictability relations, (ii) the decomposition of the price-dividend ratio unconditional variation, (iii) the form of the term structure of long-horizon predictability and (iv) the shape of the term structure of market risks.

Our findings also demonstrate the importance of considering time-varying risks and the potential long-run effects of persistent dividend forecasts for reconciling the predictive regression results in the literature. In our model, price-dividend ratios produce a weak and time-varying evidence for return predictability, but price-dividend ratios adjusted by the persistent dividend component have a larger and more time-consistent predictive power in standard predictive regressions, suggesting that smooth real-time proxies of dividend expectations, as proposed in, e.g., Lacerda and Santa-Clara (2010), could prove useful to construct adjusted valuation ratios with better predictive power for future returns. Our model also produces additional evidence on the importance of time-varying risks to uncover predictive return relations. Consistently with the empirical evidence in Johannes, Korteweg, and Polson (2011), we show that while our setting with time-varying risks implies a large degree of return predictability, such a predictability is hardly uncovered by the model with constant risks.

Finally, an important question concerns the extent to which estimated return predictability features could be exploited in real time, e.g., to build successful dynamic portfolio strategies. Given the relatively low estimated degree of persistence of expected market returns in our model, a key aspect is likely the identification of relevant predictive
variables, spanning the information set available to investors for building their return expectation $\mu_t$. A first interesting approach in this direction can make use of cross-sectional information on individual stocks, in order to better span investors’ conditional information set. Kelly and Pruitt (2011) propose and estimate a predictive factor model with constant risks, in which cross-sectional information from individual stock price-dividend ratios is aggregated to forecast market returns and dividends. In a similar spirit, Brennan and Taylor (2010) extract aggregate discount rate news from equity portfolio returns, based on individual stock characteristics like size and book-to-market. A second useful way of enlarging the predictive conditional information set, e.g., to compute proxies of dividend forecasts, can make use of either synthetic prices of dividend strips, which can be synthesized from options and futures data, or direct quotes for swaps, futures or options on dividends, which have been recently introduced in several exchanges; see, for instance, van Binsbergen, Brandt, and Koijen (2010) and van Binsbergen, Hueskes, Koijen, and Vrugt (2011). This enriched predictive information set can prove useful also for a more accurate identification of the dynamics of the term structure of market risks in present-value models with stochastic risks.
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A Present-value model

A.1 Main notation

The state variables of the model are:

\[
\begin{align*}
\hat{\mu}_t &= \mu_t - \delta_0, \\
\hat{g}_t &= g_t - \gamma_0, \\
\hat{\Sigma}_t &= \text{vech}(\Sigma_t - \mu^\Sigma),
\end{align*}
\]

where \(\mu^\Sigma\) is the solution of (6), which is such that

\[
\text{vech}(\mu^\Sigma) = [I_3 - L_2(M \otimes M)D_2]^{-1}kL_2\text{vec}(V),
\]

where \(I_2\) is the identity matrix of dimension two, \(D_2\) and \(L_2\) are 2-dimensional duplication and elimination matrices, respectively, i.e for a symmetric \(2 \times 2\) matrix \(A\):

\[
D_2\text{vec}(A) = \text{vec}(A), \quad L_2\text{vec}(A) = \text{vech}(A),
\]

where \(\text{vec}\) denotes vectorization and \(\text{vech}\) half-vectorization.

The dynamics of the state variables are obtained from (2)-(4) as follows:

\[
\begin{align*}
\hat{g}_{t+1} &= \gamma_1 \hat{g}_t + \varepsilon^g_{t+1}, \\
\hat{\mu}_{t+1} &= \delta_1 \hat{\mu}_t + N' \hat{\Sigma}_t + \varepsilon^\mu_{t+1}, \\
\hat{\Sigma}_{t+1} &= S \hat{\Sigma}_t + \varepsilon^\Sigma_{t+1},
\end{align*}
\]

where \(N = D_2'\text{vec}(\Lambda)\) and \(S = L_2(M \otimes M)D_2\).

In terms of these demeaned states, the dynamics of realized returns and dividend growth in equation (1) is the following:

\[
\begin{align*}
\Delta d_{t+1} &= \gamma_0 + \hat{g}_t + \varepsilon^D_{t+1}, \\
r_{t+1} &= \delta_0 + \hat{\mu}_t + \varepsilon^r_{t+1},
\end{align*}
\]

where

\[
\varepsilon^D_{t+1} = \varepsilon_{t+1}^{d/2} \left( \begin{array}{c}
\varepsilon^D_{t+1} \\
\varepsilon^r_{t+1}
\end{array} \right),
\]
\[ \bar{\varepsilon}_{t+1} = e^{2 \sum_{t}^{1/2}} \begin{pmatrix} \varepsilon^D_{t+1} \\ \bar{\varepsilon}_{t+1} \\ \varepsilon^g_{t+1} \\ \bar{\varepsilon}_{t+1} \end{pmatrix}. \]

Since \( \varepsilon^\mu_{t+1} \) is a linear combination of the other shocks (see equation (16)), to complete the specification of the model we only need to specify the conditional covariance matrix of
\[
\begin{pmatrix} \varepsilon^D_{t+1} \\ \bar{\varepsilon}_{t+1} \\ \varepsilon^g_{t+1} \\ \bar{\varepsilon}_{t+1} \end{pmatrix},
\]
which is given by:
\[
Q_t = \begin{bmatrix} \Sigma_t & 0_{2 \times 1} & 0_{2 \times 3} \\ 0_{1 \times 2} & \sigma^2_g & 0_{1 \times 3} \\ 0_{3 \times 2} & 0_{2 \times 1} & \text{Var}_t(\varepsilon^\Sigma_{t+1}) \end{bmatrix},
\]
where \( \text{Var}_t(\varepsilon^\Sigma_{t+1}) \) in equations (17) and (18) is given by:
\[
\text{Var}_t(\varepsilon^\Sigma_{t+1}) = L^2(I_4 + K_{2,2})[M \Sigma_t M' \otimes V + k(V \otimes V) + V' \otimes M \Sigma_t M']L^2,
\]
with \( K_{2,2} \) being the commutation matrix of order two, i.e. the \( 4 \times 4 \) matrix such that, for any \( 2 \times 2 \) matrix \( A \), \( K_{2,2} \text{vec}(A) = \text{vec}(A') \).

### A.2 Price-dividend ratio

In this section we present the detailed derivation of equation (8) in the text. From Campbell-Shiller approximation (7) we have
\[
pd_t \simeq \kappa + \rho pd_{t+1} + \Delta d_{t+1} - r_{t+1}.
\]
By iterating this equation we find:
\[
pd_t \simeq \kappa + \rho(\kappa + \rho pd_{t+2} + \Delta d_{t+2} - r_{t+2}) + \Delta d_{t+1} - r_{t+1} \\
= \sum_{j=0}^{\infty} \rho^j \kappa + \rho^{\infty} pd_{\infty} + \sum_{j=1}^{\infty} \rho^{j-1}(\Delta d_{t+j} - r_{t+j}) \\
= \frac{\kappa}{1 - \rho} + \sum_{j=1}^{\infty} \rho^{j-1}(\Delta d_{t+j} - r_{t+j}),
\]

(48)
assuming that $\rho^\infty pd_\infty = \lim_{j \to \infty} \rho^j pd_{t+j} = 0$, at least in expectation. Then, we take expectation conditional to time $t$:

$$pd_t \simeq \frac{\kappa}{1 - \rho} + \sum_{j=1}^{\infty} \rho^{j-1} E_t[\Delta d_{t+j} - r_{t+j}]$$
$$= \frac{\kappa}{1 - \rho} + \sum_{j=1}^{\infty} \rho^{j-1} E_t[g_{t+j-1} - \mu_{t+j-1}]$$
$$= \frac{\kappa}{1 - \rho} + \sum_{j=0}^{\infty} \rho^j E_t[g_{t+j} - \mu_{t+j}].$$

(49)

Iterating the dynamics of $\hat{\mu}_{t+1}$ and $\hat{g}_{t+1}$ and taking conditional expectation we find

$$E_t[\hat{\mu}_{t+j}] = \delta^j_1 \hat{\mu}_t + N' S^{j-1} \sum_{k=0}^{j-1} (\delta^j_1 S^{-1})^k \hat{\Sigma}_t$$
$$= \delta^j_1 \hat{\mu}_t + N' S^{-1} (S^j - \delta^j_1 I_3)(I_3 - \delta_1 S^{-1})^{-1} \hat{\Sigma}_t$$

and

$$E_t[\hat{g}_{t+j}] = \gamma^j_1 \hat{g}_t.$$

(50)

Therefore,

$$pd_t \simeq \frac{\kappa}{1 - \rho} + \sum_{j=0}^{\infty} \rho^j [\gamma_0 + \gamma^j_1 \hat{g}_t - \delta_0 - \delta^j_1 \hat{\mu}_t - N' S^{-1} (S^j - \delta^j_1 I_3)(I_3 - \delta_1 S^{-1})^{-1} \hat{\Sigma}_t]$$
$$= \frac{\kappa}{1 - \rho} + \gamma_0 - \delta_0 + \frac{\hat{g}_t}{1 - \rho \delta_1} - \frac{\hat{\mu}_t}{1 - \rho \delta_1} +$$
$$+ N' \left[(\rho S^2 - (1 + \rho \delta_1) S + \delta_1 I_3)^{-1} + \frac{1}{1 - \rho \delta_1} (S - \delta_1 I_3)^{-1}\right] \hat{\Sigma}_t$$
$$= A + B_2 \hat{g}_t - B_1 \hat{\mu}_t + B_3 \hat{\Sigma}_t,$$

(51)

if $\max |eig(\rho S)| < 1$, which is always true since $\rho < 1$, $S = L_2(M \otimes M)D_2$ and for $M$ to be stationary its eigenvalues (its diagonal elements, since $M$ is assumed to be triangular) are constrained to be lower than 1. The explicit expressions for the present-value coefficients $A$, $B_1$, $B_2$ and $B_3$ are the following:

$$A = \frac{\kappa + \gamma_0 - \delta_0}{1 - \rho},$$
$$B_1 = \frac{1}{1 - \rho \delta_1},$$
$$B_2 = \frac{1}{1 - \rho \gamma_1},$$
$$B_3 = N' \left[(\rho S^2 - (1 + \rho \delta_1) S + \delta_1 I_3)^{-1} + B_1 (S - \delta_1 I_3)^{-1}\right].$$
A.3 Asymptotic bias in standard predictive regressions

We have shown in Section 4.3.2 that standard predictive regressions of either returns or dividend growth rates on the lagged log price-dividend ratio suffer from an error-in-variables (EIV) problem, which does not disappear as the sample size increases (see Figure 10). Indeed, the true model for aggregate stock returns is:

$$r_{t+1} = \delta_0 + \hat{\mu}_t + \tilde{\varepsilon}_{t+1}, \quad (52)$$

but we wrongly assume the following model to hold:

$$r_{t+1} = a_r + b_rpd_t + \varepsilon_{t+1}^r, \quad (53)$$

where $pd_t = A - B_1\hat{\mu}_t + B_2\hat{g}_t$, and we try to estimate the true parameter $b_r = -1/B_1$ from (53). The p-limit of the OLS slope coefficient is the following:

$$\hat{b}_r \rightarrow \frac{\text{Cov}(pd_t, r_{t+1})}{\text{Var}(pd_t)}, \quad (54)$$

where

$$\text{Cov}(pd_t, r_{t+1}) = \text{Cov}(A - B_1\hat{\mu}_t + B_2\hat{g}_t, \delta_0 + \hat{\mu}_t + \varepsilon_{t+1}^r)$$

$$= -B_1\text{Var}(\hat{\mu}_t) + B_2\text{Cov}(\hat{\mu}_t, \hat{g}_t)$$

$$\text{Var}(pd_t) = B_1^2\text{Var}(\hat{\mu}_t) + B_2^2\text{Var}(\hat{g}_t) - 2B_1B_2\text{Cov}(\hat{\mu}_t, \hat{g}_t)$$

so that

$$\hat{b}_r \rightarrow \frac{1}{-B_1 + \frac{B_1^2\text{Var}(\hat{\mu}_t) - B_1B_2\text{Cov}(\hat{\mu}_t, \hat{g}_t)}{B_2\text{Cov}(\hat{\mu}_t, \hat{g}_t)}}, \quad (55)$$

and the unconditional variances and covariance of demeaned expected return and dividend growth are the following:

$$\text{Var}(\hat{\mu}_t) = \left(1 - \frac{2}{\rho^2B_1^2(1 - \delta_1)}\right)\text{vec}(\mu^\Sigma) + \frac{B_2^2\sigma_g^2}{B_1^2(1 - \delta_1)}$$

$$\text{Var}(\hat{g}_t) = \frac{\sigma_g^2}{1 - \gamma_1}$$

$$\text{Cov}(\hat{g}_t, \hat{\mu}_t) = \frac{B_2\sigma_g^2}{B_1(1 - \gamma_1\delta_1)}$$

---

23Remind that, as in Sections 4 and 5, we consider the case in which $B_3 = 0_{1 \times 3}$.

24Note that here we denote with $\hat{b}_r$ the OLS estimate of the slope coefficient $b_r$ in (53).
Thus, the OLS slope coefficient in the regression of returns on lagged price-dividend ratio is biased and converges to a value that, at the estimated parameters, is lower than the true one in absolute value, resulting in less evidence for return predictability.

The model for aggregate log dividend growth is:

$$\Delta d_{t+1} = \gamma_0 + \hat{g}_t + \varepsilon_{t+1}^D, \quad (56)$$

while the wrong model is:

$$\Delta d_{t+1} = a_D + b_Dpd_t + \varepsilon_{t+1}^D, \quad (57)$$

and we try to estimate the true parameter $b_D = 1/B_2$ from (57). The p-limit of the OLS slope is the following:

$$\hat{b}_D \rightarrow \frac{Cov(pd_t, \Delta d_{t+1})}{Var(pd_t)}, \quad (58)$$

where

$$Cov(pd_t, \Delta d_{t+1}) = Cov(A - B_1\hat{\mu}_t + B_2\hat{g}_t, \gamma_0 + \hat{g}_t + \varepsilon_{t+1}^D)$$

$$= B_2 Var(\hat{g}_t) - B_1 Cov(\hat{g}_t, \hat{\mu}_t)$$

so that

$$\hat{b}_D \rightarrow \frac{1}{B_2 + \frac{B_2^2 Var(\hat{\mu}_t) - B_1 B_2 Cov(\hat{g}_t, \hat{\mu}_t)}{B_2 Var(\hat{g}_t) - B_1 Cov(\hat{g}_t, \hat{\mu}_t)}}, \quad (59)$$

Therefore, the OLS slope coefficient in the regression of dividend growth on lagged price-dividend ratio is also biased, but at the estimated parameters the bias is small due to the relative persistence of expected dividend growth and returns.

### A.4 Long-horizon predictability implied by VAR

Let us consider the following VAR model:

$$r_{t+1} = a_r + b_rpd_t + \varepsilon_{t+1}^r,$$

$$\Delta d_{t+1} = a_d + b_dpd_t + \varepsilon_{t+1}^d,$$

$$pd_{t+1} = a_{pd} + \phi pd_t + \varepsilon_{t+1}^{pd}.$$  

By applying recursively these regressions, we obtain the following expected $n$-year return:

$$E_t \left[ \sum_{j=1}^{n} \rho^{j-1}r_{t+j} \right] = \frac{1 - \rho^n}{1 - \rho} a_r + \rho b_r a_{pd} \frac{1 - (\rho\phi)^{n-1}}{(1 - \rho\phi)(1 - \rho)} +$$

$$- \rho^n b_r a_{pd} \frac{1 - \phi^{n-1}}{(1 - \rho)(1 - \phi)} + b_r \frac{1 - (\rho\phi)^n}{1 - \rho\phi} pd_t, \quad (60)$$
while the expected \( n \)-year dividend growth is given by:

\[
E_t \left[ \sum_{j=1}^{n} \rho^{j-1} \Delta d_{t+j} \right] = \frac{1 - \rho^n}{1 - \rho} a_d + \rho b_d a_{pd} \frac{1 - (\rho \phi)^{n-1}}{(1 - \rho \phi)(1 - \phi)} + \rho^n b_d a_{pd} \frac{1 - \phi^{n-1}}{(1 - \rho)(1 - \phi)} + b_d \frac{1 - (\rho \phi)^n}{1 - \rho \phi} \quad (61)
\]

### A.5 Term structure of conditional variances

The conditional variance of model-implied \( n \)-year returns, in equation (41), is the following:

\[
Var_t \left[ \sum_{j=1}^{n} \rho^{j-1} r_{t+j} \right] = Var_t \left[ \sum_{j=1}^{n-1} \rho^j \left( 1 - (\rho \delta_1)^{n-j} \right) \varepsilon_{t+j} + \sum_{j=1}^{n} \rho^{j-1} \tilde{\varepsilon}_{t+j} \right]
\]

\[
= \sum_{j=1}^{n-1} \rho^{2j} \left( 1 - (\rho \delta_1)^{n-j} \right)^2 Var_t (\varepsilon_{t+j}) + \sum_{j=1}^{n} \rho^{2(j-1)} Var_t (\tilde{\varepsilon}_{t+j}) + 2 \sum_{j=1}^{n-1} \rho^{2j-1} \frac{1 - (\rho \delta_1)^{n-j}}{1 - \rho \delta_1} Cov_t (\varepsilon_{t+j}, \tilde{\varepsilon}_{t+j}),
\]

where

\[
Var_t (\varepsilon_{t+j}) = \frac{1}{\rho B_1^2} (1 - 2 \cdot 1) vec b E_t (\Sigma_{t+j-1}) + \left( \frac{B_2}{B_1} \right)^2 \sigma_g^2 + \frac{1}{B_1^2} B_3 Var_t (\tilde{\varepsilon}_{t+j}) B_3',
\]

\[
Var_t (\tilde{\varepsilon}_{t+j}) = (0 0 1) vec b E_t (\Sigma_{t+j-1}),
\]

\[
Cov_t (\varepsilon_{t+j}, \tilde{\varepsilon}_{t+j}) = \frac{1}{\rho B_1} (0 1 - 1) vec b E_t (\Sigma_{t+j-1}),
\]

and

\[
E_t (\Sigma_{t+j-1}) = M^j \Sigma_t (M^j)' + k V(j),
\]

\[
V(j) = V + MV M' + \ldots + M^{j-1} V (M^{j-1})',
\]

\[
Var_t (\Sigma_{t+j}) = L_2 (I_4 + K_{2,2}) [ME_t (\Sigma_{t+j-1}) M' \otimes V + k (V \otimes V) + V \otimes ME_t (\Sigma_{t+j-1}) M'] L_2^j.
\]

Note that non-contemporaneous correlation between return and expected return shocks are equal to zero and that the conditional variance of long-run returns is an affine functions of the variance-covariance state \( \Sigma_t \).

### B Kalman Filter

In this section we describe the estimation procedure of the model in Section 2.
We first define an expanded 11-dimensional state vector by the concatenation of the original state variables and the process and observation noise random variables:

\[
X_t = \begin{pmatrix}
\hat{\mu}_{t-1} \\
\hat{\Sigma}_{t-1} \\
\tilde{\varepsilon}_D^t \\
\tilde{\varepsilon}_r^t \\
\varepsilon_g^t \\
\varepsilon_{\Sigma}^t \\
\varepsilon_{RV}^t
\end{pmatrix},
\]

which satisfies:

\[
X_{t+1} = FX_t + \Gamma \varepsilon_{X_{t+1}}^t,
\]

where

\[
\varepsilon_{X_{t+1}}^t = \begin{pmatrix}
\tilde{\varepsilon}_D^t \\
\tilde{\varepsilon}_r^t \\
\varepsilon_g^t \\
\varepsilon_{\Sigma}^t \\
\varepsilon_{RV}^t
\end{pmatrix}
\]

with conditional variance

\[
\tilde{Q}_t \equiv \text{Var}_t(\varepsilon_{X_{t+1}}^t) = \begin{bmatrix} Q_t & 0_{6 \times 1} \\ 0_{1 \times 6} & \sigma_{RV}^2 \end{bmatrix},
\]

and \( Q_t \), is given in (18). Moreover,

\[
F = \begin{bmatrix}
\delta_1 & N' & \frac{1}{\rho B_1} & -\frac{1}{\rho B_1} & \frac{B_2}{B_1} & \frac{B_3}{B_1} & 0 \\
0_{3 \times 1} & S & 0_{3 \times 1} & 0_{3 \times 1} & 0_{3 \times 1} & I_3 & 0_{3 \times 1} \\
0_{7 \times 11}
\end{bmatrix}, \quad \text{and} \quad \Gamma = \begin{bmatrix} 0_{4 \times 7} \\ I_7 \end{bmatrix},
\]

The measurement equation,

\[
Y_t = \begin{pmatrix}
\Delta d_t \\
pd_t \\
RV_t
\end{pmatrix},
\]

is of the form

\[
Y_t = M_0 + M_1 Y_{t-1} + M_2 X_t,
\]
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where
\[
M_0 = \begin{bmatrix}
\gamma_0 - \frac{A}{B_2} \\
(1 - \gamma_1)A \\
\text{vec}(e_2e'_2)'\text{vec}(\mu\Sigma)
\end{bmatrix}, \quad M_1 = \begin{bmatrix}
0 & \frac{1}{B_2} & 0 \\
0 & \gamma_1 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]
and
\[
M_2 = \begin{bmatrix}
\frac{B_1}{B_2} & -\frac{B_3}{B_2} & 1 & 0 & 0 & 0_{1 \times 3} & 0 \\
-B_1(\delta_1 - \gamma_1) & B_3(S - \gamma_1I_3) - B_1N' & -\frac{1}{\rho} & 0 & 0 & 0_{1 \times 3} & 0 \\
0 & \text{vec}(e_2e'_2)'D_2 & 0 & 0 & 0 & 0_{1 \times 3} & 1
\end{bmatrix}.
\]

The steps of the filter algorithm are the following:

- Initialize with the unconditional mean and covariance of the expanded state:
  \[
  X_{0,0} = 0_{11 \times 1},
  \quad P_{0,0} = E(X_tX'_t).
  \]

- The time-update equations are
  \[
  X_{t,t-1} = FX_{t-1,t-1},
  \quad P_{t,t-1} = FP_{t-1,t-1}F' + \Gamma \tilde{Q}_t \Gamma',
  \]
  where \(\tilde{Q}_t\) is computed using the updated state \(X_{t,t-1}\).

- The prediction error \(\eta_t\) and the variance-covariance matrix of the measurement equations are then:
  \[
  \eta_t = Y_t - M_0 - M_1Y_{t-1} - M_2X_{t,t-1},
  \quad S_t = M_2P_{t,t-1}M'_2,
  \]
  where \(Y_t\) is the observed value of the measurement equation at time \(t\).

- Update filtering:
  \[
  K_t = P_{t,t-1}M'_2S_t^{-1},
  \quad X_{t,t} = X_{t,t-1} + K_t\eta_t,
  \quad P_{t,t} = (I - K_tM_2)P_{t,t-1},
  \]
  where \(K_t\) is called Kalman gain.
To estimate model parameters, $\Theta$, we define the log-likelihood for each time $t$, assuming normally distributed observation errors, as

$$l_t(\Theta) = -\frac{1}{2} \log |S_t| - \frac{1}{2} \eta_t' S_t^{-1} \eta_t,$$

(63)

where $\eta_t$ and $S_t$ denote prediction error of the measurement series and the covariance of the measurement series, respectively, obtained from the KF. Model parameters are chosen to maximize the log-likelihood of the data series:

$$\Theta \equiv \arg \max_\Theta \mathcal{L} \left( \Theta, \{Y_t\}_{t=1}^T \right),$$

(64)

with

$$\mathcal{L} \left( \Theta, \{Y_t\}_{t=1}^T \right) = \sum_{t=1}^T l_t(\Theta),$$

(65)

where $T$ denotes the number of time periods in the sample of estimation.\(^{26}\)

---

\(^{25}\)Approximating the true transition density with a Gaussian, makes this a QML procedure. While QML estimation has been shown to be consistent in many settings, it is in fact not consistent in a Kalman filter setting since the conditional covariance matrix $\tilde{Q}_t$ in the recursions depends on the Kalman filter estimates of the volatility state variables rather than the true, but unobservable, values. However, simulation results in several papers have shown this issue to be negligible in practice. See also Schwartz and Trolle (2010).

\(^{26}\)For yearly data, as in our application, $T$ is the number of years in the sample.
C  Tables and Figures

**Table 1:** Estimation results. We present results of the estimation of the present-value model in equations (1)-(4), imposing $\Lambda = 0_{2 \times 2}$. The model is estimated by quasi maximum-likelihood using yearly data from 1946 to 2009 on log dividend growth rates, log price-dividend ratio and realized variance of returns. Panel A presents estimates of the coefficients of the underlying processes. Panel B reports resulting coefficients of the present-value model in equation (8). Bootstrapped standard errors are in parentheses.

<table>
<thead>
<tr>
<th>Panel A: Quasi maximum-likelihood estimates</th>
<th>$\gamma_0$</th>
<th>$\delta_0$</th>
<th>$\gamma_1$</th>
<th>$\delta_1$</th>
<th>$M_{11}$</th>
<th>$M_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_0$</td>
<td>0.071</td>
<td>0.074</td>
<td>0.996</td>
<td>0.541</td>
<td>0.184</td>
<td>-0.124</td>
</tr>
<tr>
<td>$M_{22}$</td>
<td>0.994</td>
<td>2</td>
<td>0.0092</td>
<td>0.0001</td>
<td>0.001</td>
<td>0.0205</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Implied present-value parameters</th>
<th>$\rho$</th>
<th>$A$</th>
<th>$B_1$</th>
<th>$B_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.997</td>
<td>5.808</td>
<td>2.171</td>
<td>143.19</td>
</tr>
<tr>
<td>(0.0153)</td>
<td>(1.027)</td>
<td>(0.534)</td>
<td>(77.562)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Sample R-squared values of returns, dividend growth and realized variance of returns, computed using equations (26)-(28). In the first row, $R^2$ are computed from our present-value model, estimated using yearly data from 1946 to 2009, while the second row gives results for a standard OLS predictive regression of observed returns, dividend growth and realized variance on price-dividend ratio.

<table>
<thead>
<tr>
<th></th>
<th>$R^2_{Ret}$</th>
<th>$R^2_{Div}$</th>
<th>$R^2_{RV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present-value model</td>
<td>63.78</td>
<td>-0.60</td>
<td>47.08</td>
</tr>
<tr>
<td>OLS</td>
<td>10.49</td>
<td>1.06</td>
<td>12.16</td>
</tr>
</tbody>
</table>

Table 3: 10%- , 50%- and 90%-quantile of the empirical distribution of R-squared values of returns, dividend growth and realized variance of returns, computed using (26)-(28), from the model (using simulated expected returns, expected dividend growth and conditional variance of returns, respectively) and from OLS regressions of simulated returns, dividend growth and realized variance of returns on lagged log price-dividend ratio. Distributions are based on 10000 simulations of length 64 years of the state variables and observables in our model, using the estimated parameters in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>$R^2_{Ret}$ model</th>
<th>$R^2_{Ret}$ OLS</th>
<th>$R^2_{Div}$ model</th>
<th>$R^2_{Div}$ OLS</th>
<th>$R^2_{RV}$ model</th>
<th>$R^2_{RV}$ OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>32.04</td>
<td>2.55</td>
<td>-0.64</td>
<td>0.03</td>
<td>2.43</td>
<td>0.09</td>
</tr>
<tr>
<td>50%</td>
<td>47.19</td>
<td>11.82</td>
<td>0.04</td>
<td>0.84</td>
<td>23.20</td>
<td>2.87</td>
</tr>
<tr>
<td>90%</td>
<td>67.81</td>
<td>25.11</td>
<td>0.74</td>
<td>4.64</td>
<td>63.44</td>
<td>19.34</td>
</tr>
</tbody>
</table>
Table 4: 10%- 50%- and 90%-quantile of the empirical distribution of R-squared values of returns and dividend growth, computed using (26)-(27), from the model in van Binsbergen and Koijen (2010), using simulated expected returns and expected dividend growth, respectively, and from OLS regressions of simulated returns and dividend growth on lagged log price-dividend ratio. Distributions are based on 10000 simulations of length 64 years of the state variables and observables in the model. Parameters used in the simulations are estimated using yearly price-dividend ratio and dividend growth from 1946 to 2009.

<table>
<thead>
<tr>
<th></th>
<th>( R^2_{Ret} )</th>
<th></th>
<th>( R^2_{Div} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>model OLS</td>
<td>model OLS</td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>2.40 2.57</td>
<td>99.88 0.14</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>6.72 7.34</td>
<td>99.92 3.61</td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>10.31 14.54</td>
<td>99.94 15.88</td>
<td></td>
</tr>
</tbody>
</table>
Table 5: Estimation results for the general model. We present results of the estimation of the present-value model in equations (1)-(4). The model is estimated by quasi maximum-likelihood using yearly data from 1946 to 2009 on log dividend growth rates, log price-dividend ratio and realized variance of returns. Panel A presents estimates of the coefficients of the underlying processes. Panel B reports resulting coefficients of the present-value model in equation (8). Bootstrapped standard errors are in parentheses.

<table>
<thead>
<tr>
<th>Quasi maximum-likelihood estimates</th>
<th>$\gamma_0$</th>
<th>$\delta_0$</th>
<th>$\gamma_1$</th>
<th>$\delta_1$</th>
<th>$M_{11}$</th>
<th>$M_{21}$</th>
<th>$M_{22}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.067</td>
<td>0.074</td>
<td>0.999</td>
<td>0.678</td>
<td>0.348</td>
<td>-0.898</td>
<td>0.634</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.048)</td>
<td>(0.327)</td>
<td>(0.321)</td>
<td>(0.378)</td>
<td>(0.646)</td>
<td>(0.293)</td>
</tr>
<tr>
<td></td>
<td>$k$</td>
<td>$V_{11}$</td>
<td>$V_{22}$</td>
<td>$N_1$</td>
<td>$N_2$</td>
<td>$N_3$</td>
<td>$\sigma_g$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0090</td>
<td>0.0001</td>
<td>-3.640</td>
<td>6.413</td>
<td>3.221</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(2.748)</td>
<td>(0.0024)</td>
<td>(0.0025)</td>
<td>(5.487)</td>
<td>(5.657)</td>
<td>(3.113)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>Implied present-value parameters</td>
<td>$\rho$</td>
<td>$A$</td>
<td>$B_1$</td>
<td>$B_2$</td>
<td>$B_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.993</td>
<td>4.958</td>
<td>3.061</td>
<td>125.49</td>
<td>-1.773</td>
<td>-1.368</td>
<td>-16.293</td>
</tr>
<tr>
<td></td>
<td>(0.0454)</td>
<td>(1.080)</td>
<td>(2.028)</td>
<td>(48.320)</td>
<td>(87.010)</td>
<td>(40.242)</td>
<td>(59.244)</td>
</tr>
</tbody>
</table>
Figure 1: Expected vs Realized yearly returns, dividend growth and variance of returns. These graphs show the model-implied (filtered) series (red lines) of expected returns $\mu_t$ (first panel), expected dividend growth $g_t$ (second panel) and expected return variance $\Sigma_{22,t}$ (third panel), as well as the realized (blue lines) return $r_{t+1}$, log dividend growth, $\Delta d_{t+1}$, and variance of returns, $RV_{t+1}$, respectively. The three panels also show the fitted values (green lines) of an OLS regression of realized quantities ($r_{t+1}$, $\Delta d_{t+1}$ and $RV_{t+1}$, respectively) on the lagged log price-dividend ratio.
Figure 2: Decomposition of the price-dividend ratio. We decompose the demeaned price-dividend ratio, given by $PD_t - A$, into the contribution of expected returns, given by $-B_1 \hat{\mu}_t$ and the contribution of expected dividend growth rates, $B_2 \hat{g}_t$. 

![Graph showing decomposition of the price-dividend ratio.](image-url)
**Figure 3:** R-squared of filtered expected returns, i.e: $r_{t+1} = \delta_0 + \hat{\mu}_{t,t+1} + \tilde{\epsilon}_{t+1}$ from our time-varying risks model (SV) and from the constant risks model (CV), as well as R-squared obtained from a standard OLS regression of realized returns on the lagged log price-dividend ratio, i.e: $r_{t+1} = a_r + b_rpd_t + \varepsilon_{t+1}^r$. Expected returns in all cases are computed for the whole sample, but the $R^2$'s are calculated for each 30-year rolling window.
**Figure 4:** The blue line shows the conditional Sharpe ratio implied by our model, obtained from filtered values of conditional expected returns and conditional volatility of returns, using as risk-free rate the annualized 30-day T-Bill rate at each time $t$. The red line is obtained in the same way, but for a version of the model with constant risks. Shaded areas corresponds to NBER recessions.
Figure 5: The upper panel shows conditional correlation between expected and unexpected returns, $corr_t(\tilde{\epsilon}_{t+1}^r, \epsilon_{t+1}^\mu)$, obtained from estimated present-value parameters and filtered values of the covariance state $\Sigma_t$. Shaded areas correspond to NBER recessions. The lower panel displays conditional correlation between shocks in log price-dividend ratio and returns (blue, left axis), $corr_t(\tilde{\epsilon}_{t+1}^r, \epsilon_{t+1}^{pd})$, and conditional correlation between shocks in log price-dividend ratio and dividend growth (green, right axis), $corr_t(\tilde{\epsilon}_{t+1}^D, \epsilon_{t+1}^{pd})$. 
**Figure 6:** Joint distribution of $R^2$ of OLS predictive regressions of returns and dividend growth on log price-dividend ratio, obtained simulating 10000 paths of returns, dividend growth and price-dividend ratio from the model with time-varying risks (left) and from the model with constant risks (right). Straight red lines correspond to the observed values in the data. Green dashed lines correspond to median values in the simulations. Only one thousand simulations are plotted for clarity.
Figure 7: Joint distribution of forecasting coefficient of OLS predictive regressions of dividend growth on log price-dividend ratio, $b_d$, and long-run predictive coefficient for returns, $b_{lr}^r = \frac{b_r}{1 - \rho \phi}$, obtained simulating 10000 paths of returns, dividend growth and price-dividend ratio from our model (left) and from a model with constant risks (right). Straight red lines correspond to the observed values in the data. Green dashed lines correspond to median values in the simulations. Only one thousand simulations are plotted for clarity.
Figure 8: Joint distribution of out-of-sample $R^2$ of OLS predictive regressions of returns and dividend growth on log price-dividend ratio, obtained from equation (35), by simulating 10000 paths of returns, dividend growth and price-dividend ratio from our model. Straight red lines correspond to the observed values in the data. Only one thousand simulations are plotted for clarity.
Figure 9: Histograms of the predictive coefficient $b_\mu$ in the regression $r_{t+1} = a_\mu + b_\mu \hat{\mu}_t + \epsilon_{t+1}$, obtained by simulating 10000 paths of returns and expected returns from our time-varying risks model (left) and from the constant risks model (right).
Figure 10: We use 10000 paths of simulated data to run predictive regressions. The top left graph shows the histogram of the predictive coefficient $b_r$ in the OLS regression $r_{t+1} = a_r + b_r p_{dt} + \varepsilon_{t+1}^r$. The vertical red line represents the theoretical value $-1/B_1$. The bottom left panel displays the same coefficient if we include the expected dividend growth as a predictor to correct for the EIV problem: $r_{t+1} = a_r + b_{r-corr} p_{dt} + b_{EIV} \hat{g}_t + \varepsilon_{t+1}^r$. The top right graph shows the histogram of the predictive coefficient in $\Delta d_{t+1} = a_D + b_{D-corr} p_{dt} + \varepsilon_{t+1}^D$. The vertical red line represents the theoretical value $1/B_2$. The bottom left panel displays the same coefficient if we include the expected return as a predictor to correct for the EIV problem: $\Delta d_{t+1} = a_D + b_{D-corr} p_{dt} + b_{EIV} \hat{\mu}_t + \varepsilon_{t+1}^D$. 
Figure 11: Dynamics of the term structure of the conditional per-period expected long-horizon return (left panel) and standard deviation of long-horizon returns (right panel), from equations (43) and (45), respectively, computed using estimated parameters and filtered state. We consider horizons of 2 to 30 years.
Figure 12: Upper panels show the term structure of predictive $R^2$ of model-implied long-horizon expected returns (blue lines), and $R^2$ implied by $n$-period ahead VAR forecasts (red lines), obtained by simulating 10000 paths of length 200 years of returns, price-dividend ratio and expected returns from our time-varying risks model (left) and from the constant risks model (right). Lower panels display quantiles of the distribution of the simulated coefficients in OLS regressions of $n$-year returns on log price-dividend ratio. Solid lines show the median of the distribution of $R$-squared, while dashed lines denote the 10%- and 90%-quantiles, respectively.
**Figure 13:** Upper panels show the term structure of predictive $R^2$ of model-implied long-horizon expected dividend growth (blue lines), and $R^2$ implied by $n$-period ahead VAR forecasts (red lines), obtained by simulating 10000 paths of length 200 years of dividend growth, price-dividend ratio and expected dividend growth from our time-varying risks model (left) and from the constant risks model (right). Lower panels display quantiles of the distribution of the simulated coefficients in OLS regressions of $n$-year log dividend growth on log price-dividend ratio. Solid lines show the median of the distribution of $R$-squared, while dashed lines denote the 10%- and 90%-quantiles, respectively.
Figure 14: Decomposition of the term structure of the conditional per-period variance of long-horizon returns, computed using estimated parameters and filtered states. The blue line denotes the component of the variance that is due to uncertainty about future expected returns, the red line denotes the component due to future return shocks, while the green line denotes the mean reversion component. The black dashed line denotes the total conditional variance, for horizons of 2 to 30 years. The first three panels show the decomposition implied by our model at different points in time, while the last (bottom right) panel considers the term structure estimated for the constant risks model.
Figure 15: Sample variance ratios for horizons of 2 to 30 years, computed from the 64-year sample of annual log stock market returns (red line) and from 10000 samples of returns simulated from the model (blue lines). Solid blue line denotes the median variance ratios of the 10000 simulations, while dashed lines represent 10%- and 90%-quantiles. In the upper panel, returns are simulated from our time-varying risks model. In the bottom panel, returns are simulated from the constant risks model.