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Is human intervention needed in AI-based Systems?

➢ Bringing human knowledge in algorithm training could increase the 
performance of  algorithms (Fügener et al., 2021; Rahwan et al., 2019; Raisch and 

Krakowski 2021)

➢ Algorithm aversion (e.g., Longoni et al. 2019)

➢ Limited accountability on an algorithm’s output (Buckley et al., 2021)

➢ Regulatory requirements
• GDPR Article 22

• The AI Act of  European Commission
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Advice from Human-AI Collaborative Systems
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Example 1: Medical Diagnosing
Physicians diagnose and advice patient 

with the support of AI systems, yet, 
having the final say

Example 2: Hybrid Financial Services
Bank advisors make recommendations 

to customers using their own 
experience and output from AI



Literature Gap

➢ Considerable literature on humans taking advice from other humans 
(experts/crowd)

➢ Growing literature on humans taking advice from AI

➢ Little on humans taking advice from human-AI collaboration
• especially, the value of  human intervention in human-AI collaboration on

both the production and consumption side of  AI-assisted services
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Research Context & Research Questions

➢Collaborated with one of  the biggest savings banks in Germany

➢Planned to offer personal loans as a new investment product
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Would allowing 
human experts to 
have the final say with 
the AI output improve 
or compromise advice 
quality?

Would human-AI 
collaborative advice be 
more persuasive, 
compared to pure AI 
advice?

Consumption SideProduction Side



Production of  Investment Advice (I)

➢AI Advice
• We developed a deep learning algorithm to predict the default likelihood of  real 

personal loans from LendingClub

• Using seven piece of  information available

✓ e.g., loan amount, APR, borrower’s income

• 90% as training data (over 1m loans) and 10% as test data

• Comparable prediction accuracy: 73%

• AI advice has two pieces:

✓ Risk assessment: extremely low risky to extremely high risky

✓ Investment recommendation (Yes/No)
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Production of  Investment Advice (II)

➢Human-AI Collaborative Advice
• A selected set of  24 personal loans (balanced in risk level and default)

• 27 expert bankers

• Each banker was presented with randomly selected 10 out of  the 24 loans

• Each banker was asked to provide investment advice

✓ one before and one after receiving the AI output

• Bankers’ investment recommendations are incentivized (a payoff  of  10€)

• The most frequent final investment recommendation and risk assessment are used as 
the human-AI collaborative advice

• A randomly selected 10 out of  the 24 loans as investment opportunities for end 
customers
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Production-Side Results

➢DV: Whether investment recommendation is correct

➢Independent var: whether it is produced after receiving AI output
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Production-Side Results (Cont.)

➢AI advice vs. human-AI collaborative advice
• Compare the quality (predication accuracy) of  the investment recommendations 

from the pure AI with that from the human-AI collaboration

• For both types of  recommendations, seven out of  ten are correct

➢Key Results
• (Good) AI could improve the quality (prediction accuracy) of  financial 

service provided by bankers

• Allowing bankers to have the final say with the AI output does not 
compromise advice quality 
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Field Experiment on the Consumption Side

➢ Experimental Conditions 
• AI-only condition (benchmark): pure AI advice

• Human-AI collaborative advice

✓ Most frequent final investment recommendation across 27 bankers

• Human-only condition: (perceived) human advice

✓ Identical to the human-AI collaborative advice without revealing bankers’ 
use of  AI
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Note: We find the advice quality of the three conditions is identical



Estimation Specification

• DV: Final investment decision (0/1)

• AdviceInvest: Advise to invest or not (-1/1)

• Baseline: AI advice (AI-only condition)

• measures the alignment under AI-only condition

• ,     measure the extent to which the alignment is higher or lower under human-AI 
and human-only conditions, respectively, compared to the AI-only condition
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DV: Final Investment Decision
Logistic Regression

Human-in-the-loop leads to a 
higher degree of  alignment 
with the advice!
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Positive effect of  human-in-the-loop when customers face 
more risky investments
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Positive impacts on downstream outcomes: payoffs

➢ Human-in-the-loop leads to higher payoffs for end customers
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Investigation on Underlying Mechanisms

➢ Elaboration likelihood Model (ELM) suggests possible factors:

• Central route: belief  in the true advice quality
✓ belief  in advice quality

✓ cognitive trust

• Peripheral route: simple cues in the persuation context that do not 
change the advice content
✓ advisor acccountablity

✓ tolerance of  wrong recommendations

✓ social influence

✓ emotional trust
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Online Controlled Experiment

➢ Purpose
• Replication on the findings of  the field experiment

• Underlying mechanisms

➢ Design
• A fixed set of  8 loans 

• 300 German-speaking subjects on Prolific

• Each was invited for 5 investment opportunities

• Subjects’ investment decisions are incentivized

• Only AI advice used but with different advisor “labels”
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Evidence for Underlying Mechanisms
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Key Findings

➢ Show the value of  human intervention in AI-based service solutions
• In our context, allowing humans to have the final say with the AI output

➢ Production-side value 
• Human intervention does not compromise service quality (prediction accuracy)

• Higher level of  accountability

➢ Consumption-side value 
• Higher level of  persuasion (alignment with the advice)

• Higher persuasive effectiveness of  human-AI collaborative advice leads to higher 
end customers’ welfare

➢ Driving factor: perceived social influence exerted by human bankers
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