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Abstract

In this paper, we develop a new measure of specification error, and thus derive new statistical tests, for conditional factor models, i.e. models in which the factor loadings (and hence risk premia) are allowed to be time-varying. Our test exploits the close links between the stochastic discount factor framework and mean-variance efficiency. We show that a given set of factors is a true conditional asset pricing model if and only if the efficient frontiers spanned by the traded assets and the factor-mimicking portfolios, respectively, intersect. In fact, we show that our test is proportional to the difference in squared Sharpe ratios of these two frontiers.

We draw three main conclusions from our empirical findings. First, optimal scaling clearly improves the performance of asset pricing models, to the point where several of the scaled models are capable of explaining asset pricing anomalies. However, even the optimally scaled models fall short of being true conditional asset pricing models in that they fail to price actively managed portfolios correctly. Second, there is significant time-variation in factor loadings and hence risk premia, which plays a significant role in asset pricing. Moreover, the optimal factor loadings display a high degree of non-linearity in the conditioning variables, suggesting that the linear scaling prevalent in the literature is sub-optimal and does not capture the inter-temporal pattern of risk premia. Third, skewness and kurtosis do matter in the conditional setting, while adding little to unconditional performance.
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1 Introduction

Asset pricing research has documented that the cross-sectional dispersion in expected returns is determined not only by beta, as prescribed by the CAPM, but by firm size, book-to-market ratio, and other factors. Subsequent work has advocated time-varying betas to capture such deviations, often termed financial market anomalies, from the unconditional CAPM. For example, Chan and Chen (1988), and Ball and Kothari (1989) find that beta variation explains the size premium and the profitability of contrarian strategies. Berk, Green, and Naik (1999), and Gomes, Kogan, and Zhang (2003) suggest that beta depends upon the business cycle as well as on firm size and book-to-market ratio. These findings have led to the introduction of conditional factor models, in which the factor loadings are allowed to be time-varying, for example as functions of macro-economic or firm-level variables\(^1\).

In this paper, we construct a new measure of specification error which provides necessary and sufficient conditions for a given set of factors to constitute a viable conditional asset pricing model. While traditional asset pricing models are designed to explain unconditional risk premia in terms of factor risk exposure, conditional models capture the cross-sectional and intertemporal variation of conditional risk premia. Static models require additional factors to explain the abnormal returns due to asset pricing anomalies. Often, these factors are derived from the very anomalies they are designed to explain\(^2\). In contrast, the empirical evidence suggests that models with time-varying factor loadings (‘betas’) can capture much of the cross-section of expected returns without the need for additional factors. Moreover, such models are also able to capture the intertemporal dynamics of these anomalies.

\(^1\)Lewellen (1999), Ferson and Harvey (1998, 1999), and Avramov and Chordia (2004), among others, have studied multi-factor models with time-varying factor loadings. Avramov and Chordia (2004) find that time-varying factor loadings could explain size and book-to-market effects.

\(^2\)For example, the Fama-French factors are constructed by sorting stocks on size and book-to-market ratio.
Our specification test is designed to measure how well a given factor model prices the traded assets, both unconditionally and conditionally. It is easy to show that, if a factor model prices the traded assets conditionally correctly, it must necessarily also price all actively managed strategies (unconditionally) correctly. The most difficult active strategies to price are the ones that use conditioning information optimally in the sense that they are unconditionally mean-variance efficient. Our test exploits the close links between the stochastic discount factor framework and mean-variance efficiency. In particular, we show that the pricing error of a given factor model is related to the position of the efficient frontier spanned by the factors (or factor-mimicking portfolios) relative to the asset frontier. More specifically, a given set of factors can be a true asset pricing model if and only if these frontiers intersect. We show that our measure is proportional to the difference in squared Sharpe ratios of the asset and the factor frontiers.

In this paper we make several methodological and empirical contributions. We find that our optimal scaling using macro-economic variables improves the performance of asset pricing models quite significantly. We find that a three factor CAPM where the market return is augmented by skewness and kurtosis factors and the factor loadings are time-varying is capable of pricing momentum portfolios and comes quite close to pricing portfolios sorted by size and book-to-market. Our findings suggest that it may be possible to explain size and value premia as well as momentum without having to construct factors that are based on them. However none of the models is capable of pricing the managed portfolios and are thus not true asset pricing models in our setting.

Our theoretical and methodological contributions are fourfold. First, in the case of non-traded factors we explicitly construct the factor-mimicking portfolios in the presence of conditioning information, generalizing the results of Ferson, Siegel, and Xu (2005). Second, we extend the measure of specification error of Hansen and Jagannathan (1997) to the case with conditioning information, and relate our measure to the difference in maximum squared Sharpe ratios. Our test is thus an extension of the Gibbons, Ross, and Shanken (1989) test to the case with conditioning information. Our third contribution is to construct the actively
managed portfolios that attain the maximum Sharpe ratios for both the base assets and the factors. We show that, if the asset and factor frontiers indeed intersect, the corresponding factor portfolio can be lifted to give a valid stochastic discount factor. However, even if our test rejects the model, our methodology allows us to construct the best possible conditional factor model for a given choice of factors in the sense that it minimizes conditional pricing error. In either case, our framework allows us to explicitly construct the optimal factor loadings as functions of the conditioning instruments. Earlier conditional factor models, e.g. Jagannathan and Wang (1996), and Ferson and Harvey (1999) have assumed the factor loadings to be linear in the instruments. However, recent studies have found that this specification can lead to serious pricing errors. For example, Ghysels (1998) shows that a linearly scaled model in fact under-performs an unscaled model with constant factor loadings out-of-sample. Brandt and Chapman (2005) show that if the true model exhibits even mild non-linearities, estimating a linear beta model leads to considerable mis-pricing. In line with these findings, our analysis shows that the optimal use of conditioning information in the construction of factor models leads to highly non-linear factor loadings.

We implement our measure to test the performance of a number of factor models considered in the literature. We use commonly used predictive instruments that measure macro-economic and interest rate risk\(^3\).

We first consider the performance of our models on the Fama-French 30 industry portfolios, a benchmark set of base assets that is free of any asset pricing anomalies. Optimal scaling increases the asset Sharpe ratio more than one and a half times while the Sharpe ratio of the CAPM and Fama-French models increase by 48% and 160% respectively. Adding skewness and kurtosis factors to both the CAPM and Fama-French models leads to little improvement in the fixed-weight models but strong effects on the scaled models with the Sharpe ratios.

\(^3\)The instruments are unexpected shocks to inflation, the 1-month Treasury Bill rate, the term spread, convexity which is a measure of curvature of the yield curve and credit spread. These instruments thus capture both information about interest rates, as well as changes in the macro-economic environment.
increasing by 76% for the CAPM and 45% for the Fama-French model. The scaled three factor CAPM prices the base assets. However none of the models are capable of pricing the managed assets with the scaled Fama-French model augmented by skewness, kurtosis and the momentum factors achieving 63% of the scaled asset Sharpe ratio. The outperformance of the optimally scaled version relative to the corresponding fixed-beta specification is thus in contrast to Ghysels (1998). This shows that our optimal scaling indeed reduces misspecification error relative to fixed-beta models, which is not necessarily the case for the linearly scaled beta models prevalent in most of the literature. Our findings also suggest that, while skewness and kurtosis effects are ‘washed out’ in the unconditional setting by time-aggregation, they have a significant effect in the conditional setting. In other words, the non-normality and in particular asymmetry of returns carries a significant time-varying risk-premium in the short run, which tends to vanish at longer horizons.

We focus next on the size and book-to-market effects and use the 25 portfolios sorted by these characteristics as our base assets. We find that the effect of optimal scaling almost dominates that of sorting assets on these criteria, as while the fixed weight Sharpe ratio of these portfolios is almost double that of the thirty industry portfolios the scaled Sharpe ratios are very close. The unscaled CAPM and Fama-French models are unable to price these portfolios (with pricing errors of 74% and 45%, respectively). In other words, over the time period we consider, even the Fama-French model fails to price the size and value portfolios. Moreover, even with optimal scaling, both models are unable to price the assets (with pricing errors of 68% and 28%, respectively). In contrast, when we augment these models by skewness and kurtosis factors, we find that an optimally scaled three-factor CAPM achieves 90% of the fixed-weight asset Sharpe ratio, while the scaled augmented Fama-French model actually prices the assets correctly. Our results thus show that a scaled three factor CAPM goes a long way towards explaining the size and book-to-market effects.

We also consider the performance of the models in pricing the momentum portfolios. Momentum remains the one CAPM-based anomaly that cannot be explained by the Fama-French model. We use the momentum portfolios constructed by Chordia and Shivakumar (2002)
that span the 1960-1999 period. We find that the fixed-weight Fama-French model achieves 82% of the Sharpe ratio of the assets and, while it performs considerably better than the unscaled CAPM which achieves just over 50% of the asset Sharpe ratio, still does not price the momentum portfolios correctly. We consider a three factor CAPM, that is the market return together with the skewness and kurtosis factors scaled by a number of common business cycle variables. The potential importance of the skewness factor in pricing momentum returns was first observed by Harvey and Siddique (2000) while the ability of business cycle variables to predict momentum profits was analyzed in Chordia and Shivakumar (2002) We find that this scaled three factor CAPM achieves a Sharpe ratio of 1.23 which is higher than the fixed weight asset Sharpe ratio of 1.15 and thus this model prices the momentum portfolios correctly. It is however not a true asset pricing model as it fails to price the scaled momentum portfolios, but still appears to be the first rational asset pricing model that prices the unscaled momentum portfolios.

We draw three main conclusions from our empirical findings. First, optimal scaling clearly improves the performance of asset pricing models, to the point where several of the scaled models are capable explaining some asset pricing anomalies. However, even the optimally scaled models fall short of being true conditional asset pricing models in that they fail to price actively managed portfolios correctly. Second, there is significant time-variation in factor loadings and hence risk premia, which plays a significant role in asset pricing. Moreover, the optimal factor loadings display a high degree of non-linearity in the conditioning variables, suggesting that the linear scaling prevalent in the literature is sub-optimal\(^4\), and does not capture the inter-temporal pattern of risk premia. Third, skewness and kurtosis do matter in the conditional setting, while adding little to unconditional performance. Our results thus expand upon the findings of Kraus and Litzenberger (1976), Harvey and Siddique (2000), as well as Dittmar (2002).

Finally, we check for the robustness of our results. Our tests are all based on Sharpe

\(^4\)See for example Ghysels (1998).
ratios which can exhibit a high degree of sampling variability particularly in the presence of conditioning information, as observed in Ferson and Siegel (2003). To see to what extent our results may be driven by this sampling variability we simulate a pure noise variable as our predictive instrument and compute the mean and percentiles of the asset and factor Sharpe ratios. We find that although the optimal factor Sharpe ratios are higher than the fixed weight factor Sharpe ratios, they are never as high as the fixed weight asset Sharpe ratios for all our asset sets. Our optimal asset and factor Sharpe ratios using the actual predictive instruments are always well above the simulated 95% confidence levels. This shows that our findings are robust to sampling variability.

The remainder of the paper is organized as follows. In Section 2, we briefly review the theory of conditional factor models in the context of a stochastic discount factor framework. In the following section, we derive explicit expressions for the factor-mimicking portfolios, and develop our test statistic. The results of our empirical analysis are reported in Section 4. All mathematical proofs are given in the appendix.

2 Set-Up and Notation

The aim of this paper is to construct a measure of misspecification for factor models in the presence of conditioning information, based on properties of unconditionally efficient portfolios. To this end, we construct the space of state-contingent pay-offs, and within it the space of traded pay-offs, augmented by the use of conditioning information. For a given set of factors, we then construct the subset of augmented pay-offs that is spanned by the corresponding factor-mimicking portfolios. Our test, developed in the following section, is based on a notion of ‘distance’ which measures whether the factor-mimicking portfolios span the efficient frontier in the augmented base asset space.
2.1 Traded Assets and Managed Pay-Offs

The information flow in the economy is described by a discrete-time filtration \((\mathcal{F}_t)\), defined on some probability space \((\Omega, \mathcal{F}, P)\). We fix an arbitrary \(t > 0\), and consider the period beginning at time \(t - 1\) and ending at \(t\). Denote by \(L^2_t\) the space of all \(\mathcal{F}_t\)-measurable random variables that are square-integrable with respect to \(P\). We interpret \(\Omega\) as the set of ‘states of nature’, and \(L^2_t\) as the space of all (not necessarily attainable) state-contingent pay-off claims, realized at time \(t\).

**Traded Assets:**

There are \(n\) traded risky assets, indexed \(k = 1 \ldots n\). We denote the gross return (per dollar invested) of the \(k\)-th asset by \(r^k_t \in L^2_t\), and by \(\tilde{R}_t := (r^1_t \ldots r^n_t)'\) the \(n\)-vector of risky asset returns. In addition to the risky assets, a risk-free is traded with gross return \(r^0_t = r_f\).

**Conditioning Information:**

To incorporate conditioning information, we take as given a sub-\(\sigma\)-field \(\mathcal{G}_{t-1} \subseteq \mathcal{F}_{t-1}\). We think of \(\mathcal{G}_{t-1}\) as summarizing all information on which investors base their portfolio decisions at time \(t - 1\). In our empirical applications, \(\mathcal{G}_{t-1}\) will be chosen as the \(\sigma\)-field generated by one or more lagged *conditioning instruments*, variables observable at time \(t - 1\) that contain information about the distribution of asset returns\(^5\). To simplify notation, we write \(E_{t-1}(\cdot)\) for the conditional expectation operator with respect to \(\mathcal{G}_{t-1}\).

**Managed Portfolios:**

We allow for the formation of *managed* portfolios of the base assets. To this end, denote by

---

\(^5\) Examples of conditioning variables considered in the literature include, among others, dividend yield (Fama and French 1988), or interest rate spreads (Campbell 1987).
$X_t$ the space of all elements $x_t \in L^2_t$ that can be written in the form,

$$x_t = \theta^0_{t-1} r_f + \sum_{k=1}^{n} (r^k_t - r_f) \theta^k_{t-1}, \quad (1)$$

for $\mathcal{F}_{t-1}$-measurable functions $\theta^k_{t-1}$. To simplify notation, we write (1) in vector form as $x_t = \theta^0_{t-1} r_f + (\tilde{R}_t - r_f e)' \theta_{t-1}$, where $e$ is an $n$-vector of ‘ones’. We interpret $X_t$ as the space of managed pay-offs, obtained by forming combinations of the base assets with time-varying weights $\theta^k_{t-1}$ that are functions of the conditioning information.

**Pricing Function:**

Because the base assets are defined by their returns, we set $\Pi_{t-1}(r^k_t) = 1$ for $k = 0, 1, \ldots, n$, and extend $\Pi_{t-1}$ to all of $X_t$ by conditional linearity. In particular, for an arbitrary pay-off $x_t \in X_t$ of the form (1), it is easy to see that $\Pi_{t-1}(x_t) = \theta^0_{t-1}$. By construction, the pricing rule $\Pi_{t-1}$ satisfies the ‘law of one price’, a weak form of no-arbitrage condition.

### 2.2 Stochastic Discount Factors

We use the stochastic discount factor framework to define what it means for a set of factors to give rise to an admissible asset pricing model.

**Definition 2.1** By an admissible stochastic discount factor (SDF) for the model $(X_t, \Pi_{t-1})$, we mean an element $m_t \in L^2_t$ that prices all base assets conditionally correctly, i.e.

$$\mathbb{E}_{t-1}(m_t r^k_t) = \Pi_{t-1}(r^k_t) = 1 \quad \text{for all } k = 0, 1, \ldots, n. \quad (2)$$

The existence of at least one SDF is guaranteed by the Riesz representation theorem, but unless markets are complete it will not be unique. Much of modern asset pricing research focuses on deriving plausible SDFs from principles of economic theory, and then empirically testing such candidates against observed asset returns. Note that in our definition, the SDF is required to price the base assets *conditionally*. The vast majority of asset pricing model
tests considered in the literature have used the unconditional version of (2). In our setting, we allow both assets and factors to be dynamically managed, and thus we are testing the conditional version of the pricing equation. Note also that, if \( m_t \) is an admissible SDF in the sense of (2), linearity implies \( E_t(m_t x_t) = \Pi_{t-1}(x_t) \) for any arbitrary managed pay-off \( x_t \in X_t \). In other words, an SDF that prices all base assets correctly is necessarily compatible with the pricing function \( \Pi_{t-1} \) for managed pay-offs. Taking expectations we obtain,

\[ E(m_t x_t) = E(\Pi_{t-1}(x_t)) =: \Pi_0(x_t). \quad (3) \]

In other words, any SDF that prices the base assets (conditionally) correctly must necessarily also be consistent with the unconditional pricing rule \( \Pi_0 \). In fact, it is easy to show that a candidate \( m_t \) is an admissible SDF if and only if (3) holds for all \( x_t \in X_t \). We can thus interpret (3) as a set of moment conditions that any candidate SDF must satisfy. There are many empirical techniques (e.g. GMM) to estimate and test such restrictions. However, as the space \( X_t \) of ‘test assets’ is infinite-dimensional, such tests will typically yield only necessary but not sufficient conditions for the SDF.

This problem can be overcome by exploiting the close link between the SDF framework and mean-variance efficiency. More specifically, one can obtain necessary and sufficient conditions by testing how the candidate SDF acts on the unconditionally efficient frontier in the space \( X_t \) of managed pay-offs (see Section 3 below). By two-fund separation, this reduces the test to a one-dimensional problem. Motivated by this observation, we set \( R_t = \Pi_0^{-1}(1) \).

In other words, \( R_t \) is the set of all managed pay-offs that have unit price and thus represent the returns on dynamically managed portfolios.

### 2.3 Conditional Factor Models

Our focus here is not the selection of factors, but rather the construction and testing of models for a given set of factors. Therefore, we take as given \( m \) factors, \( F_i^t \in L_t^2 \), indexed \( i = 1 \ldots m \). Denote by \( \tilde{F}_t = (F_1^t, \ldots, F_m^t)' \) the \( m \)-vector of factors. In general we do not assume the factors to be traded assets, that is we may have \( F_i^t \notin X_t \).
Definition 2.2 We say that the model \((X_t, \Pi_{t-1})\) admits a conditional factor structure, if and only if there exist \(G_{t-1}\)-measurable functions \(a_{t-1}\) and \(b^i_{t-1}\) such that,

\[
m_t = a_{t-1} + \sum_{i=1}^{m} F^i_t b^i_{t-1}
\]

is an admissible SDF for the model in the sense of Definition 2.1.

We refer to the coefficients \(b^i_{t-1}\) as the conditional factor loadings of the model and write (4) in vector notation as \(m_t = \alpha_{t-1} + \tilde{F}_t^t b_{t-1}\). We emphasize that the above specification defines a conditional factor model, in that the coefficients \(a_{t-1}\) and \(b^i_{t-1}\) are allowed to be functions of the conditioning information. In other words, in this specification the conditional risk premia associated with the factors are allowed to be time-varying. This potentially gives the model the flexibility necessary to price also managed portfolios, since the co-efficients of the model can respond to the same information that is used in the formation of portfolios.

**Factor-Mimicking Portfolios:**

Since the factors need not be traded assets, we construct factor-mimicking portfolios within the space \(R_t\) of managed returns.

**Definition 2.3** An element \(f^i_t \in X_t\) is called a factor-mimicking portfolio (FMP) for the factor \(F^i_t \in L^2_t\) if and only if \(\Pi_{t-1}(f^i_t) = 1\), and

\[
\rho^2(f^i_t, F^i_t) \geq \rho^2(r_t, F^i_t) \quad \text{for all } r_t \in X_t \text{ with } \Pi_{t-1}(r_t) = 1.
\]

(5)

Note that we define an FMP via the concept of maximal correlation with the factor. In the literature, it is also common to characterize factor-mimicking portfolios by means of an orthogonal projection\(^6\). However, it can be shown that these characterizations are in fact equivalent. To define our test, we now take the factor-mimicking portfolios themselves as

---

\(^6\)This is for example the approach taken in Ferson, Siegel, and Xu (2005).
base assets, and consider the space of pay-offs attainable by forming managed portfolios of FMPs. Specifically, denote by $X_t^F$ the space of all $x_t \in L_t^2$ that can be written in the form,

$$x_t = \phi_{t-1}^0 r_f + \sum_{i=1}^m (f_i^t - r_f) \phi_{t-1}^i,$$  \hspace{1cm} (6)

for $\mathcal{G}_{t-1}$-measurable functions $\phi_{t-1}^i$. By construction, $\Pi_{t-1}(x_t) = \phi_{t-1}^0$ for any $x_t \in X_t^F$ of the form (6). Mimicking the construction in the preceding section, we define the set of returns in this space as $R_t^F = R_t \cap X_t^F$.

3 Tests of Conditional Linear Factor Models

In this section, we develop a new measure of model misspecification in the presence of conditioning information. This measure gives rise to a necessary and sufficient condition for a given set of factors to constitute a viable asset pricing model. Moreover, we show that our measure is closely related to the shape of the efficient portfolio frontier in the augmented pay-off space.

As a starting point, we take as given an unconditionally efficient benchmark return $r_t^* \in R_t$. Although the results outlined below can be shown to be robust with respect to the choice of benchmark return, we follow Hansen and Jagannathan (1997) and take $r_t^*$ as the return with minimum unconditional second moment in $R_t$.

**Definition 3.1** For given factors $\tilde{F}_t$, the model misspecification error is defined as,

$$\delta_F := \inf_{r_t \in R_t^F} \sigma^2(r_t^* - r_t).$$  \hspace{1cm} (7)

In other words, $\delta_F$ measures the minimum variance distance between the efficient benchmark return $r_t^*$ and the return space $R_t^F$ spanned by the factor-mimicking portfolios. In the following sections, we prove a series of results that motivate the interpretation of $\delta_F(r_t^*)$ as a measure of model misspecification. Specifically,
We show (Theorem 3.8) that for a given set of factors $F_t$, the model admits a factor structure in the sense of Definition 2.2 if and only if $\delta_F = 0$. In other words, our measure defines a necessary and sufficient condition for a given set of factors to constitute a viable conditional asset pricing model.

By construction, $r^*_t$ attains the maximum Sharpe ratio $\lambda_*$ in the space $R^G_t$ of generalized returns. We show (Proposition 3.6) that any $r^F_t \in R^F_t$ that attains the minimum in (7) also attains the maximum Sharpe ratio $\lambda_F$ in the space $R^F_t$ spanned by the FMPs. Moreover, we show (Theorem 3.7) that $\delta_F$ is proportional to the difference in squared Sharpe ratios, $\lambda^2_* - \lambda^2_F$. In other words, $\delta_F(r^*_t)$ measures the distance between the efficient frontiers spanned by the base assets and by the FMPs, respectively.

As a consequence of (i) and (ii), it follows that a given factor model is a true asset pricing model if and only if it is possible to construct a dynamic portfolio of the FMPs that is unconditionally mean-variance efficient in the asset return space. Thus, our condition is an extension of the Gibbons, Ross, and Shanken (1989) test to the case with conditioning information. In fact, the resulting test statistic is similar to a standard Wald test. In the following sections, we derive explicit characterizations of the measure $\delta_F$ and the return that attains it, in terms of the conditional moments of the base asset returns and the factors. This allows us to implement our test for a variety of factor models considered in the literature.

### 3.1 Factor-Mimicking Portfolios

We now give an explicit characterization of the factor-mimicking portfolios as ‘managed’ portfolios of the base assets. We define the conditional moments,

$$
\begin{align*}
\mu_{t-1} &= E_{t-1}(\tilde{R}_t - r_{fe}), & \Lambda_{t-1} &= E_{t-1}(\tilde{R}_t - r_{fe})(\tilde{R}_t - r_{fe})' \\
\end{align*}
$$

In other words, excess returns can be written as $\tilde{R}_t - r_{fe} = \mu_{t-1} + \varepsilon_t$, where $\varepsilon_t$ has zero mean and variance-covariance matrix $\Sigma_{t-1} = \Lambda_{t-1} - \mu_{t-1}\mu'_{t-1}$. Similarly, we denote the mixed
conditional moments of the factors by
\[ \nu_{t-1} = E_{t-1}(\tilde{F}_t), \quad \text{and} \quad Q_{t-1} = E_{t-1}\left( (\tilde{R}_t - r_{fe})\tilde{F}_t' \right) \] (9)

Note that, if an admissible SDF of the form (4) exists, this implies,
\[ 0 \equiv E_{t-1}\left( (\tilde{R}_t - r_{fe})m_t \right) = a_{t-1}\mu_{t-1} + Q_{t-1}b_{t-1}. \]

Conversely, if \( a_{t-1} \) and \( b_{t-1} \) exist so that \( a_{t-1}\mu_{t-1} + Q_{t-1}b_{t-1} = 0 \), then \( m_t \) in (4) prices all excess returns correctly and can hence be modified to be an admissible SDF. In other words, the model admits a conditional factor structure if and only if the image of the conditional linear operator \( Q_{t-1} \) contains \( \mu_{t-1} \). This fact will be key to the proof of the equivalence result (Theorem 3.8).

**Proposition 3.2** For a given factor \( F_i^t \), the factor-mimicking portfolio can be written as,
\[ f^i_t = r_f + (\tilde{R}_t - r_{fe})'\theta_{i-1}^t \quad \text{with} \quad \theta_{i-1}^t = \Lambda_{t-1}^{-1}(q_{i-1}^t - \kappa_i\mu_{t-1}) \] (10)

where \( q_{i-1}^t \) is the column of \( Q_{t-1} \) corresponding to factor \( i \), and \( \kappa_i \) is a constant.

Note that the constant \( \kappa_i \) in the above expression is directly related to the unconditional mean of the FMP. In the case where a risk-free asset is present, this constant is not uniquely determined, since the first-order condition arising from maximizing the correlation in (5) is independent of that mean.

**PROOF OF PROPOSITION 3.2:** Appendix A.1. \( \square \)

To conclude this section, we derive expressions for the first and second moments of the factor-mimicking portfolios, which we will need for the explicit characterization of the maximum Sharpe ratio spanned by the factors (Corollary 3.5).

**Corollary 3.3** The conditional moments of the factor mimicking portfolios are given by,
\[ E_{t-1}(f_t - r_{fe}) = Y_{t-1}'\Lambda_{t-1}^{-1}\mu_{t-1}, \quad \text{and} \quad E_{t-1}\left( (f_t - r_{fe})(f_t - r_{fe})' \right) = Y_{t-1}'\Lambda_{t-1}^{-1}Y_{t-1} \]

where \( y_{i-1}^t = q_{i-1}^t - \kappa_i\mu_{t-1} \), and \( Y_{t-1} \) is the matrix whose columns are the \( y_{i-1}^t \).
PROOF: Follows directly from Proposition 3.2.

\[ \square \]

### 3.2 Maximum Sharpe Ratios

In this section, we derive explicit expressions for the maximum generalized Sharpe ratios, in the spaces of augmented pay-offs spanned by the base assets and the factors, respectively. Denote by \( \lambda^* \) the maximum Sharpe ratio in the generalized return space \( R^G_t \):

\[
\lambda^* = \sup_{r_t \in R^G_t} \frac{E(r_t) - r_f}{\sigma(r_t)}.
\]  

(11)

Similarly, denote by \( \lambda_F \) the corresponding maximum Sharpe ratio in the space \( R^F_t \) of managed returns spanned by the factors.

**Proposition 3.4** The maximum generalized Sharpe ratio in the space \( R^G_t \) is given by \( \lambda^* = h \), where

\[
h^2 = E(H^2_{t-1}) \quad \text{and} \quad H^2_{t-1} = \mu_{t-1}^\prime \Sigma^{-1}_{t-1} \mu_{t-1},
\]

(12)

**Proof:** Appendix A.2.

Expression (12) for the maximum Sharpe ratio has many interesting features; first, it extends the expression given in Equation (16) of Jagannathan (1996) to the case with conditioning information. It is well-known (Cochrane 2001) that in the fixed-weight case without conditioning information the maximum (squared) Sharpe ratio is given by an expression of the form (12), with conditional moments replaced by unconditional ones. In other words, \( H_{t-1} \) represents the maximum *conditional* Sharpe ratio, once the realization of the conditioning information is known. Hence, the maximum squared *unconditional* Sharpe ratio is simply given by the expectation of the maximum squared conditional Sharpe ratio. For the case of only one risky asset, this result was also shown in Cochrane (1999).

**Corollary 3.5** The maximum generalized Sharpe ratio in the space \( R^F_t \) is given by \( \lambda_F = h_F \), where

\[
h_F^2 = E(H^2_{F,t-1}),
\]
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\[ H_{F,t}^2 = \mu'_{t-1} \Lambda_{t-1}^{-1} \Sigma_{t-1} \Lambda_{t-1}^{-1} Y_{t-1} = \mu'_{t-1} \Lambda_{t-1}^{-1} \Sigma_{t-1} \Lambda_{t-1}^{-1} Y_{t-1}, \quad (13) \]

**Proof:** Using the conditional moments from Corollary 3.3, we obtain,

\[ \Sigma_{t-1}^F = Y'_{t-1} \Lambda_{t-1}^{-1} Y_{t-1} + Y'_{t-1} \Lambda_{t-1}^{-1} \mu_{t-1} \mu'_{t-1} \Lambda_{t-1}^{-1} Y_{t-1} = Y'_{t-1} \Lambda_{t-1}^{-1} \Lambda_{t-1} + \mu_{t-1} \mu'_{t-1} \Lambda_{t-1}^{-1} Y_{t-1}. \]

The result then follows from Proposition 3.4, applied to the factor-mimicking portfolios as base assets.

Finally, we characterize the weights on the mimicking portfolios of the portfolio that attains the maximum Sharpe ratio in (13). These weights are in fact proportional to the factor loadings in the optimal conditional factor model for given choice of factors.

**Proposition 3.6** The maximum generalized Sharpe ratio in (13) is attained by,

\[ r^F_t = \phi^0_{t-1} r_f + (f_t - r_f e)' \phi_{t-1} \quad \text{with} \quad \phi^0_{t-1} = \frac{1 + H_{F,t}^2}{1 + h_F^2} \]

\[ \phi_{t-1} = - \frac{r_f}{1 + h_F^2} \left[ Y'_{t-1} \Lambda_{t-1}^{-1} \Sigma_{t-1} \Lambda_{t-1}^{-1} Y_{t-1} \right]^{-1} Y'_{t-1} \Lambda_{t-1}^{-1} \mu_{t-1} \quad (15) \]

**Proof:** We apply Lemma A.1, using the factor-mimicking portfolios as base assets, and substituting the conditional moments from Corollary 3.3 as in the proof of Corollary 3.5.

### 3.3 Necessary and Sufficient Condition

We are now in a position to prove the main results of our paper. First, we show that the measure of model misspecification defined in (7) is proportional to the difference in squared Sharpe ratios in the return spaces spanned by the base assets and the factors, respectively. This related our measure to the respective shapes of the efficient portfolio frontiers in the two spaces. Second, we show that for a given set of factors, the model admits a conditional
factor structure if the only if the misspecification error is zero. This establishes a necessary and sufficient condition for the factors to constitute a viable conditional asset pricing model.

**Theorem 3.7** The measure $\delta_F$ of misspecification error can be written as,

$$
\delta_F(r^*_t) = \left( \frac{r_f}{1 + \lambda^*_2} \right)^2 \cdot (\lambda^2 - \lambda^*_2)
$$

PROOF: Appendix A.3.

As a consequence, testing the hypothesis that $\delta_F(r^*_t) = 0$ is similar to a standard Wald test, as shown in Abhyankar, Basu, and Stremme (2005).

**Theorem 3.8** The model $(X_t, \Pi_{t-1})$ admits a conditional factor structure if and only if

$$
\delta_F(r^*_t) = 0.
$$

PROOF: Appendix A.4.

As a consequence of the above result, the difference $\lambda^2 - \lambda^*_2$ can be interpreted as a test of whether it is possible to construct a conditional linear asset pricing model from a given set of factors. Since by construction $R^F_t \subseteq R^G_t$, we always have $\lambda^*_F \leq \lambda^*_G$, with equality if and only if there exists a portfolio $r_t \in R^F_t$ that is unconditionally efficient in the space $R^G_t$.

**Corollary 3.9** The model $(X_t, \Pi_{t-1})$ admits a conditional factor structure if and only if there exist $\mathcal{G}_{t-1}$-measurable functions $\phi_{t-1}^i$ with $E(\phi_{t-1}^0) = 1$, such that

$$
\phi_{t-1}^0 r_f + \sum_{i=1}^m \phi_{t-1}^i (f^i_t - r_f)
$$

is unconditionally efficient in the space $R^G_t$ of generalized returns.

PROOF: Follows directly from Theorem 3.8.
4 Empirical Analysis

In this section, we report the results of implementing our test for a variety of asset pricing models, and three sets of base assets (portfolios sorted on industry, size and book-to-market ratio, and momentum).

4.1 Data and Methodology

We specialize the set-up of the preceding sections to the case of a linear predictive model. Let \( y_{t-1} \) be a vector of \( \mathcal{F}_{t-1} \)-measurable conditioning variables, and set \( G_{t-1} = \sigma(y_{t-1}) \). For the estimation, we will use the de-meaned variables \( y^0_{t-1} = y_{t-1} - E(y_{t-1}) \). To estimate the conditional moments, we postulate a linear specification of the form,

\[
\left( \begin{array}{c}
\tilde{R}_t - r_{fe} \\
\tilde{F}_t
\end{array} \right) = \left( \begin{array}{c}
\mu_0 \\
\nu
\end{array} \right) + \left( \begin{array}{c}
\beta \\
\gamma
\end{array} \right) \cdot y^0_{t-1} + \left( \begin{array}{c}
\varepsilon_t \\
\eta_t
\end{array} \right)
\]

(17)

where \( \varepsilon_t \) and \( \eta_t \) are independent of \( y^0_{t-1} \) with \( E_{t-1}(\varepsilon_t) = E_{t-1}(\eta_t) = 0 \). Note however that we do not assume the \( \varepsilon_t \) and \( \eta_t \) to be cross-sectionally independent, i.e. the residual variance-covariance matrix need not be diagonal. In the notation of Section 2, we can then calculate the conditional moments as,

\[
\mu_{t-1} = \mu_0 + \beta y^0_{t-1} \quad \text{and} \quad \Lambda_{t-1} = (\mu_0 + \beta y^0_{t-1})(\mu_0 + \beta y^0_{t-1})' + E_{t-1}(\varepsilon_t \varepsilon_t')
\]

\[
\nu_{t-1} = \bar{\nu} + \gamma y^0_{t-1} \quad \text{and} \quad Q_{t-1} = (\mu_0 + \beta y^0_{t-1})(\bar{\nu} + \gamma y^0_{t-1})' + E_{t-1}(\varepsilon_t \eta_t')
\]

The maximum generalized Sharpe ratios generated by the base assets and the factor mimicking portfolios, respectively, are then calculated using (12) and (13).

We test the performance of both the unscaled (fixed-beta) as well as the optimally scaled versions of several classic asset pricing models, including the CAPM and the three-factor model of Fama and French (1992). Each of these models is then augmented by additional factors to capture skewness, excess kurtosis, and/or momentum effects. We perform our tests
on three distinct sets of base assets. As a benchmark case, we consider a set of 30 portfolios sorted by industry sector, an asset universe that does not exhibit any of the known asset pricing anomalies. To investigate how well the models succeed in explaining well-known anomalies, we then repeat our tests on Fama and French’s 25 portfolios sorted on size and book-to-market ratio, and the 10 portfolios sorted on momentum (past returns) as used in Chordia and Shivakumar (2002). To optimally scale both assets as well as factor loadings, we employ a set of conditioning instruments designed to capture changes in the overall economic environment\textsuperscript{7}. In our empirical analysis, we address the following questions

(1) Can unscaled (fixed-beta) models explain the size, value and momentum effects?

(2) Can time-varying betas improve the performance of an asset pricing model?

(3) Does the inclusion of skewness and kurtosis factors improve model performance?

(4) Are the Fama-French factors necessary to explain the size and value premia?

(5) Do we need a momentum factor to explain the momentum effect?

(6) Can any scaled model price actively managed portfolios?

While we discuss the results of our empirical analysis in detail in the following sections, we summarize our answers to the above questions in Section 4.6.

### 4.2 Optimal Scaling and Time-Varying Betas

As a benchmark, we first analyze the effect of optimal scaling on both asset as well as model performance, using Fama and French’s 30 industry portfolios as base assets. Table 1 reports

\textsuperscript{7}These instruments are the short rate (TB1M), term spread (TSPR), curvature of the yield curve (CONV), credit yield spread (CSPR), and unexpected shocks to inflation (INFL).
the slope of the efficient frontier spanned by assets and factors, respectively, both with and without the optimal use of conditioning information, for a variety of classic asset pricing models.

**The Effect of Optimal Scaling**

From row (1) we see that the optimal use of the conditioning instruments dramatically expands the efficient frontier (with Sharpe ratios increasing by a factor of more than $3/2$ from 0.88 to 2.36). This considerably raises the bar if we require a model to not only price the base assets but also actively managed portfolios correctly.

On the other hand, optimal scaling improves the performance of the CAPM (row 1 in the table) and Fama-French model (row 6) just as dramatically (with the factor frontiers expanding by 48% and 163%, respectively). In fact, while the unscaled version still has a pricing error of about 40%, the scaled Fama-French model successfully prices static portfolios (with the factor frontier expanding beyond the fixed-weight asset frontier). However both models, even optimally scaled, still fall short by a wide margin of pricing managed portfolios correctly (with pricing errors of 71% and 60%, respectively). Interestingly, the consumption-CAPM shows the most significant boost in performance (with the factor frontier expanding by orders of magnitude from 0.09 to 0.77).

**Skewness, Kurtosis and Momentum Factors**

Rows (2) and (7) of Table 1 show that the skewness factor, while having virtually no effect on the performance of the unscaled models, significantly improves the performance of the optimally scaled models. The addition of the skewness factor increases the factor frontier by less than 1% for the unscaled CAPM and Fama-French model, but by 76% and 45% for the scaled versions, respectively. In fact, augmented by the skewness factor, the CAPM now prices static portfolios correctly, and the pricing error for managed portfolios falls below 50%. Similarly, the pricing error for the Fama-French model drops to about 40% for active portfolios. In other words, while skewness has little importance for asset pricing at the level of long-run average returns, it has a dramatic effect on conditional pricing. Intuitively, this
is due to the fact that any skewness in the conditional return distribution is ‘washed out’ by time aggregation in the unconditional distribution (Central Limit Theorem). Conversely, the inclusion of the skewness factor considerably amplifies the effect of optimal scaling. For example, while conditioning information improves the performance of the CAPM by only 48%, once the skewness factor is added, this goes up to 158%.

In contrast, rows (3) and (8) of Table 1 show that kurtosis has a much less dramatic effect, similar in size for both unscaled and scaled models (with an additional expansion of the factor frontier by between 6% and 11%).

**Time-Varying Betas**

In most of our empirical tests, we find that the optimal factor loadings exhibit a considerable degree of non-linearity in the conditioning instrument, in contrast to the linear scaling prevalent in most of the literature. For example, Figure 2 shows the optimal factor loadings, as functions of the conditioning instruments, for the CAPM augmented by a skewness and kurtosis factor. Interestingly, when we estimated the CAPM without the skewness and kurtosis factors, the non-linearity in the market factor all but disappears. This seems to indicate that it is not only factor risk that matters, but also the *correlations* between the factors.

In order to compare our optimal scaling with the linear specification prevalent in most of the literature, we also estimate the models using linearly scaled factor loadings. We find that the linear models considerably under-perform the optimally scaled versions. For example, for a standard CAPM, the factor Sharpe ratio of the optimally scaled model is 62% higher than that generated by the linearly scaled factor. In fact, the linearly scaled model only marginally out-performs the corresponding model with constant betas. This provides further support for the necessity of non-linear factor risk premia and the sub-optimality of linear scaling, see also Ghysels (1998), and Brandt and Chapman (2005). It should also be noted that, in models with multiple factors and multiple conditioning instruments, linearly scaled models are at risk of ‘over-fitting’ in-sample. For example, a linearly scaled model with $m$ factors
and $p$ instruments has $m \times (p + 1)$ free parameters (‘betas’) to fit the data.

### 4.3 The Size and Book-to-Market Effect

Asset pricing research has documented that the cross-sectional dispersion in expected returns is determined not only by beta, as prescribed by the CAPM, but by firm size, book-to-market ratio, and other factors. The CAPM has demonstrated virtually no power to explain the cross section of average returns on assets sorted by size and book-to-market equity ratios (Fama and French 1992).

To capture this effect, we now repeat our tests using Fama and French’s $5 \times 5$ portfolios sorted on size and book-to-market ratio. The results are reported in Table 2. In our analysis, the size and value effect (Fama and French 1992) manifests itself in the dramatic increase in asset performance (with the fixed-weight asset Sharpe ratio almost doubling from 0.88 to 1.57). Interestingly, the increase in performance for optimally managed portfolios is much less dramatic (increasing from 2.36 to 2.66). This seems to suggest that the superior returns due to the size and value effect are largely washed out by the increase in portfolio performance due to active management. Conversely, because efficient passive portfolios constructed on the basis of size and book-to-market ratio already exhibit much higher returns, the marginal benefit of active management is much smaller in this asset universe (with an increase of the efficient frontier by 69% as compared to 168% for the industry portfolios).

The unscaled CAPM and Fama-French models are unable to price these portfolios (with pricing errors of 74% and 45%, respectively). In other words, over the time period we consider, even the Fama-French model fails to price the size and value portfolios. Moreover, even with optimal scaling, both models are unable to price the assets (with pricing errors of 68% and 28%, respectively). In contrast, when we augment these models by skewness and kurtosis factors, we find that an optimally scaled three-factor CAPM achieves 90% of the fixed-weight asset Sharpe ratio, while the scaled augmented Fama-French model actually prices the assets correctly. However, none of the scaled models comes close to pricing
managed portfolios (with pricing errors still as large as 48% and 40%, respectively). Our results thus show that a scaled three factor CAPM goes a long way towards explaining the size and book-to-market effects.

4.4 The Momentum Effect

We next examine the performance of the scaled models on the momentum portfolios. The momentum portfolios stocks sorted on the basis of prior returns and the pricing of these portfolios has posed a great challenge to standard asset pricing model. Indeed momentum remains the only CAPM-based anomaly that cannot be explained by the static Fama-French model. Several partial risk-based explanations have been proposed. Grundy and Martin (2001) have suggested that the factor loadings should be time-varying to account for the dynamic nature of the momentum strategy, but find that momentum profits persist even when time-varying factor loadings are incorporated. Harvey and Siddique (2000) find that the pricing errors from the Fama-French model are correlated with their skewness factor suggesting that this factor may have significant explanatory power for these portfolios. Recently, Hung (2005) found that stylized momentum effects are partly driven by exposures to co-skewness and co-kurtosis factors. These results indicate that the option like elements of the momentum returns may be captured by nonlinear factors such as skewness and kurtosis. Chordia and Shivakumar (2002) find that profits to momentum strategies can be explained by lagged values of standard macro-economic instruments and that momentum profits disappear once returns are adjusted for their predictability based on their business cycle variables. Their results suggest that time-varying expected returns could be an explanation for momentum profits.

All of the above studies suggest that a three-factor CAPM that is the market return together with skewness and kurtosis factors, optimally scaled by macro-economic variables, might outperform static models in pricing the momentum portfolios. We use the momentum portfolios constructed by Chordia and Shivakumar (2002), covering the period from
January 1960 until January 1999\textsuperscript{8}.

We first examine the performance of the static CAPM and Fama-French model on these portfolios. The fixed-weight Sharpe ratio of the momentum portfolios is 1.15 while the static CAPM achieves a Sharpe ratio of 0.64, just over 50\% of the momentum portfolios showing that it does a poor job of pricing these. Adding the Fama-French factors improves the performance considerably (with the unscaled factor Sharpe ratio increasing to 0.93), reducing pricing error to about 18\%. This shows that although the Fama-French model does much better than the CAPM it still does not completely explain the momentum portfolio returns.

We now examine the performance of the three-factor CAPM. Adding the skewness and kurtosis factors to the unscaled CAPM makes very little difference (with the Sharpe ratio rising only to 0.65). This is in line with our earlier empirical findings where the inclusion of skewness and kurtosis in the unscaled model has very little impact. However, when we incorporate optimal scaling, the Sharpe ratio of the scaled CAPM rises to 0.87, just below that of the static Fama-French model. However the performance of the three-factor CAPM improves dramatically when we scale the factors (with the factor Sharpe ratio rising to 1.23). Thus the scaled three-factor CAPM actually prices the momentum portfolios, which the unscaled Fama-French model is unable to do. Our results thus provide evidence of a rational risk-based explanation for momentum returns, which is in line with earlier studies.

However, the scaled three-factor CAPM still leads to considerable pricing errors for optimally managed portfolios (achieving about 67\% of the asset Sharpe ratio). Adding the Fama-French factors, while improving the performance of the model, still does not make it a true asset pricing model (with a minimum achievable pricing error of about 15\%).

Nonetheless our model appears to be the first rational asset pricing model that successfully

\textsuperscript{8}See Chordia and Shivakumar (2002) for details of the construction of these portfolios. We thank Doron Avramov for making this data available.
prices the momentum portfolios. The time-varying and option-like features of momentum returns appear to be captured mostly by the skewness factor with time-varying factor loadings\textsuperscript{9}. We find as in our earlier results that incorporating time-varying factor loadings is absolutely crucial, and that our method of optimal scaling significantly improves the performance of the model.

4.5 Robustness

Our tests are all based on in-sample Sharpe ratios which are known to exhibit high sampling variability particularly in the presence of conditioning information (Ferson and Siegel 2003). This raises the concern that our results may be driven in part by this sampling variability. To this end we conduct the following robustness check. We construct a pure noise variable by simulating from a standard normal random variable and use this as our predictive instrument. We then compute the optimal asset and factor Sharpe ratios for the various sets of assets and factors. The result that if of greatest concern to us is the pricing of the fixed weight assets by the scaled factor models and we want to see if the optimal factor Sharpe ratio using the noise variable is ever as high as the fixed-weight factor Sharpe ratio. We simulate 10,000 values of the noise predictor for all the sets of base assets and in all cases while the optimal factor Sharpe ratio is higher than the fixed weight factor Sharpe ratio, the fixed weight asset Sharpe ratio is above the simulated 99% confidence interval indicating that our results are robust to sampling variability. It is also the case that the optimal factor Sharpe ratio using the true predictive instruments is above the simulated 99% confidence interval. Our conclusion is thus that our findings are robust to sampling variability in the estimation of Sharpe ratio.

\textsuperscript{9}Our results are also consistent with Chen, Hong, and Stain (2001), who find that stocks with prior positive returns tend to exhibit high negative skewness.
4.6 Summary

To answer the questions set out in the beginning of this section:

(1) *Can unscaled (fixed-beta) models explain the size, value and momentum effects?*

No. Although the unscaled CAPM and Fama-French models, augmented by the skewness factor, correctly price industry portfolios, none of the unscaled models tested comes close to pricing size or book-to-market portfolios correctly. While the inclusion of additional factors does improves the performance of the unscaled models, pricing errors are still considerable.

(1) *Can time-varying betas improve the performance of an asset pricing model?*

The optimal use of conditioning information dramatically improves the performance of all models considered here, although the magnitude of the improvement depends on the choice of base assets. Generally, the marginal benefit of optimal scaling is smaller in the presence of asset pricing anomalies. Scaling affects the Fama-French model more than it does the CAPM. While time-variation in factor loadings reduces pricing errors for all factors, the improvement appears most significant for the skewness factor.

(3) *Does the inclusion of skewness and kurtosis factors improve model performance?*

For unscaled (fixed-beta) models, the skewness factor has virtually no effect, whatever the base assets. In contrast, the kurtosis factor adds marginally to the performance of the unscaled CAPM and Fama-French model on the size and book-to-market portfolios. The situation is reversed when the factor betas are time-varying. In this case, the skewness factor reduces pricing errors dramatically for both models, while kurtosis has only marginal effect.

(4) *Are the Fama-French factors necessary to explain the size and value premia?*

No. Surprisingly, an optimally scaled three-factor CAPM, augmented by skewness and kurtosis factors, achieves pricing errors of less than 10% for the size and book-to-
market portfolios, thus in fact clearly out-performing the unscaled Fama-French model (without the skewness and kurtosis factors).

(5) Do we need a momentum factor to explain the momentum effect?

No. While the momentum factor adds marginally to the performance of unscaled models, as soon as betas are allowed to be time-varying, skewness and kurtosis clearly dominate the momentum factor. In particular, an optimally scaled three-factor CAPM, augmented by skewness and kurtosis, perfectly prices the momentum portfolios.

(6) Can any scaled model price actively managed portfolios?

Although none of the scaled models succeeds in pricing actively managed portfolios correctly, a scaled Fama-French model, augmented by skewness and kurtosis factors, has pricing errors of less than 40%. Interestingly, the model performs much better on those portfolios that exhibit abnormal returns (i.e. the size, book-to-market and momentum portfolios), with pricing errors as low as 15%.

5 Conclusion

In this paper, we develop a new measure of specification error for conditional factor models, leading to new tests for such models. Our test measures how close the frontier spanned by the factors (or factor-mimicking portfolios) is to the unconditionally efficient frontier of the base assets. We can thus show that a conditional factor model is a true asset pricing model if and only if our measure of specification error is zero. Moreover, we show that our test is proportional to the difference in squared Sharpe ratios of the asset and factor frontiers, respectively. Finally, for a given set of factors, our analysis allows us to construct a portfolio of the factor-mimicking portfolios that minimizes pricing error.

We draw three main conclusions from our empirical findings. The first is that there is significant time-variation in factor loadings and that this time-variation plays a significant
role in asset pricing. The second is that our optimal scaling clearly improves the performance of asset pricing models to the point where several of the scaled models are capable of pricing the base assets although they are still not true conditional asset pricing models. The third is that the skewness factor matters for pricing in a conditional setting, that is when the factor loadings are allowed to be time-varying.

We find that a three factor CAPM scaled by business cycle variables is capable of pricing the momentum portfolios. Our results are robust to the high sampling variability observed in Sharpe ratios.
A Mathematical Appendix

A.1 Proof of Proposition 3.2:

Throughout the proof, we omit the time subscript to simplify notation. Denote by $f^i$ the factor-mimicking portfolio for factor $F^i$.

**Step 1:** Let $r \in \mathbb{R}$ be an arbitrary return. For $\varepsilon \in \mathbb{R}$, define $r(\varepsilon) = (1 - \varepsilon)f^i + \varepsilon r$. As $f^i$ has maximal correlation with $F^i$, the first-order condition implies,

$$0 = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \rho^2 (r(\varepsilon), F^i)$$

$$= \text{cov} \left( r - f^i, F^i \right) \text{cov} \left( f^i, f^i \right) - \text{cov} \left( f^i, F^i \right) \text{cov} \left( f^i, r - f^i \right)$$

$$= \text{cov} \left( r, \text{var} (f^i) F^i - \text{cov} (f^i, F^i) f^i \right).$$

In other words, $\beta_i f^i$ is the orthogonal projection of $F^i$ onto the space $R$ of managed returns, where $\beta_i = \text{cov} (F^i, f^i) / \text{var} (f^i)$.

**Step 2:** Write $f^i = r_f + (\tilde{R} - r_{fe})' \theta_i$. For arbitrary $\phi$, the first-order condition implies,

$$0 = \text{cov} \left( F^i - \beta_i (\tilde{R} - r_{fe})' \theta_i, (\tilde{R} - r_{fe})' \phi \right)$$

$$= E \left( [F^i - \beta_i (\tilde{R} - r_{fe})' \theta_i]' (\tilde{R} - r_{fe})' \phi \right)$$

$$- E \left( F^i - \beta_i (\tilde{R} - r_{fe})' \theta_i \right) E \left( (\tilde{R} - r_{fe})' \phi \right)$$

$$=: \kappa_i$$

$$= E \left( [q^i - \beta_i \Lambda \theta_i - \kappa_i \mu]' \phi \right)$$

As this must hold for all $\phi$, we find,

$$\theta_i = \frac{1}{\beta_i} \Lambda^{-1} (q^i - \kappa_i \mu)$$

Finally, as correlation is homogenous of degree 0, we can set $\beta_i = 1$, which determines the value of the constant $\kappa_i$.

This completes the proof of Proposition 3.2. \qed


A.2 Proof of Proposition 3.4:

We use Lemma 3.3 in Hansen and Richard (1987), which shows that the unconditionally efficient generalized return with mean $m$ can be written as $r^* + w z^*$ for some $w \in \mathbb{R}$, where $r^* \in R$ is the unique generalized return with minimal second moment, and $z^*$ is the Riesz representation of the expectation functional on the space $Z$ of excess returns. From this, it follows that the maximum (squared) unconditional Sharpe ratio is given by,

$$
\lambda^2 = \frac{r_f - E(r^*)}{E(r^*)}. \tag{18}
$$

From Lemma A.1 below we obtain the weights of $r^*$. A straight-forward calculation then yields $E(r^*) = r_f / (1 + h^2)$, which yields the desired result. $\square$

**Lemma A.1** The generalized return $r_t^*$ with minimum unconditional second moment is,

$$
r_t^* = \theta_{t-1}^0 r_f + (\tilde{R}_t - r_{fe})' \theta_t - 1 \tag{19}
$$

with $\theta_{t-1} = -\frac{r_f}{1 + h^2} \Sigma_{t-1}^{-1} \mu_{t-1}$ and $\theta_{t-1}^0 = 1 + H_{t-1}^2 / (1 + h^2)$

**Proof:** Throughout the proof, we will omit the time subscript to simplify notation. We use calculus of variation. Let $\theta^0(\varepsilon)$ and $\theta(\varepsilon)$ be differentiable one-parameter families of admissible weights, and define

$$
r(\varepsilon) = \theta^0(\varepsilon) r_f + (\tilde{R} - r_{fe})' \theta(\varepsilon).$$

We assume $E(\theta^0(\varepsilon)) = 1$ for all $\varepsilon$, so that the $r(\varepsilon)$ are indeed generalized returns for all $\varepsilon$. Suppose that the minimum second moment is attained at $\varepsilon = 0$, then we must have,

$$
\frac{d}{d\varepsilon} \Big|_{\varepsilon = 0} E\left( r(\varepsilon)^2 \right) = 0 \tag{19}
$$

We will use this condition to determine the solutions $\theta^0$ and $\theta$ separately.

**Step 1:** Characterizing $\theta^0$
Let $\phi^0$ be an arbitrary weight function, and set $a = 1/E(\phi^0)$. Define

$$\theta^0(\varepsilon) = (1 - \varepsilon)\theta^0 + \varepsilon a\phi^0, \quad \theta(\varepsilon) \equiv \theta$$

By construction, $E(\theta^0(\varepsilon)) = 1$ for all $\varepsilon$, so that this specification indeed defines a family of generalized returns. The first-order condition (19) in this case becomes,

$$0 = 2 r_f^2 E\left( \theta^0(a\phi^0 - \theta^0) \right) + 2 r_f E\left( (a\phi^0 - \theta^0)\mu'\theta \right)$$

Multiplying this equation by $E(\phi^0) = 1/a$, we obtain,

$$E\left( [r_f\theta^0 + \mu'\theta]\phi^0 \right) = \gamma E(\phi^0)$$

for some unconditional constant $\gamma$. Since this equation must hold for all $\phi^0$, we obtain

$$r_f\theta^0 + \mu'\theta = \gamma \tag{20}$$

Finally, since $E(\theta^0) = 1$, taking unconditional expectations implies,

$$\gamma = r_f + E(\mu'\theta) \tag{21}$$

**Step 2: Characterizing $\theta$**

Let $\phi$ be an arbitrary vector of weights for the risky assets, and set

$$\theta^0(\varepsilon) \equiv \theta^0, \quad \theta(\varepsilon) = \theta + \varepsilon \phi$$

Since $E(\theta^0(\varepsilon)) = 1$, this specification generates a family of generalized returns. Hence, we can apply the first-order condition (19) to obtain,

$$0 = 2 r_f E\left( \theta^0\mu'\phi \right) + 2 E(\theta'\Lambda\phi)$$

Since this equation must hold for all $\phi$, we obtain,

$$r_f\theta^0\mu = -\Lambda\theta = -\left[ \Sigma + \mu\mu' \right]\theta$$

Substituting from (20) into the left-hand side of this equation, we can write,

$$\theta = -\gamma \Sigma^{-1}\mu$$
Multiplying this by $\mu$ and taking unconditional expectations, we obtain,

$$E(\mu' \theta) = -\gamma E(\mu' \Sigma^{-1} \mu) = -\gamma E(H^2) = -\gamma h^2$$

(22)

Finally, equating (21) and (22),

$$-\gamma h^2 = E(\mu' \theta) = \gamma - r_f,$$

which implies $\gamma = \frac{r_f}{1 + h^2}$

Hence, the weights for the risky assets are given by,

$$\theta = -\gamma \Sigma^{-1} \mu = -\frac{r_f}{1 + h^2} \Sigma^{-1} \mu$$

Finally, using (20), we obtain the weight for the risk-free asset,

$$r_f \theta^0 = \gamma - \mu' \theta = \gamma + \frac{r_f H^2}{1 + h^2},$$

which implies $\theta^0 = \frac{1 + H^2}{1 + h^2}$

This completes the proof of Lemma A.1.

\[\square\]

### A.3 Proof of Theorem 3.7

Throughout the proof, we omit the time subscript to simplify notation. From Proposition 3.2, we know that any portfolio that is constructed from the factor-mimicking portfolios can be written in the form

$$r(\phi) = \phi^0 r_f + (\tilde{R} - r_f e)' \Lambda^{-1} \phi$$

for arbitrary $\phi^0$ and $\phi$. It is then straightforward to show that

$$\text{var}(r^* - r(\phi)) = \text{const} + r_f^2 E((\phi^0)^2) - 2 r_f \frac{h^2}{1 + h^2} E(b' \theta) - E(b' \theta)^2$$

$$+ E(\phi'[M + bb']\phi) + 2 r_f E(\phi^0 b' \phi),$$

where $b = \mu' \Lambda^{-1} Y$ and $M = Y' \Lambda^{-1} \Sigma \Lambda^{-1} Y$. Now suppose $\phi$ minimizes the variance in the above expression, and hence attains $\delta^2$.

**Step 1: Characterizing $\phi^0$**
Let $\theta^0$ be arbitrary, set $a = 1/E(\theta^0)$ and define

$$
\phi^0(\varepsilon) = (1 - \varepsilon)\phi^0 + \varepsilon a\theta^0
$$

As the minimum variance is attained at $\varepsilon = 0$, the first-order condition implies,

$$
0 = \frac{d}{d \varepsilon} \bigg|_{\varepsilon=0} \text{var} \left( r^* - r(\phi(\varepsilon)) \right)
= 2r_f^2 E \left( \phi^0 [a\theta^0 - \phi^0] \right) + 2r_f E \left( [a\theta^0 - \phi^0]b'\phi \right)
$$

From this follows,

$$
E \left( [rf\phi^0 + b'\phi]\theta^0 \right) = E \left( rf(\phi^0)^2 + \phi^0b'\phi \right) =: \gamma
$$

As this must hold for all $\theta^0$, we get

$$
rf\phi^0 + b'\theta = \gamma. \quad (23)
$$

**STEP 2: Characterizing $\phi$**

Let $\theta$ be arbitrary, and set

$$
\phi(\varepsilon) = \phi + \varepsilon \theta
$$

As the minimum variance is attained at $\varepsilon = 0$, the first-order condition is,

$$
0 = -2rf \frac{h^2}{1 + h^2} E(b'\theta) - 2 E(b'\phi) E(b'\theta) + 2 E(\phi[M + bb']\theta) + 2r_f E(\theta^0b'\theta)
$$

$$
= \gamma - rf \text{ from Step 1}
$$

**A.4 Proof of Theorem 3.8**

We omit the proof of this theorem here due to its length. Details of the proof can be obtained from the authors upon request.
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### Table 1: Test Results (30 Industry Portfolios)

This table reports the maximum (annualized) Sharpe ratios generated by the base assets and the factor-mimicking portfolios, respectively. The factor models tested are the classic CAPM, the three-factor (RMF, HML and SMB) Fama-French model, and the Consumption-CAPM. Also reported are the results when the models are augmented by skewness (SKEW), kurtosis (KURT), and/or momentum (UMD) factors. The base assets are Fama and French’s 30 industry portfolios, and the conditioning instruments are the short rate (TB1M), term spread (TSPR), convexity (CONV), credit yield spread (CSPR), and inflation (INFL).
### Table 2: Test Results (5 × 5 Size and Book-to-Market Portfolios)

This table reports the maximum (annualized) Sharpe ratios generated by the base assets and the factor-mimicking portfolios, respectively. The factor models tested are the classic CAPM, the three-factor (RMF, HML, and SMB) Fama-French model, and the Consumption-CAPM. Also reported are the results when these models are augmented by skewness (SKEW), kurtosis (KURT), and/or momentum (UMD) factors. The base assets are Fama and French’s 5 × 5 size and book-to-market portfolios, and the conditioning instruments are the short rate (TB1M), term spread (TSPR), convexity (CONV), credit yield spread (CSPR), and inflation (INFL).

<table>
<thead>
<tr>
<th>Model</th>
<th>Asset Frontier</th>
<th>Factors</th>
<th>Sharpe Ratios</th>
<th>Factor Frontier</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) CAPM</td>
<td>MKT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2) . . . + Skewness</td>
<td>MKT</td>
<td>SKEW</td>
<td>1.5712</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3) . . . . + Kurtosis</td>
<td>MKT</td>
<td>SKEW KURT</td>
<td>0.4128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) . . . + Momentum</td>
<td>MKT</td>
<td>UMD</td>
<td>0.6620</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5) . . . + All</td>
<td>MKT</td>
<td>SKEW KURT UMD</td>
<td>0.4155</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6) FF 3-Factor</td>
<td>MKT SMB HML</td>
<td></td>
<td>0.7866</td>
<td>1.3951</td>
<td></td>
</tr>
<tr>
<td>(7) . . . + Skewness</td>
<td>MKT SMB HML</td>
<td>SKEW</td>
<td>0.7987</td>
<td>1.4310</td>
<td></td>
</tr>
<tr>
<td>(8) . . . . + Kurtosis</td>
<td>MKT SMB HML</td>
<td>SKEW KURT</td>
<td>1.0523</td>
<td>1.3353</td>
<td></td>
</tr>
<tr>
<td>(9) . . . + Momentum</td>
<td>MKT SMB HML</td>
<td>UMD</td>
<td>1.2028</td>
<td>1.7184</td>
<td></td>
</tr>
<tr>
<td>(10) . . . + All</td>
<td>MKT SMB HML</td>
<td>SKEW KURT UMD</td>
<td>1.0369</td>
<td>1.5958</td>
<td></td>
</tr>
<tr>
<td>(11) C-CAPM</td>
<td></td>
<td>CGR</td>
<td></td>
<td>0.0561</td>
<td>0.7422</td>
</tr>
<tr>
<td>(12) . . . + Skewness</td>
<td></td>
<td>SKEW*</td>
<td></td>
<td>0.1676</td>
<td>0.9563</td>
</tr>
<tr>
<td>(13) . . . . + Kurtosis</td>
<td></td>
<td>SKEW<em>KURT</em></td>
<td></td>
<td>0.4855</td>
<td>1.0874</td>
</tr>
<tr>
<td>Model</td>
<td>Factors</td>
<td>Sharpe Ratios</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------------------</td>
<td>---------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asset Frontier</td>
<td>Factor Frontier</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>fw opt</td>
<td>fw opt</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>CAPM MKT</td>
<td>1.1478 1.8565</td>
<td>0.6438 0.8622</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>... + Skewness MKT SKEW</td>
<td>0.6456 1.0641</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>... ... + Kurtosis MKT SKEW KURT</td>
<td>0.6577 1.2369</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td>... + Momentum MKT UMD</td>
<td>0.7242 0.9993</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>... + All MKT SKEW KURT UMD</td>
<td>0.8604 1.3696</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td>FF 3-Factor MKT SMB HML SKEW</td>
<td>0.9343 1.3040</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td>... + Skewness MKT SMB HML SKEW</td>
<td>1.0108 1.4898</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8)</td>
<td>... ... + Kurtosis MKT SMB HML SKEW KURT</td>
<td>1.0115 1.5714</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(9)</td>
<td>... + Momentum MKT SMB HML UMD</td>
<td>1.0052 1.4893</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10)</td>
<td>... + All MKT SMB HML SKEW KURT UMD</td>
<td>1.0250 1.6338</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Test Results (10 Momentum Portfolios)

This table reports the maximum (annualized) Sharpe ratios generated by the base assets and the factor-mimicking portfolios, respectively. The factor models tested are the classic CAPM, and the three-factor (RMF, HML and SMB) Fama-French model. Also reported are the results when these models are augmented by skewness (SKEW), kurtosis (KURT), and/or momentum (UMD) factors. The base assets are 10 portfolios sorted by momentum, and the conditioning instruments are the short rate (TB1M), term spread (TSPR), convexity (CONV), credit yield spread (CSPR), and inflation (INFL).
Figure 1: Efficient Frontiers

This figure shows the efficient frontiers generated by the base assets, both for fixed-weight (dashed line) and optimally managed (light-weight line) portfolios, and the factor-mimicking portfolios (bold-faced line), respectively. The base assets are the 30 Fama-French industry portfolios, the model is the Fama-French 3-factor model augmented by skewness and kurtosis factors, and the predictive variable is the term spread. The dots indicate the 30 base assets, and the circles depict the factor-mimicking portfolios.
Figure 2: Optimal Factor Loadings

This figure shows the optimal factor loadings as functions of the conditioning instruments (calculated using Proposition 3.6), for the CAPM augmented by skewness and kurtosis factors. The base assets are Fama and French's 5 × 5 size and book-to-market portfolios. The instrument is a linear combination (obtained from the estimation of the predictive regression) of the conditioning variables.