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Motivations for CL…

• Address Catastrophic forgetting in a noisy real-world context

• Continual Learning: Open-world learning for states not tasks

• Memory-augmentation of well-understood learners (including LSTM)

• Interpretable: Have an interpretable way of using memories

Continual Learning Augmentation (CLA) Results…

L/S Tests. ACW Universe. 2003-2017 annualized

Base Learner Simple CLA Augmented 

OLS -0.3% +5.1%

FFNN +2.9% +7.2%

L/S Tests. EM Universe. 2007-2017 annualized

Base Learner Simple CLA Augmented 

LSTM -5.0% +0.9%

FFNN -1.94% +2.1%

Outperformance in Developed Market Equities Outperformance in Emerging Market Equities



Continual Learning (CL)…



Dealing with Catastrophic Forgetting

Maltoni Lomonaco, 2019 Kirkpatrick et al 2017



CL: A real world application…



CLA Architecture…



Continual Learning Augmentation (CLA) Architecture… 



Continual Learning Augmentation (CLA) Architecture… 



Results…



Simulation’s Emerging Market Equities Stock 
Selection

• CLA-FFNN performs best

• CLA-LSTM, most augmented

• ED, poorest performer vs DTW

• wAE best performer



• Monotonic returns

• Notably for AE approaches



Remember-gate…



• Learn to remember: Jcrit over time

• Non-parametric learning threshold approach
• As time progresses … learning to remember becomes 

more stable

Learning to Remember



Recall-gate
Distance measures…



Recall-Gate: Time-series similarity tests



Recall-Gate: Time-series similarity tests



Interpretability…



Interpretability: Which memory did what, when…



Interpretability: Which memory did what, when…
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Continual Learning Augmentation (CLA):

� Addresses Catastrophic-forgetting in a noisy real-world context

� Benefits of Continual Learning but for time-series states

� Memory-augments well-understood learners (including LSTM)

� Interpretable use of memory


