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Abstract
This paper develops a theory of social norms of beliefs and opinions, which provides

an account of political correctness and the backlash against it. In the model, social norms
about opinion expression emerge as equilibria of a signaling game in which expressing an
unpopular opinion leads to bad judgments about one’s values, but opinions may depend on
people’s factual beliefs as well as their values. We find that multiple equilibria may co-
exist, corresponding to norms with more or less conformity and social pressure. Motivated
reasoning and persuasion allow norms to influence privately held opinions and underlying
factual beliefs. The theory helps us understand normative social influence on beliefs and
identity-protective cognition.
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1 Introduction
Some beliefs and opinions are taboo. Few people are comfortable advocating Nazism, ar-
guing for eugenics, or expressing a belief in racial differences in intelligence. Other beliefs
and opinions are highly polarized, with little tolerance for disagreement within particular
communities despite much disagreement between communities (Sunstein, 2018). In pro-
gressive circles, for instance, questioning affirmative action is seen as politically incorrect,
and people are reluctant to do so publicly, even though they may harbor doubts about it in
private (van Boven, 2000). The topic is fraught because people do not want to be perceived
as a racist, so expressing an opinion about affirmative action requires an understanding of
social norms. For someone who believes that affirmative action will help promote equal op-
portunity, expressing support is both consistent with his personal view and safe from social
judgement. But for someone who believes that affirmative action will backfire, the desire
to express an honest opinion conflicts with the desire for social approval. Navigating this
tradeoff is complex because his social image depends on the extent to which opposition to
affirmative action would be attributed to a person’s (possibly) honest belief that the policy
would not work or to a person’s (possibly) racist values (Loury, 1995; Kuran, 1997). Thus,
a person’s comfort with expressing an unpopular opinion about affirmative action depends
on other people’s willingness to do the same. The social norm in some communities may
induce pressure to conform by adopting the politically correct opinion, while in others it
may be more tolerant of disagreement. How do these social norms emerge?

Social norms facilitating coordination and cooperation arise naturally in contexts in
which people care about each other’s behavior, e.g., in the workplace (Akerlof, 1980; El-
ster, 1989), but it is less clear why people care about each other’s beliefs and opinions
and why social norms regulating them would emerge. Disagreements about the best way
to butter bread do not typically lead to bitter disputes (Seuss, 1984). Yet proponents and
opponents of affirmative action view each other with hostility, and dismiss the other side’s
views as racist or as cowardly, politically correct (Sherman et al., 2003). There is widening
recognition that shared beliefs and opinions help people forge social identity (Turner et al.,
1987; Akerlof and Kranton, 2000; Bénabou and Tirole, 2011; Kahan, 2015; Golman et al.,
2016). Accordingly, people express particular beliefs and opinions as badges of identity.
Still, the question remains why beliefs and opinions about issues like affirmative action are
such an integral part of identity. A person’s identity could be determined by personal char-
acteristics or values (e.g., a hard-worker or an intelligent person) or by group membership,
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without beliefs getting in the way. To account for the passions stirred by beliefs and opin-
ions and for the emergence of social norms regulating them, this paper develops a theory
of social norms of belief and opinions in which personal values are fundamental to identity
and argues that beliefs and opinions matter because they are informative signals about a
person’s values. The theory holds that social norms governing opinion expression emerge
as equilibria of this signaling game. By characterizing these equilibria and the beliefs that
support them, the theory helps us understand how social norms affect opinion expression
and may even shape private opinions and factual beliefs that exist only in a person’s mind.

The paper proposes that social pressure to express popular opinions arises because opin-
ions are informative signals about a person’s values. Values, defined as a set of character-
istics that affect opinions and preferences, are judged by others, so people care about how
their values are perceived by others. In some cases, a person may receive favorable treat-
ment or direct material benefit from being seen to have the “right” values. In other cases,
a person may care about social approval for his values intrinsically or because they help
construct a desired social identity. In any case, people derive utility from esteem for their
perceived values (i.e, “reputational utility”). Concomitantly, we assume that people also
care about authenticity and thus derive utility from expressing opinions that are consistent
with their private views (i.e., “expressive utility”). However, we assume no direct effect of
holding or expressing particular factual beliefs on utility. Instead, preferences about factual
beliefs arise endogenously because expressing an opinion sends a signal about a person’s
values and the informativeness of this signal depends on the person’s beliefs. As stable
equilibria of this signaling game, social norms about the expression of opinions and beliefs
and their implications about a person’s values emerge endogenously.

In the model we develop, bad judgements about one’s values result from expressing an
unpopular opinion i.e. violating the social norm. There is thus social pressure to espouse
particular opinions. Moreover, particular beliefs can be offered as a rationale for holding
an unpopular opinion, to mitigate the social stigma, but these beliefs themselves become
associated with social stigma. Indeed, Bursztyn et al. (2020b) find that people are more
likely to publicly contribute to a stigmatized campaign (“Fund the Wall”) when evidence
that they hold beliefs that would justify their opinions (i.e., belief that undocumented im-
migrants commit crimes) is made public, and this implicit justification does in fact mitigate
the social stigma. Recognizing this social pressure to adopt and express particular beliefs
and opinions, our theory is consistent with self-categorization theory and the theory of
identity-protective cognition, according to which, people report opinions and beliefs that
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will help them fit in with the groups with which they want to identify (Turner et al., 1987;
Abrams et al., 1990; Hogg et al., 1990; Cohen, 2003; Kahan et al., 2007; Kahan, 2013;
Kahan, 2015; Kahan, 2017). However, instead of assuming that particular opinions and
beliefs are necessary to establish an identity, our theory predicts that the desirable beliefs
and opinions are specifically those that allow a person to signal desirable values.

The model allows for the existence of multiple equilibria, i.e., multiple possible social
norms, in the case that desirable beliefs and desirable values are complements (but not in
the case that they are substitutes). In a pooling equilibrium, social pressure to conform to
the norm of acceptable discourse is sufficiently strong for everybody to do so. In a semi-
separating equilibrium, people who are sufficiently confident in their beliefs are willing to
express unpopular opinions, and it may not be possible to determine whether an unpopu-
lar opinion should be attributed to a person’s values or underlying factual beliefs. If we
think of equilibrium selection as subject to exogenous variation, then the social norm is not
merely descriptive, but also determinative of social pressure to conform to politically cor-
rect standards. Thus, by attending to multiple equilibria, the theory accounts for empirical
findings that manipulation of social norms of acceptable discourse affects willingness to
express unpopular opinions (Higgins and McCann, 1984; Wood et al., 1996; Cohen, 2003;
Masser and Phillips, 2003; Bursztyn et al., 2020a), as does manipulation of the relative im-
portance of reputational utility and expressive utility (Ybarra and Trafimow, 1998; Wiekens
and Stapel, 2008). Additionally, the theory predicts that conformity pressure arises when
desirable beliefs and desirable values are complements, but not when they are substitutes.

The primary contribution of the theory is the characterization of norms of opinion ex-
pression for a population with heterogenous values and subjective beliefs. The basic signal-
ing model giving rise to these norms has two distinctive features. First, an individual’s type
consists of two attributes (his values and his beliefs) and the incentives prevent everyone
from fully revealing their types, so the signaling game involves a signal extraction problem.
This signal extraction problem is the reason why expressed beliefs become associated with
a person’s values. According to the theory, in situations in which a person’s values are
already common knowledge, the person would feel comfortable expressing unpopular be-
liefs and opinions. A second distinctive feature of the basic model is that there are multiple
people signaling rather than just a single informed expert. That is, the entire society is par-
ticipating in the signaling game. This means that other people’s signaling strategies affect
audience attributions and thus affect one’s own signaling strategy. Thus, this feature of the
model is critical to account for social pressure to conform to politically correct discourse.
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The basic signaling model presented in Section 2 relies on fixed, subjective beliefs,
which are taken as given. In Section 3 we then consider the belief formation process,
closing the feedback loop between beliefs and social norms. To account for the divided
beliefs that are a necessary part of semi-separating equilibria and to allow for social norms
to possibly influence private beliefs, motivated reasoning and persuasion are incorporated
into the theory here. This allows preferences to affect beliefs. However, people who en-
gage in motivated reasoning cannot simply choose to believe anything they want to; rather,
motivated beliefs are constrained by a need to construct justification for the desired beliefs
(Kunda, 1990; Epley and Gilovich, 2016). Similarly, one view of persuasion is that peo-
ple adopt models of how the world works from each other but are constrained by the need
for the adopted model to account for the observed data and by the use of Bayes’ rule to
form beliefs about states of the world (Schwartzstein and Sunderam, 2019). Following this
literature, we consider persuasion about model parameters (i.e., about the prevalence of
desirable values) with assumptions that it must account for the observed pattern of opinion
expression to be persuasive and that belief about the state of the world must be rationalized
by Bayes’ rule. Accordingly, we consider motivated reasoning to be a process of persuad-
ing oneself (Mercier and Sperber, 2011).

The motive to engage in persuasion arises for a person expressing an unpopular opin-
ion. He will want the audience to attribute his deviant opinions to his factual beliefs, not
his values, and he will try to persuade his audience that that desirable values are held uni-
versally and thus his opinion is illustrative only of his beliefs. Preferences about one’s
own beliefs, and thus attempts at motivated reasoning arise because people want to hold
the beliefs that will permit them to express socially desirable opinions, i.e., opinions that
reveal desirable values (as well as because they want higher confidence in the opinions they
choose to express). When other’s beliefs conflict with the beliefs one is promoting, they
are a threat (Bénabou and Tirole, 2011; Golman et al., 2016). As a result, a persuasive
narrative constructs a reason to dismiss opposition to it, which is consistent with empiri-
cal literature on naive realism and group polarization (e.g., Ross and Ward, 1996; Taber
and Lodge, 2006; Iyengar et al., 2012; Iyengar and Westwood, 2015; Marks et al., 2019).
Beliefs about model parameters thus become correlated with beliefs about whose opinions
are informative and about the state of the world, consistent with the empirical finding that
people adopt motivated assumptions about the informativeness of others’ beliefs (Oprea
and Yuksel, 2020). In short, the assumption that people engage in motivated reasoning and
persuasion implies that social norms do affect privately held opinions and factual beliefs,
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not just publicly expressed opinions.
By considering social norms of opinion expression to be equilibria of a signaling game,

the model captures a variety of familiar and important phenomena including political cor-
rectness (i.e., social pressure to express socially desirable opinions and the dismissal of
alternative opinions) along with the contrarian backlash against it. In addition, the model
offers new insights, in the form of unanticipated testable predictions. In the case that de-
sirable values and desirable beliefs are complements (but not when they are substitutes)
the model predicts that when other people express a socially desirable opinion, the social
pressure to conform and express the same opinion increases. Also, perhaps counterintu-
itively, when more people have the socially desirable values, the social pressure to express
the same politically correct opinions as almost everyone else actually decreases. That is,
we should expect to observe less tolerance for dissenting opinions when a larger segment
of the population is perceived to have questionable values. By incorporating motivated rea-
soning and persuasion, the model also predicts that beliefs about states of the world that
support socially desirable opinions become correlated with negative judgments about other
people who do not share those socially desirable opinions.

1.1 Applications

One of the most obvious applications of the theory concerns social norms about opinions
that are possibly indicative of racism and the associated backlash against political correct-
ness by those who nevertheless express these opinions. The theory can help us understand
the factors that determine whether people will feel comfortable expressing such politically
incorrect opinions. It also offers an explanation for the persistence of disagreements about
factual beliefs which also become tinged by racism and political correctness, e.g., beliefs
regarding racial differences in ability, the prevalence of racism, and the degree to which
political correctness restricts discourse. To illustrate these insights, let us return to the
example introduced earlier in the paper concerning opinions about affirmative action. Sup-
pose that some people are racist, while others are egalitarian, but nobody wants to be seen
as racist (at least with an audience that is believed to be sufficiently egalitarian). Express-
ing a particular opinion on a racially charged topic, such as affirmative action, may send a
signal about one’s values. Yet opinions about affirmative action may also reflect factual be-
liefs about the world, such as how likely it is that the disadvantaged racial group has equal
ability. (Our theory offers an explanation about why such beliefs, which are in principle
about factual matters, come to be associated with one’s values.) A racist would be opposed
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(privately, at least) to affirmative action, regardless of his beliefs. However, an egalitarian’s
(private) opinion would depend on his beliefs – if he believed in racial differences in abil-
ity, he might oppose affirmative action, whereas if he believed in equal ability, he might
support it. Thus, opposition to affirmative action could be attributed to racism (values) or
beliefs about racial differences in ability (beliefs about the state of the world).

Willingness to express opposition to affirmative action would depend on how much
one cares about appearing to (possibly) be racist compared to how much one cares about
expressing one’s authentic opinions. It also depends on how confident a person is in his
beliefs (assuming that the authenticity motive is stronger when a person is more confident).
And, most interestingly, it depends on the emergent social norm, i.e., how many other
people are willing to express their opposition (which affects the attribution of whether
opposition to affirmative action is more likely to be due to racist values or honest beliefs
about the state of the world). Multiple equilibria may exist: in one, everybody may feel
sufficient social pressure to express support for affirmative action, regardless of their private
opinion about it; in others, egalitarians who confidently believe in natural differences in
ability express opposition to affirmative action, as do racists who appear indistinguishable
from them. In this semi-separating equilibrium, racists are thus motivated to express belief
in racial differences in ability (whether honestly held or not), as a relatively innocuous
explanation for their opposition to affirmative action.

Moreover, motivated reasoning and persuasion can preserve disagreement about the
truth. An egalitarian who, with current beliefs, is willing to support affirmative action may
not want to question his beliefs and risk a discovery that would lead him to a politically
incorrect view and thus raise questions about his values. He may even convince himself
that anybody who disagrees with him must be racist, as a way of bolstering his own desired
belief in racial equality. On the other hand, egalitarians who remain sufficiently confident
about racial differences in ability and oppose affirmative action may argue that racism does
not even exist (i.e., that the debate is entirely on the substance) and that only the oppres-
sive environment of political correctness stifles agreement with their beliefs about racial
differences in ability. Perplexingly, racists will make the same arguments.

The theory can be applied to other beliefs and opinions as well, in some cases with
weaker, but still influential, image concerns. For example, consider the prevalence of
tough-on-crime opinions. An opinion in favor of protecting the rights of the accused could
follow from a belief that innocent people get wrongfully accused sufficiently often or from
having more sympathy for perpetrators than for victims. Nobody wants to be seen as hav-
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ing more sympathy for perpetrators than for victims, so belief about the likelihood of in-
nocence needs to be strong for a person to express support for criminal defendants’ rights.
People who remain comfortable with restricting due process may denigrate supporters of
defendants’ rights as “bleeding hearts” who care too much about criminals to avoid taking
seriously the possibility that some defendants are innocent. On the other side, support-
ers of defendants’ rights argue that the majority expressing tough-on-crime opinions are
stubbornly ignoring the possibility of wrongful accusations, as a way of dismissing their
beliefs.

Consider also the widespread political support within the United States for the invasion
of Iraq in 2003. This opinion was based on the belief that Saddam Hussein had weapons
of mass destruction, along with, presumably, pro-American values. Opposition to the war
could have been attributed to skepticism that there really were such weapons or to being
anti-American. Fear of being seen as unpatriotic made it difficult for many people to ques-
tion the existence of the weapons and to oppose the war, and those who did question the
existence of the weapons were indeed characterized as anti-American by supporters of the
war. Discounting the beliefs of anybody who opposed the war, supporters of the war be-
lieved there was a consensus that the weapons existed, which strengthened their support for
the war and thus made it possible to clearly signal their pro-American values.

1.2 Related Literature

Social norms of opinion expression, as illustrated by the above examples, can be seen
through the broader lens of social norms governing most social and economic behavior
(Elster, 1989; Cialdini and Trost, 1998; Bicchieri, 2006; Akerlof, 2007). In a wide variety
of situations, individuals find it in their best interest to conform to social norms (Voss, 2001;
Young, 2015) because of incentives for coordination (Lewis, 1969; Sugden, 1989), social
sanctions for noncompliance (Akerlof, 1980; Ostrom, 2000), or personal identity (Akerlof
and Kranton, 2000). As it is in people’s best interest to conform, social norms of behavior
are self-perpetuating. That is, social norms emerge as stable equilibria of coordination
games (Young, 1993), repeated games with opportunities for punishment Kandori, 1992),
and signaling games (Bernheim, 1994).

The signaling model we develop builds on Bernheim’s (1994) model of endogenous
social norms in a signaling game, but here, the interpretation of the signal (in this case, a
publicly expressed opinion) depends on a person’s beliefs, so there is an additional signal
extraction problem. (Austen-Smith and Fryer (2005) analyze a different signaling game
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that also involves a signal extraction problem.) Moreover, here, motivated reasoning and
persuasion arising from the motive to send a socially desirable signal impact people’s be-
liefs, and thus affect the informational content of the signals people are sending. The co-
existence of multiple equilibria and the collective dynamics, in which some people feeling
pressured to express socially desirable opinions increases pressure on others to hold and
express them as well, resembles Bénabou’s (2008; 2013) models of groupthink and ideol-
ogy. But, here, the motives are reputational and expressive utility (instead of anticipatory
and material utility).

This paper shares and formally develops Loury’s (1994) insight that political correct-
ness arises from people self-censoring their opinions to avoid signaling the wrong values,
and offers additional insights about how polarized opinions may persist despite being sub-
ject to social influence. It also shares and formally develops Kuran’s (1997) insight that
“preference falsification,” the divergence of public opinions from private opinions, results
from a tradeoff between reputational utility and expressive utility. The formal modeling
here helps us understand when social norms with strong pressure to be politically correct
will arise, and how they may then affect private beliefs and opinions. Morris (2001) also
models political correctness as an equilibrium of a signaling game, but considers signal-
ing by a single informed expert instead of by multiple members of a society, and assumes
desire for influence and instrumental reputational concerns, rather than desire for esteem
and authenticity, which leads to different predictions (for different situations).1 Our the-
ory offers the new prediction that normative social influence does not shape all beliefs and
opinions, but specifically puts pressure on opinions that might reveal undesirable values, as
well as beliefs that could be used to explain away such opinions. Additionally, it predicts
that when the social norm is more tolerant of such beliefs and opinions being expressed,
more people adopt them (privately), and holding and expressing these views correlates with
arguing that the undesirable values are not so prevalent in the population.

This paper also fits into a wider literature describing various forms of social influence on
beliefs and opinions. Brown et al. (2020) explores the interplay between normative social
influence and authenticity, and, like this paper, predicts that more confident individuals
are more willing to express opinions that deviate from the social norm (as in Ortoleva and
Snowberg, 2015), but they do not model opinion expression as a signaling game. Social

1For example, Morris (2001) predicts that informed experts will censor themselves and conform to polit-
ically correct discourse when they are highly concerned about remaining influential. Our theory, on the other
hand, does not touch on the desire, or ability, to be influential.
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influence arising from a signaling game is distinct from (but not mutually exclusive with)
direct influence (Murphy and Shleifer, 2004), informational cascades or herding (Banerjee,
1992; Bikhchandani et al., 1992; Acemoglu et al., 2011), and persuasion bias (DeMarzo et
al., 2003).

2 Basic Model
Individuals choose an opinion x ∈ {0, 1} to express publicly. Each person has a private
opinion about this issue, which may be held with more or less confidence. This private
opinion depends on the person’s beliefs about the state of world ω ∈ Ω = {True,False}
and the person’s values v ∈ V = {V +, V −}. The relationship of a person’s true, privately
held opinion to the state of the world and the person’s values is described by a function
t : Ω × V → {0, 1}, so that confidence q = Pr(t(ω, v) = 1) about one’s private opinion
may depend on the probability one assigns to a state of the world p = Pr(ω = True).
To illustrate the distinction between confidence in an opinion (which may depend on a
person’s values) and certainty in a belief about a factual matter (which should only depend
on information about the state of the world), recall the example of beliefs and opinions
about affirmative action. Whether affirmative action is good policy is an opinion; it depends
on whether a person believes it alleviates or institutionalizes racial inequality (a belief about
the state of the world) as well as whether the person considers racial equality to be a good
thing (a matter of personal values). A person with egalitarian values might have high or
low confidence q that it is good policy based on whether he assigns high or low probability
p to the state of the world that it alleviates inequality. On the other hand, a racist might be
sure of his opposition (with q = 0) regardless of his belief p about the state of the world,
solely due to his values.2

People care about esteem, i.e., how they’re perceived by others (possibly a specific
audience with high status, whose approval may be either intrinsically desirable or materi-
ally desirable simply due to favors that result from ingratiation). We assume that esteem
depends on being perceived to have the right values (according to the relevant audience).
Suppose that there is a universal preference to be seen to have v = V +. (The case that
people want to be seen to have their actual values is less interesting because then they
could simply reveal their values with credible cheap talk.) Let b(x) denote the perceived
probability that someone who expresses x has values V +, i.e., b(x) = Pr(v = V +|x). We

2In Section 3 we will recognize that the belief that affirmative action is a source of racial inequality could
itself be racist, but that requires a departure from Bayesianism.
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assume that reputational utility is g(b(x)) for some increasing, continuous function g. (If
there is heterogeneity in audience members’ perceptions, reputational utility becomes the
expected value of g(b(x)) across the audience.)

People also care about authenticity, i.e., about expressing opinions that are consistent
with their private opinions (see Kuran, 1997). We assume that expressive utility is h(q) if
x = 1 and h(1 − q) if x = 0, for some increasing, continuous, concave function h, for a
person with confidence q that his true private opinion is t = 1. For compactness, we can
rewrite expressive utility as h(q)x+ h(1− q)(1− x).

Putting reputational and expressive utility together, a person’s utility function is

U(x) = g(b(x)) + λ (h(q)x+ h(1− q)(1− x)) , (1)

where λ > 0 is a parameter that determines the magnitude of expressive utility relative to
reputational utility. The parameter λ could of course be pulled into the function h, but we
introduce it here to lay the groundwork for a comparative static analysis about the effect of
caring more about expressive utility relative to reputational utility.

Individuals differ in their values v and their belief p about the state of the world. To
begin, we will assume common knowledge about the distribution of values and beliefs in
the population and take individuals’ beliefs to be fixed and given. In Section 3 we will
consider disagreement about the population distribution, consistency of beliefs about the
state of the world and beliefs about the population, and persistent disagreement about the
state.

Let α denote the fraction of the population with values v = V +, and let F+(p) and
F−(p) be the cumulative distribution functions for beliefs about the state of the world for
people with values V + and V − respectively.

2.1 Case I: Beliefs and Values Are Complements

Consider first the case that beliefs and values are complements, i.e., that t(ω, v) = 1 if
and only if ω = True and v = V +. This case is the setting for all of the applications we
discussed earlier. In this case, a person’s confidence about his private opinion depends on
his belief about the state of the world only if he has the desirable values, i.e., q = pI+(v)

where I+ is an indicator for having values V +. Given the alignment of the private opinion
t = 1 with the desirable values V +, we occasionally refer to this opinion as the desirable
opinion and t = 0 as the undesirable opinion.

In any equilibrium, beliefs must be consistent with the distribution of strategic choices.
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However, in a pooling equilibrium, we may need to specify beliefs that would hold in non-
equilibrium scenarios. We apply an equilibrium refinement (Cho and Kreps, 1987) to rule
out a pooling equilibrium in which everybody chooses x = 0 because it seems intuitive that
an individual with p > .5 and v = V + could deviate and gain expressive utility with no
loss in reputational utility. On the other hand, we do consider the possibility of a pooling
equilibrium in which everybody chooses x = 1, enforced by the belief that choosing x = 0

would reveal oneself to have values v = V − (because individuals with such values would
have the most to gain in expressive utility from this deviation). In this pooling equilibrium,
b(0) = 0 and b(1) = α. The incentive constraint for an individual with v = V − (the
individual with the strongest incentive to deviate) is

g(α)− g(0) ≥ λ (h(1)− h(0)) . (2)

Proposition 1 If Equation (2) holds, then there exists a pooling equilibrium in which ev-

erybody chooses x = 1.

Proposition 1 states that when reputational utility is sufficiently strong relative to expressive
utility, there can be an equilibrium with a strong social norm about the kind of opinion that
is acceptable to express in public. In this case, everybody conforms to the norm, even if
they do not privately share this opinion.

There may also be a semi-separating equilibrium in which the opinion an individual
chooses to express publicly depends on his private opinion. This equilibrium must take
the form of a threshold for sufficient confidence in the undesirable opinion that permits a
person to publicly express it.

Proposition 2 In any semi-separating equilibrium, there exists a p∗ ≤ .5 such that x = 0

if q < p∗ and x = 1 if q > p∗.

Proposition 2 establishes that semi-separating equilibria involve a threshold of sufficient
confidence to express an opinion because the incentive to express an opinion is increasing
in the confidence a person has in it. In a semi-separating equilibrium, anybody who chooses
x = 1 then reveals themselves to have values V +, i.e., b(1) = 1. However, individuals with
beliefs p < p∗ or with values V − pool together with x = 0, so the Bayesian inference after
observing x = 0 is

b(0) =
αF+(p∗)

1− α + αF+(p∗)
. (3)
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Incentive compatibility implies indifference when q = p∗, i.e.,

g(1)− g
(

αF+(p∗)

1− α + αF+(p∗)

)
= λ (h(1− p∗)− h(p∗)) . (4)

Proposition 3 Any solution p∗ to Equation 4 defines an equilibrium in which people who

are sufficiently confident in the undesirable opinion (with q ≤ p∗) choose to express it (i.e.,

choose x = 0), and people who are less sure of their own opinion as well as those who are

confident in the desirable opinion (with q > p∗) choose to express this socially desirable

view (i.e., choose x = 1).

In general there may be multiple equilibria for a given specification of the functions
and parameters describing the environment. For example, if g(1)− g(0) > λ(h(1)− h(0))

and if F+(p) > 0 for some p < 1
2
, then for α sufficiently close to (but not equal to) 1,

there must be multiple equilibria, including both a pooling equilibrium with strong social
pressure to conform and a semi-separating equilibrium with more tolerance for disagree-
ment. When there are multiple equilibria, the social norm is not merely descriptive, but
actively reinforces behavior. Other people expressing an opinion increases pressure on you
to express it as well.

With multiple equilibria, it makes sense to focus just on equilibria that are stable.

Definition 1 An equilibrium is locally stable if any deviation by people who were indiffer-

ent (or nearly indifferent) in the equilibrium is strictly unprofitable when the deviation is

accurately perceived (and sufficiently widespread to be noticed).3

Proposition 4 A pooling equilibrium is locally stable if and only if Equation 2 holds as

a strict inequality, g(α) − g(0) > λ (h(1)− h(0)). A semi-separating equilibrium with

threshold p∗ is locally stable if and only if

g(1)− g
(

αF+(p)

1− α + αF+(p)

)
− λ (h(1− p)− h(p)) (5)

changes from negative to positive at p = p∗.

Proposition 4 refines the set of equilibria to exclude those that are unstable in the following
sense: if a person can deviate at no cost, and this deviation would persist when the audience
eventually noticed it, then we expect that eventually the equilibrium would fall apart.

3The requirement that the deviation be sufficiently widespread is meant only to rule out deviations by a
negligible fraction of the population, which may be unprofitable, but not strictly unprofitable.
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Corollary 1 In any locally stable semi-separating equilibrium with threshold p∗, the cu-

mulative distribution function F+(p) is continuous at p∗.

In general, the cumulative distribution function F+ has jump discontinuities whenever a
population mass shares the same beliefs, but Corollary 1 assures us that we have continu-
ity right at the threshold in a locally stable semi-separating equilibrium. This facilitates
comparative static analysis.

We now consider comparative statics. Let the cumulative distribution function for be-
liefs be decomposed as F+(p) = F+

0 (p) + εχ(p) for some baseline cumulative distribution
function F+

0 and some non-negative function χ, so that increasing ε corresponds to shifting
the cumulative distribution function upwards so that more people have lower probabilities
p about the state of the world.

Theorem 1 For any locally stable semi-separating equilibrium, the threshold p∗ is (weakly)

increasing in λ (i.e., in the magnitude of expressive utility relative to reputational utility), in

ε (i.e., in downward shifts in beliefs about the state of the world, corresponding to upward

shifts in the cumulative distribution function over beliefs), and in α (i.e., in the fraction of

the population with desirable values) in a neighborhood of the parameter space for which

the equilibrium continues to exist.

Theorem 1 tells us that if people care more about expressive utility (or, equivalently,
care less about reputational utility), or people are more skeptical about the state of the
world necessary for privately holding the desirable opinion, or more people have the desir-
able values, then there is less pressure to conform to the norm of expressing the desirable
opinion, and people who are a bit less sure of the undesirable opinion will still be comfort-
able expressing it. It is not surprising that caring about authenticity, not caring about social
esteem, or doubting that the facts support a politically correct opinion relieves the pressure
to express it. However, the last behavioral pattern predicted in the theorem is less obvious.
Although other people expressing a politically correct opinion increases the social pressure
to conform with it, more people having the socially desirable values actually decreases the
social pressure to express politically correct opinions. When desirable values are universal,
a person can safely disagree with prevailing opinions without calling his own values into
question.

2.2 Case II: Beliefs and Values are Substitutes

Consider now the case the beliefs and values are substitutes in producing the desirable
opinion, i.e., that t(ω, v) = 1 if and only if ω = True or v = V +. In this case, a person’s
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confidence about his private opinion depends on his belief about the state of the world only
if he has the undesirable values, i.e., q = I+(v) + (1 − I+(v))p where I+ is an indicator
for having desirable values V +.

There is still a pooling equilibrium in which everybody chooses x = 1, supported by
b(0) = 0 and b(1) = α.

Proposition 5 If Equation (2) holds, then there exists a pooling equilibrium in which ev-

erybody chooses x = 1.

The sufficient condition for the pooling equilibrium remains the same as in the case that
beliefs and values are complements.4

A semi-separating equilibrium still takes the form of a threshold of sufficient confidence
in the undesirable opinion that permits a person to publicly express it.

Proposition 6 Proposition 2 still applies: in any semi-separating equilibrium, there exists

a p∗ ≤ .5 such that x = 0 if q < p∗ and x = 1 if q > p∗.

However, the characterization of the semi-separating equilibrium is different in the case that
beliefs and values are substitutes. In this case, choosing x = 0 perfectly reveals oneself
to have undesirable values V −, i.e., b(0) = 0. However, people with beliefs p > p∗ and
people with desirable values V + pool together, with both groups choosing x = 1. The
Bayesian inference after observing x = 1 is

b(1) =
α

α + (1− α)(1− F−(p∗))
. (6)

Now the threshold p∗ in the semi-separating equilibrium will satisfy:

g

(
α

α + (1− α)(1− F−(p∗))

)
− g(0) = λ (h(1− p∗)− h(p∗)) . (7)

Proposition 7 Any solution p∗ to Equation (7) defines an equilibrium in which people who

are sufficiently confident in the undesirable opinion (with q ≤ p∗) express it (i.e., choose

x = 0), and people who are sufficiently confident in the desirable opinion (with q > p∗)

express that view (i.e., choose x = 1).

4If nobody holds beliefs p below some minimal level p, then the sufficient condition can be relaxed to be
g(α)− g(0) ≥ λ

(
h(1− p)− h(p)

)
. This is equivalent to a semi-separating equilibrium with nobody below

the threshold.
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Whereas there may be multiple equilibria when beliefs and values are complements, in
the case that they are substitutes, there can only be a single, unique equilibrium.

Theorem 2 The equilibrium is unique.

There is either a pooling equilibrium, but no semi-separating equilibrium (when Equa-
tion (2) holds) or a semi-separating equilibrium, but no pooling equilibrium (when Equa-
tion (2) does not hold). They cannot co-exist. While there may be interesting applications
in both domains, contexts in which the pooling equilibrium exists correspond to situations
in which we usually think of social norms as operative. Contexts in which only the semi-
separating equilibrium exists correspond to situations in which there is less social pressure
to not look bad, but a person may still have some incentive to try to stand out and be noticed
in a good way.

Because multiple equilibria cannot co-exist in the case that beliefs and values are sub-
stitutes, behavior should be more stable in these situations, and learning that others are
more frequently expressing an opinion should no longer generate any pressure to conform
and express the same opinion. Thus, the model predicts that conformity pressure arises
when beliefs and values are complements, but not when they are substitutes.

3 Motivated Reasoning, Persuasion, and Belief Formation
In a semi-separating equilibrium everybody will observe a fraction π of the population
choosing x = 1. If belief formation were strictly Bayesian, then in many contexts a no-
disagreement theorem (Aumann, 1976) would imply that beliefs should converge, eliminat-
ing the heterogeneity of beliefs that is a critical element in the semi-separating equilibrium.
Here we sketch a set of alternative assumptions that can preserve heterogeneity of beliefs.
We assume that beliefs about α (the fraction of the population with values v = V +) are
no longer omniscient, but instead are subject to motivated reasoning and persuasion. Mo-
tivated reasoning and persuasion are pathways for preferences about one’s own beliefs and
preferences about others’ beliefs to affect these beliefs. Still, we assume that motivated
reasoning and persuasion determine only beliefs about model parameters (i.e., about how
the world works), but cannot directly determine beliefs about states of the world, which
still must accord with Bayes’ rule, given the adopted model parameters.5 Moreover, for a
motivated belief to take hold or a transmitted belief to be found persuasive, it must account
for the observation that a fraction π of the population is choosing x = 1. We assume that a

5We also assume that no individual has private information completely resolving uncertainty about the
state of the world, so everyone remains receptive to additional information contained in others’ beliefs.
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fraction γ of the population engages in motivated reasoning (when there is a motive to hold
particular beliefs) and that the remainder 1 − γ of the population considers only beliefs
that they find out about from others. We focus on the case in which beliefs and values are
complements in producing the desirable opinion, because in this case, the semi-separating
equilibrium may coexist with the pooling equilibrium as alternative social norms.

We first consider the range of possible narratives, or sets of beliefs that are consistent
with the observation that a fraction π of the population is choosing x = 1, arising out
of different beliefs about model parameters. Beliefs about model parameters essentially
correspond to interpretations of the observed evidence, which support particular beliefs p
about the state of the world ω. Let βα denote a person’s belief about the value of α, the
proportion of the population with desirable values.6 At one extreme, a person could believe
βα = 1, i.e., that everybody has the desirable values and that expressed opinions are thus
diagnostic only of beliefs about the state of the world, but not about a person’s values.
The other extreme, βα = 0, would be inconsistent with any observation π > 0, because
in a semi-separating equilibrium, expressing x = 1 perfectly reveals oneself as having
desirable values. The most extreme minimal value of βα consistent with the observation of
π is βα = π, the belief that the fraction of the population with desirable values is precisely
the fraction of the population expressing the desirable opinion, and consequently that not
expressing this opinion reveals a person to have undesirable values.

The belief βα = π implies that expressed opinions are perfectly diagnostic of a person’s
values. This narrative leads to the assessment that everybody with desirable values agrees
that p > p∗, where p∗ is the threshold in a semi-separating equilibrium that is now defined
by g(1)−g(0) = λ (h(1− p∗)− h(p∗)) (because the individual believes F+(p∗) = 0). The
narrative supports the belief p = pmax, where pmax denotes the value of p consistent with
common knowledge that p > p∗. (The precise value of pmax depends on the informativeness
of others’ beliefs.)7

The belief βα = 1 implies that expressed opinions are diagnostic of beliefs about the
state of the world, so some additional belief is necessary to account for the disagreement

6In principle, we could have assumed that the expected reputational utility directly depends on the belief
βα because esteem for one’s own values could depend on the audience’s values, but instead we assume that
we are in a regime where esteem does not vary with audience values, either because the desirable values are
not audience-dependent or because the range of beliefs βα is sufficiently narrow that the desirable values are
stable across this range of beliefs.

7To account for the observation of π, this narrative also requires that if the person believes that anybody
engages in motivated reasoning βγ > 0, then it must be optimal for individuals with desirable values to want
to believe that βα = π, which, as we will see, turns out to be the case.
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about the state of the world that is revealed by observing 0 < π < 1. Let βγ denote
a person’s belief about the value of γ, the proportion of the population that engages in
motivated reasoning. If motivated reasoning leads an individual to hold beliefs that permit
x = 1, then the observation of π could be rationalized by the additional belief that βγ = π,
which leads to the assessment that everybody else agrees that p < p∗. (In this scenario,
the threshold p∗ may be defined by π (g(1)− g(0)) = λ (h(1− p∗)− h(p∗)), given that
(only) motivated reasoners will make the attribution b(0) = 0.) This narrative supports the
belief p = pmin, where pmin denotes the value of p consistent with common knowledge that
p < p∗. (Once again, the precise value of pmin depends on the informativeness of others’
beliefs.)8

We now describe preferences about one’s own beliefs and the optimal strategy of mo-
tivated reasoning, before moving on to analyze preferences about others’ beliefs and the
optimal strategy of persuasion. A motivated reasoner chooses βα (along with βγ), subject
to the constraint that this choice rationalizes the observation of π, in order to maximize his
own utility. (His utility may depend on these parameters because they shape his inferences
about other people’s choices, and in turn his belief p about the state of the world and his
confidence q in his own private opinion, and thus, possibly his choice x about which opin-
ion to express in public. Additionally, they may affect how the motivated reasoner expects
others to perceive and interpret his own expressed opinion.)

Consider an individual with desirable values v = V +. He would like to have high
confidence in the desirable opinion t = 1, allowing himself to express it (as x = 1) to
obtain high expressive utility and high reputational utility, so he wants to maximize p. We
have assumed that he cannot choose p directly, but he can choose his belief βα (as long as
it is consistent with his observation of π), and potentially convince himself that p = pmax.
As long as pmax is not too small, his optimal strategy will be to choose βα = π, which
provides the strongest possible support for the desired belief, p = pmax.9 (In this case, he
will be indifferent between values of βγ < 1.)

Lemma 1 Suppose that h(pmax) > h(1−pmin)− π
λ

(g(1)− g(0)). Then an individual with

desirable values v = V + who engages in motivated reasoning after observing a fraction

8Alternatively, if motivated reasoning leads an individual to hold beliefs that permit x = 0, then the
observation of π could be rationalized by the belief that βγ = 1−π, with the assessment that there is common
knowledge among everyone else that p > 1

2 . However, this narrative will not be part of an equilibrium.
9If pmax were very small and people were thus willing to sacrifice reputational utility to maximize ex-

pressive utility, there would only be a pooling equilibrium with x = 0 and no loss of reputational utility, and
motivated reasoners would try to minimize p, displaying a kind of confirmation bias.
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π of the population choosing x = 1 adopts the belief that βα = π, convincing himself that

F+(p∗) = 0 and that p = pmax.

Motivated belief that βα = π permits an interpretation that choices of x = 1 contain
informational content about the state of the world, whereas choices of x = 0 contain no
informational content (because they’re only made by individuals with undesirable values
who would make that choice regardless of their beliefs). Motivated reasoners thus form a
narrative that also presumes common knowledge about the state of the world, F+(p∗) = 0

and p = pmax.
We now describe preferences about others’ beliefs and incorporate those preferences

into strategies of persuasion. A person who does not engage in motivated reasoning will
accept a βα and βγ offered by another person if these parameter values would rationalize
the observation of π. A person will then engage in persuasion and argue for his preferred
values of βα and βγ (for another person to accept) if his own utility would increase when
this other person adopts these beliefs. (His own utility may depend on another person’s
adoption of these beliefs because they guide the other person’s inference about his values
from his expressed opinion.)

Consider an individual with desirable values v = V + and beliefs that support express-
ing the desirable opinion x = 1, i.e., p > p∗. By expressing the desirable opinion, he
reveals his desirable values to the audience, regardless of the audience’s other beliefs. Con-
sequently, he is indifferent to others’ beliefs and need not engage in persuasion. On the
other hand, consider an individual with desirable values v = V + and beliefs that support
expressing the undesirable opinion x = 0, i.e., p < p∗. The audience’s attribution for his
expression of this opinion as either due to his beliefs p < p∗ or his values v = V − depends
on their belief βα. The individual wants to persuade the audience that βα = 1, and that
his opinion can be attributed to his beliefs, in order to preserve his reputational utility. The
same goes for an individual who actually has undesirable values v = V − (and thus ex-
presses the undesirable opinion x = 0. He too wants to persuade the audience that βα = 1

to disguise his own type.

Lemma 2 People who express the undesirable opinion x = 0 will attempt to persuade the

audience that βα = 1. People who express the desirable opinion x = 1 will not engage in

persuasion.

Individuals with desirable values v = V + who are capable of motivated reasoning will not
be influenced by persuasion. They will have already convinced themselves that βα = π,
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and they will believe that the only sources of the narrative that βα = 1 are people with
undesirable values v = V −. However, individuals with desirable values v = V + who are
not capable of motivated reasoning may be influenced by persuasion. If the argument that
βα = 1 is packaged with an argument that βγ = π in a coherent narrative, it accounts for
the observation that the proportion π of the population chooses x = 1. There are always
some individuals with undesirable values v = V − pushing this narrative, and as individuals
with desirable values v = V + (but no motivated reasoning) are persuaded by this narrative,
they too will then want to share it themselves.

Incorporating motivated reasoning and persuasion into the model, we now have a basis
for heterogeneous beliefs that support a semi-separating equilibrium.

Proposition 8 Suppose

αγ (g(1)− g(0)) ≥ λ (h(1− pmin)− h(pmax)) (8)

and

αγ (g(1)− g(0)) ≤ λ (h(1− pmin)− h(pmin)) . (9)

Then there is a semi-separating equilibrium in which:

1. A fraction π = αγ of the population expresses the desirable opinion x = 1;

2. People with undesirable values v = V − choose to express the undesirable opinion

x = 0 and to argue that βα = 1 and βγ = π;

3. People with desirable values v = V + who do not engage in motivated reasoning are

persuaded that βα = 1, that βγ = π, and that p = pmin, and they thus also choose to

express the undesirable opinion x = 0 and to argue that βα = 1 and βγ = π;

4. People with desirable values v = V + who engage in motivated reasoning persuade

themselves that βα = π and that p = pmax, and they thus choose to express the

desirable opinion x = 1.

In this equilibrium, beliefs about the state of the world (and associated private opinions)
become correlated with beliefs about other people’s types, as people form narratives (i.e.,
a set of coherent beliefs) to account for the persistent disagreement in public opinions.

Of course, the pooling equilibrium may still exist as well. Observing everybody con-
forming to the social norm, π = 1, motivated reasoners would want to convince themselves
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that everybody has desirable values, βα = 1. This belief would not only assure oneself that
his own values are beyond reproach, but also allow a person to convince himself that oth-
ers’ choices of x = 1 are unaffected by their desire for reputational utility and are fully
reflective of unbiased belief that p > 1

2
. This interpretation would bolster one’s own belief

p > 1
2

and thus maximize expressive utility.

Proposition 9 Suppose Equation (2) holds:

g(α)− g(0) ≥ λ (h(1)− h(0)) .

Then there is a pooling equilibrium in which everybody chooses x = 1, and people who

engage in motivated reasoning persuade themselves that βα = 1 and that there is common

knowledge that p > 1
2
.

Proposition 9 tells us that motivated reasoning pushes people toward beliefs and privately
held opinions that align with the social norm when everybody conforms to this norm. Thus,
with motivated reasoning, the social norm actually affects underlying beliefs and privately
held opinions, not only the opinions that people are willing to express out loud.

4 Conclusion
This paper develops a theory of social norms of acceptable discourse that explains how
norms emerge and how they shape beliefs and opinions. We propose that they emerge
because people care about signaling desirable values, which are an important aspect of a
person’s identity. They shape opinion expression because what an opinion reveals about
a person’s values depends on how other people choose the opinions they endorse. Norms
(equilibria) with more or less conformity induce more or less social pressure to send a
good signal. Particular beliefs may be necessary in order to have the right incentive to
send a good signal (i.e., to express an opinion that conforms to the norm), whereas other
beliefs may provide a mitigating explanation for why a person might send a bad signal (i.e.,
express an unpopular opinion). Thus, motivated reasoning and persuasion allow the social
norm about opinion expression to also affect privately held opinions and beliefs.

The model here, for simplicity, focuses on a single binary choice about an opinion to
express. In reality, when a person expresses multiple opinions, each one may send a signal
about the person’s values. This could be modeled as a set of linked signaling games. We
should expect the esteem motive to be stronger when a person’s other opinions (as well as
other behavior) allow for more uncertainty about his true values. In the opposite extreme, if
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a person’s values are already observable from other behavior, the esteem motive vanishes,
and the theory would predict that the person would then simply express his honest opinion.
If audience attention to a person’s opinions is uncertain, then multiple opinions could all be
similarly informative. Polarized opinions could be correlated across issues (as commonly
observed), and more complex phenomena could emerge, such as people trying to signal
their desire for authenticity (and, in turn, the sincerity of their opinions) by occasionally
expressing an unpopular (politically incorrect) opinion.

The model assumes a single, fixed audience whose judgments people care about. This
describes public discourse as well as private conversation with multiple parties when people
are constrained to express the same opinions across all of these conversations, perhaps,
for example, due to a desire for consistency. An interesting extension, beyond our scope
here, would consider multiple audiences. This might permit customization of opinions
to ingratiate oneself with distinct audiences or dog whistling to send distinct signals to
different audiences with a single common statement of opinion. If reputational utility were
sufficiently concave, so that a good judgment from one audience would not compensate
for a bad judgment from another audience, then people might be reluctant to express any
opinion about which there might be disagreement, avoiding “conversational minefields”
(Sugden, 2005).

The model assumes that play of the signaling game follows a perfect Bayeasian equilib-
rium, in which people have unlimited strategic sophistication and inferences about others’
private opinions are rationally based on their behavior. In reality, of course, people find it
difficult to make Bayesian inferences from others’ behavior (Forsythe et al., 1989; Brown
et al., 2012). Relaxing the assumed strategic sophistication and instead assuming cursed
equilibrium (Eyster and Rabin, 2005) or cognitive hierarchy theory (Camerer et al., 2004)
might account for the phenomenon of pluralistic ignorance, which arises when people pri-
vately disagree with an opinion perceived to be socially normative, but mistakenly believe
that others mostly support it (Prentice and Miller, 1993; 1996; van Boven, 2000).

Conspicuously absent from the model is any concern for influencing behavior. While
some people clearly are motivated to bring about social change, this modeling choice re-
flects the view that many people consider their own impact on collective behavior to be
insignificant and care more about their reputation and esteem than about instrumental con-
sequences. This desire for esteem is the reason why people use opinions for signaling
socially desirable values, and thus is a critical element in our explanation of the emergence
of social norms for beliefs and opinions.
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Appendix
Proof of Proposition 1 An individual with v = V − has the strongest incentive to deviate
from the pooling equilibrium because he is sure about his private opinion t = 0, and thus
q = 0. If he chooses x = 1, his utility is g(α) + λh(0). If he chooses x = 0, his utility is
g(0) + λh(1). Thus, Equation 2 is his incentive constraint.

Proof of Proposition 2 Existence of a threshold p∗ follows from monotonicity of expressed
opinions with respect to confidence, i.e., that if a person with confidence q chooses x = 1,
then anybody with confidence q′ > q must also choose x = 1. The reputational component
of utility does not depend on q, and the gain in expressive utility from choosing x = 1

instead of x = 0 is λ (h(q)− h(1− q)), which is increasing in q. We know that p∗ ≤ .5 be-
cause the gain in expressive utility λ (h(q)− h(1− q)) changes from negative to positive at
.5, and the gain in reputational utility from x = 1 instead of x = 0 is always non-negative.

Proof of Proposition 3 Let p∗ be a solution to Equation 4, and suppose the audience be-
lieves that this is the threshold confidence that separates people who choose x = 0 from
x = 1. The utility from choosing x = 1 is g(1) + λh(q). The utility from choosing x = 0

is g
(

αF+(p∗)
1−α+αF+(p∗)

)
+ λh(1− q). Indeed, x = 1 is optimal for q > p∗, and x = 0 is optimal

for q < p∗.

Proof of Proposition 4 First consider the pooling equilibrium. If Equation 2 holds as a
strict inequality, then nobody is indifferent, so the equilibrium must be locally stable. If it
holds as an equality, then a person with q = 0 could deviate to x = 0 with no loss (and,
in fact, a strict gain if the person has values V + and beliefs p = 0, in which case, accurate
perception of the deviation will be b(0) = 1).

Next consider the semi-separating equilibrium. Let ∆(p) be the function in Expres-
sion (5). People with q = p∗ are indifferent in equilibrium. Switching from x = 0 to
x = 1 is strictly unprofitable when accurately perceived if and only if ∆(p) is negative for
p approaching p∗ from below. Switching from x = 1 to x = 0 is strictly unprofitable when
accurately perceived if and only ∆(p) is positive for p approaching p∗ from above.

Proof of Corollary 1 Proposition 4 tells us that in any locally stable semi-separating equi-
librium with threshold p∗, the function ∆(p) (given by Expression (5)) is increasing at
p = p∗. If the cumulative distribution function F+ were to jump at p = p∗, then ∆(p)

would have a downward jump at p = p∗ and could not be increasing.
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Proof of Theorem 1 The threshold p∗ in a semi-separating equilibrium, characterized by
Proposition 3 as a solution to Equation 4, can equivalently be characterized as a zero of the
function ∆(p) (given by Expression (5)). Differentiating ∆(p∗) = 0 gives us

∆′(p∗)dp∗ +
∂∆

∂λ

∣∣∣∣
p=p∗

dλ +
∂∆

∂ε

∣∣∣∣
p=p∗

dε +
∂∆

∂α

∣∣∣∣
p=p∗

dα = 0. (10)

Proposition 4 tells us that in a locally stable equilibrium ∆′(p∗) > 0 (because ∆(p) changes
from negative to positive here). We can directly compute ∂∆

∂λ

∣∣
p=p∗

= − (h(1− p∗)− h(p∗)).
Given that p∗ ≤ .5 (by Proposition 2) and h is increasing, h(1 − p∗) − h(p∗) ≥ 0, so
∂∆
∂λ

∣∣
p=p∗

≤ 0. To simplify computation of the other partial derivatives, we let B(p) =
αF+(p)

1−α+αF+(p)
, and observe that B(p) is (weakly) increasing in F+(p) (and thus in ε) and in

α. We then compute ∂∆
∂ε

= −g′(B(p))∂B
∂ε

and ∂∆
∂α

= −g′(B(p))∂B
∂α

. Given that g is increas-
ing, ∂∆

∂ε
≤ 0 and ∂∆

∂α
≤ 0. Returning to Equation (10), with ∆′(p∗) > 0 and the other three

partial derivatives negative (or zero), we can conclude that dp
∗

dλ
≥ 0, dp

∗

dε
≥ 0, and dp∗

dα
≥ 0.

Proof of Proposition 5 In this case, the individual with the strongest incentive to deviate
from the pooling equilibrium has values V − and beliefs p = 0. His confidence is still
q = 0, as in Proposition 1. Thus, Equation 2 is still his incentive constraint.

Proof of Proposition 6 The proof of Proposition 2 does not rely on any particular expres-
sion for confidence q.

Proof of Proposition 7 Let p∗ be a solution to Equation 7, and suppose the audience be-
lieves that this is the threshold confidence that separates people who choose x = 0 from
x = 1. The utility from choosing x = 1 is g

(
α

α+(1−α)(1−F−(p∗))

)
+ λh(q). The utility from

choosing x = 0 is g(0) + λh(1 − q). Indeed, x = 1 is optimal for q > p∗, and x = 0 is
optimal for q < p∗.

Proof of Theorem 2 Let

∆̃(p) = g

(
α

α + (1− α)(1− F−(p))

)
− g(0)− λ (h(1− p)− h(p)) .

Observe that p∗ is the threshold in a semi-separating equilibrium if and only if p∗ is a zero of
∆̃ or a point at which ∆̃ jumps across zero. (In the latter case, the equilibrium requires peo-
ple with confidence q = p∗ to mix their strategies.) The function ∆̃(p) is increasing because
g
(

α
α+(1−α)(1−F−(p))

)
is increasing in p and h(1− p)− h(p) is decreasing in p. Thus, it can
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cross zero at most once. Plug in p = 0 to find ∆̃(0) = g(α)− g(0)−λ (h(1)− h(0)). Plug
in p = 1

2
to find ∆̃(1

2
) = g

(
α

α+(1−α)(1−F−( 1
2

))

)
− g(0), and so, ∆̃(1

2
) ≥ 0. If Equation (2)

fails to hold, ∆̃(p) must cross from negative to positive, and there is a semi-separating
equilibrium where it does, but there is no pooling equilibrium. If Equation (2) holds, then
∆̃(p) is always positive, and there is no semi-separating equilibrium, but there is a pooling
equilibrium.

Proof of Lemma 1 The belief that βα = π is consistent with the observation that the frac-
tion π of the population chooses x = 1 if and only if F+(p∗) = 0. Thus, adopting the belief
βα = π leads a person to also believe F+(p∗) = 0, i.e., that there is common knowledge
that p > p∗. Choices of x = 0 are attributed exclusively to undesirable values v = V −, and
the person can believe that there is no disagreement about the state of the world. The person
thus believes p = pmax. Believing p > p∗, the person will choose x = 1. For this belief to
be optimal, it must yield higher utility than alternative beliefs. Clearly no belief that entails
a smaller value of p can be optimal as long as the person is still choosing x = 1 (because
it would not affect reputational utility and would only detract from expressive utility). If a
person were considering an alternative belief that led to a choice of x = 0, he would want
to minimize p through the narrative that βα = 1, βγ = π, and p = pmin (i.e., that only those
biased by motivated reasoning are choosing x = 1). With that alternative narrative, only
the fraction of the audience that was believing βα = π and choosing x = 1 would judge
the person’s values badly (as the rest of the audience would believe βα = 1), so the loss
in reputational utility would be π(g(1) − g(0)). To ensure that this alternative narrative is
not preferred, we need to guarantee that the utility from believing p = pmax and choosing
x = 1 exceeds the utility from believing p = pmin and choosing x = 0. The condition that
h(pmax) > h(1− pmin)− π

λ
(g(1)− g(0)) guarantees exactly that.

Proof of Lemma 2 If a person chooses x = 0, his reputational utility depends on the
audience’s perception of his values b(0). Equation 3 gives us the Bayesian inference b(0)

that an audience will make after observing a person choose x = 0. Observe that b(0) is
maximized when α = 1. A person choosing x = 0 thus wants to promote the belief that
βα = 1. On the other hand, if a person chooses x = 1, his utility does not depend on others’
beliefs.

Proof of Proposition 8 When π = αγ, Equation 8 is the incentive constraint from Lemma 1
that implies that people with desirable values who engage in motivated reasoning will per-
suade themselves that βα = π and that p = pmax. If this constraint is satisfied, then it
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will also be optimal to choose x = 1, given these beliefs. When π = αγ, Equation 9 is
the incentive constraint for people who believe that βα = 1, βγ = π, and p = pmin to
choose x = 0. People who do not engage in motivated reasoning will be persuaded to
hold these beliefs because it is the only narrative that is being promoted and it accounts for
the observation that a fraction π of the population chooses x = 1. Lemma 2 then tells us
that these people will promote this narrative themselves. People with undesirable values
have a stronger incentive to choose x = 0 than people with desirable values and the belief
p = pmin, because for them, q = 0, so Equation 9 also implies that they will choose x = 0.
Lemma 2 then tells us that they too will spread the narrative that βα = 1 and βγ = π. The
fraction of the population with desirable values and who engage in motivated reasoning is
αγ, and these are precisely the people that choose x = 1, so π = αγ.

Proof of Proposition 9 Proposition 1 already established the existence of a pooling equi-
librium with everybody choosing x = 1. For a person who is choosing x = 1, the optimal
beliefs are βα = 1, which directly maximize reputational utility, and which allow the person
to maximize p, which then also maximizes expressive utility. If a person believes βα = 1,
he can also believe that others are not affected by the esteem motive, so their choices may
be informative about whether p is greater or less than 1

2
. Observing π = 1, he can then

conclude that there is common knowledge that p > 1
2
.
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