
Dr João Porto de Albuquerque
Associate Professor,  Centre for Interdisciplinary Methodologies, University of Warwick
Warwick Director of the Centre for Urban Science and Progress London 
Co-Director of the Warwick Institute for the Science of Cities
Turing Fellow, The Alan Turing Institute

Sustainable Cities Research @ University of Warwick, 31 October 2018 (World Cities Day)

Waterproofing Data: reframing floods, data and 
resilience with an interdisciplinary approach



Context: Sustainable Urbanisation Research
Interdisciplinary methods:

– Geographic Information Science / Sociospatial Data Science / Urban Geography

– Topics: Citizen participation / Sustainable Development

Research interests / projects:

– Disaster resilience
e.g. ‘Waterproofing Data” project on floods in Brazil (PI: €1m ESRC/GCRF/Belmont Forum grant)

– Urban health
E.g. greenspace policy, healthcare access in the global South (Co-I: £6m NIHR grant)

– Sustainable urbanization and the Food-Water-Energy Nexus

E.g. ”Creating Interfaces” project (Co-I/UK PI: €1.2m Belmont Forum/ESRC)

– Urban sustainable development (SDGs)

E .g. ESRC IAA “Making Sense of Humanitarian Data”, in collaboration with BRC, MSF, 

UN Habitat



Why collaborate to improve 
resilience to disasters?

• Brazil • UK

Carlisle, UK, January 2016Praia Grande/SP, Brazil, February 2016



Background: AGORA project

Horita, F. E. A., de Albuquerque, J. P., et al. (2015). Development of a spatial decision support system for flood risk 
management in Brazil that combines volunteered geographic information with wireless sensor networks. Computers & 
Geosciences, 80, 84–94. 



UK-Brazil Collaboration on Leveraging Crowdsourced and 
Sensor Data to Support Decision-Making towards Urban 
Resilience

EPSRC GCRF Institutional Awards

– Field Trips and workshops in UK and Brazil 
(2017)

– Established an interdisciplinary network and a 
collaborative research agenda:

– Innovative methods and emerging data sources 
to improve resilience to floods and landslides



Preliminary results: social media to map rainfall in 
Brazil

Restrepo-Estrada, C., de Andrade, S. C., Abe, N., Fava, M. C., Mendiondo, E. M., & de Albuquerque, J. P. (2018). 
Geo-social media as a proxy for hydrometeorological data for streamflow estimation and to improve flood 
monitoring. Computers & Geosciences, 111, 148–158. http://doi.org/10.1016/j.cageo.2017.10.010

variables such as rainfall and streamflow are used to calibrate the model
(Muleta, 2011). In view of the fact that the methodology is designed to be
used in ungauged and poorly gauged catchments or when there are
sensors subject to failures, simple modelling seems to be more appro-
priate (Sivapalan et al., 2003).

The Probability Distributed Model (PDM) and similar models derived
from it, are conceptual rainfall-runoff models that are widely used in
research and hydrological applications (Alvarez-Garreton et al., 2014),
such as parameter prediction updating, flood forecasting, and the
regionalization of parameters using the Kalman filter, (Lamb, 1999;
Moradkhani et al., 2005; Kay et al., 2009). PDM transforms rainfall and
the estimation of the evapotranspiration time series of a catchment into
streamflow at the outlet of the catchment. Moore (2007) provides a
detailed description of the process modelled, parameters and model

formulation. PDM has been chosen in preference to distributed and
physically-based hydrological models because it requires a reasonable
number of hydrometeorological variables (i.e. rainfall, potential evapo-
transpiration and streamflow), and is a spatially-lumped, parsimonious
and user-friendly model, which reduces the modelling time. In contrast,
distributed and physically-based hydrological models involve high
computational requirements for simulating spatio-temporal processes in
multiple control sections through non-linear equations.

In this paper, the PDM has been calibrated and validated with time-
steps of 10 min, that take account of the available 10-min rainfall data
and the rapid response time, (ca. 30min) of the studied catchment. Based
on ArcGIS and ASTER GDEM, the catchment area was estimated to be 88
km2. An optimization protocol was developed to calibrate the parameters
of the PDM using Python 3.x language and DEAP (Distributed Evolu-
tionary Algorithms in Python) Library. The PDM parameters were cali-
brated using Nash-Sutcliffe Efficiency (NSE) as an objective function
(Muleta, 2011; Nash and Sutcliffe, 1970). Details of the model parame-
ters have already been described in Moore (2007).

The streamflow was calculated from both three rain gauges of the
CEMADEN official network, and two other approximations: the
maximum inter-station rainfall depth every 10 min, and the spatially-
estimated mean precipitation depth, which were estimated by means of
the Inverse Distance Weighting (IDW) method. Table 2 summarizes the
NSE values for the calibration and validation of the PDM model.

Transformation of authoritative rainfall data in streamflow depends
on the calibration performed. In this case, the rainfall from authoritative
gauges is used to model the streamflow in the same period of social media
harvesting. The simulated streamflow will be later compared with the
one obtained from the social media modelling and the real values from
authoritative sources. Low performance in calibration and validation is
probably due to problems in the rain gauges, as already mentioned.

4.2. Parameter fitting for the transformation function

To create the transformation function, three properties from people's
behaviour in social media were assumed: proportionality, randomness
and semantic singularity. First, it is supposed that people use more social
media when discussing a phenomenon of great significance. In this case,
the number of people talking about it will depend on how they were
affected and thus, the intensity of the phenomenon might be directly
proportional to the number of related tweets. This behaviour can be
measured using bins of cumulative tweets over a certain period,
depending on the duration of the phenomenon. Second, people do not
“speak” in a synchronous way, namely, the users randomly post mes-
sages, before, during or after the phenomenon occurs (de Andrade et al.,
2017). Third, people tend to use related words when the phenomenon
becomes more intense/weaker or singular/unusual, which can lead to
semantic singularities. For example, other hydrometeorological phe-
nomena could be incorporated into the tweets because their beauty or
intensity make people talk more about them. This brings about an in-
crease in posting, with phrases, photos or videos, like a rainbow imme-
diately after a storm, or the dazzling light of lightning flashes during a
thunderstorm.

We propose a linear regression model between the frequency of social

Table 1
Some related tweet messages collected in this study.

Date/Time Portuguese version Translated version

2016-11-09
20:34:23

“EM MINHA DEFESA…… que fique claro que vim por causa da chuva impratic!avel
e s!o tomando uma coca (@Hooters) https://t.co/KEFYXy8YM4”

“IN MY DEFENSE…… that it is clear that I came because of the impractical rain
and only drinking a coke (@Hooters) https://t.co/KEFYXy8YM4”

2016-12-03
21:43:25

“Início da noite sede s!abado, com chuva… que lindo presente de Deus! (Sem filtros)
https://t.co/Js7kmDrOZY”

“Early Saturday night, with rain … what a beautiful gift from God! (No filters)
https://t.co/Js7kmDrOZY”

2016-12-11
18:35:23

“Muita chuva…… j!a vi que vou ganhar ch!a de cadeira…… partiu casa carioca……
https://t.co/E1q4rM5ivE”

“A lot of rain …… I've already seen that I'm going to get a long wait …… I left
carioca house …… https://t.co/E1q4rM5ivE”

2017-02-27
0:38:15

“Chuva, chuva, chuva e mais chuva … https://t.co/wH2GOnqz80” “Rain, rain, rain and more rain … https://t.co/wH2GOnqz80”

Fig. 4. City of Sao Paulo during the analysed period, with related tweets as black points,
rainfall gauges as blue triangles and the Aricanduva catchment shaded in gray. (For
interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

C. Restrepo-Estrada et al. Computers and Geosciences 111 (2018) 148–158

152

media data and the rainfall authoritative data for the signal conversion
function to predict a proxy variable of rainfall data, with the following

functional structure:

p social ¼ α
!
1þ ηstrong þ ηsoft

" fkw
Ainterest

þ
Xn

i¼20

βi
FkwðiÞ

Ainterest

where psocial is the proxy of the precipitation variable resulting from the
transformation of tweets to rainfall. The variable fkw represents the ab-
solute frequency of the number of tweets and the variable FkwðiÞ repre-
sents the accumulated absolute frequency for the number of tweets for i
cumulative periods (with i ¼ 20;30;40;…min). Ainterest is the area where
tweets are being harvested, i.e. the city of Sao Paulo. Furthermore, ηstrong

Fig. 7. Methodological structure to transform authoritative and social media information to improve flood monitoring.

Table 2
NSE performance.

Sensor name NSE value (calibration) NSE value (validation)

Burgo Paulista 0.37 0.11
Cidade Tiradentes 0.39 %0.03
Boa Esperana 0.59 0.30
Max values 0.63 0.40
IDW 0.51 0.21
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overestimation are found in around 58.4% and 3.0% of the cases,
respectively.

We also simulated a combined rainfall variable consisting of the social
media proxy variable and the rainfall gauge. In this case, the accuracy of
the forecasting significantly increases, since it is able to predict the value
of the real streamflow correctly in about 70.9% of the cases. The un-
derestimation is reduced to 28.6% and there is no overestimation for the
period. This significant result clearly shows the potential value of using
data from social media to assist in monitoring environmental problems
such as floods. An example of the combined simulation for the period
from January 25th to January 31st, 2016 is shown in Fig. 8f.

6. Discussion

The results of this study support the use of social media information to
estimate the precipitation rate or flow in poorly gauged catchments,
which could help in issuing early flood warnings. In the catchments that
are currently in operation, but where there are incomplete records or
with sensors undergoing maintenance, the use of alternative, social

media proxy variables could become even more useful. Posting and
sharing information through social media where it is capable of being
transformed into viable proxy variables, as an alternative monitoring
data source, is a means of heightening people's awareness and is of value
for fostering community resilience, especially for streamflowmonitoring,
and forecasting purposes. Another possible application of social media-
based information lies in detecting authoritative sensors that have on-
line problems, and thus require maintenance.

The results of this study complement and extend previous research in
the area. For instance, Mazzoleni et al. (2017) designed a hydrological
model with data collected by citizens to improve the accuracy of flood
forecasts and showed that these data can reinforce the traditional
monitored areas provided by static sensor networks. However, these data
do not come from social media, but from citizen observatories, which are
a more structured form of crowdsourced geographic data, based on
dedicated data collection platforms (Degrossi et al., 2014; de Albu-
querque et al., 2015), and are more difficult to disseminate than widely
used social media platforms. In contrast, Rosser et al. (2017) used
geo-referenced photographs from social media, optical remote sensing,

Table 4
Percentage of correct estimates, and cases of overestimation and underestimation of the streamflow within the confidence interval, with the use of social media and authoritative data.

Social media only Authoritative sensor only Composite of social media and authoritative sensors

Observations of estimates within the model's confidence interval 31.3 38.6 70.9
Observations of cases that were underestimated 49.5 58.4 28.6
Observations of cases that were overestimated 19.0 3.0 0.5

Fig. 8. Examples of social media rainfall (upper, time series) and authoritative rainfall (center, time-series), with simulated streamflow (shaded) and observed streamflow (line in bold) at
the Aricanduva catchment. Streamflow simulation using only authoritative sensors are shaded in blue and simulation from social media are shaded in red. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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Research Challenges : inherent tensions in the of framing 
floods and data

Instrumentality
–Citizens as sensors: ’data providers’?
–Data to support decision-making in centres of 
expertise
–Data quality as a technical property

Empowerment
–- Digital technologies enable citizens to produce 
alternative views of the urban space
– More inclusive/polyvocal information spaces
–Data effectiveness comes from engagement capacity



Challenge

How to rethink flood data production and flow to enable transformations to build 

sustainable, flood resilient communities?

Where?

Flood-prone communities and local governments of two different cities 

in Brazil: Rio Branco (Acre) and São Paulo (SP).

Waterproofing Data
Engaging stakeholders in sustainable flood risk governance for urban resilience
(October/2018- September/2021)

Project Partners: Co-operation Partners:

In coordination with:
Funding Agencies:

Sao Paulo

Rio Branco
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Figure	1.	Scales	and	work	packages	of	the	project

Objectives
Develop three innovate interdisciplinary methods:

1. Make visible how stakeholders engage with data 
Data diaries

2. Engage citizens to produce, circulate and embed 
data
Digital flood memories, data-driven-installations, 
citizen science

3. Integrate citizen-generated data with other 
sources to support decision and policy making
Participatory mapping, decision-support system

Waterproofing Data
Engaging stakeholders in sustainable flood risk governance for urban resilience
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WP1: Making data flows visible 
(Lead: Tkacz/Warwick, co-lead Dorlif/Cemadem)

WP2: Community engagement through data 
circulation

(Lead: Trajber/Cemadem, co-leads: Calvillo and 
Garde-Hansen/Warwick)

WP3: Integration and curation of data for
decision support 

(Lead Zipf/Heidelberg, co-lead: Rudorff/Cemaden)

Waterproofing Data
Engaging stakeholders in sustainable flood risk governance for urban resilience

Work packages



Impacts

Outcomes

Outputs

Activities

Transformed data prac5ces and improved 
knowledge of stakeholders in different levels to 
enable sustainable governance of flood risks in 

Brazilian ci5es

Stakeholders in Centres of 
Expertise have improved data 

practices to consider social and 
cultural aspects of community-

based data generation and 
flood risk communication

Vulnerable communi5es in São 
Paulo and Acre have improved 

access to flood data and 
understanding of flood risks and 

resilience strategies 

Local governments in São Paulo 
and Acre have improved capacity 
to use data to support decision-
making in flood risk reduction 

activities and plans

Data diaries that map the 
existing data practices in 
the governance of flood 

risks

Curated crowdsourced 
repository of flood risk 

knowledge, awareness &  
data-driven installations

Data integration platform & 
decision-support visualisation

interfaces

Workshops with stakeholders 
for transforming data 
practices & exhibitions

WP1: Making data flows 
visible 

WP2: Community 
engagement through data 

circulation

WP3: Integra@on and 
cura@on of data for decision 

support 

WP4: Transformations 
towards waterproofing data

WP5: Translation of 
waterproof data into 
sustainable flood risk 

governance 

Reduced number of deaths and the 
number of people affected by 

floods; and reduced direct 
economic losses caused by water-

related disasters in Brazil (SDG 11.5)

Increased number of cities and 
human settlements adopting and 

implementing integrated policies and 
plans towards resilience to disasters 

and holistic disaster risk 
management at all levels. (SDG 11.B)

Brazilian cities are more sustainable 
and resilient to water-related risks and 

disasters (SDG 11)

Policy and prac@ce 
workshops & policy 

briefings

Policy makers and 
governmental agencies and 
from other Brazilian states 

and countries have 
increased awareness on 

resilient flood-data practices

Lessons and knowledge 
are mul@plied by 

stakeholders to other 
ci@es

Waterproofing Data – Impact Pathways - Theory of Change



Roadmap: Mapping urban spaces – challenges towards 
an interdisciplinary methodological framework

Different frames as constitutive tension (Albuquerque & Almeida, 2018)
Community data production not only as epistemological problem, but as a 
critical pedagogical process (Freire, 1976)

– Not a passive “knowledge transmission” but co-production
– Find out the “generative data”

What is to reframe data and knowledge in a post-truth scenario?
– Can we construct flows between frames that simultaneously build trust and 

resilience?
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