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1
INTRODUCTION—THE NEED 

TO KNOW

EV ERY BODY K NOWS the story about the man crawling intently 
around a lamppost on a dark night. When a police offi cer comes along 
and wants to know what he’s doing, he says he’s looking for his keys. 
“You lost them  here?” asks the cop. “No,” the seeker replies, “but this 
is where the light is.” This bromide about futility has lately taken on 
a  whole new meaning as a meta phor for our increasingly enigmatic 
technologies.

There’s a noble tradition among social scientists of trying to clar-
ify how power works: who gets what, when, where, and why.1 Our 
common life is explored in books like The Achieving Society, The 

Winner-Take-All Society, The Good Society, and The Decent Society. At 
their best, these works also tell us why such inquiry matters.2

But efforts like these are only as good as the information available. 
We cannot understand, or even investigate, a subject about which 
nothing is known. Amateur epistemologists have many names for 
this problem. “Unknown unknowns,” “black swans,” and “deep se-
crets” are pop u lar catchphrases for our many areas of social blank-
ness.3 There is even an emerging fi eld of “agnotology” that studies 
the “structural production of ignorance, its diverse causes and con-
formations, whether brought about by neglect, forgetfulness, myopia, 
extinction, secrecy, or suppression.” 4
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Gaps in knowledge, putative and real, have powerful implica-
tions, as do the uses that are made of them. Alan Greenspan, once 
the most powerful central banker in the world, claimed that today’s 
markets are driven by an “unredeemably opaque” version of Adam 
Smith’s “invisible hand,” and that no one (including regulators) can 
ever get “more than a glimpse at the internal workings of the sim-
plest of modern fi nancial systems.” If this is true, libertarian policy 
would seem to be the only reasonable response. Friedrich von Hayek, 
a preeminent theorist of laissez- faire, called the “knowledge prob-
lem” an insuperable barrier to benevolent government interventions 
in the economy.5

But what if the “knowledge problem” is not an intrinsic aspect of 
the market, but rather is deliberately encouraged by certain busi-
nesses? What if fi nanciers keep their doings opaque on purpose, pre-
cisely to avoid or to confound regulation? That would imply some-
thing very different about the merits of deregulation.

The challenge of the “knowledge problem” is just one example of 
a general truth: What we do and don’t know about the social (as op-
posed to the natural) world is not inherent in its nature, but is itself 
a function of social constructs. Much of what we can fi nd out about 
companies, governments, or even one another, is governed by law. 
Laws of privacy, trade secrecy, the so- called Freedom of Informa-
tion Act— all set limits to inquiry. They rule certain investigations 
out of the question before they can even begin. We need to ask: To 
whose benefi t?

Some of these laws are crucial to a decent society. No one wants 
to live in a world where the boss can tape our bathroom breaks. But 
the laws of information protect much more than personal privacy. 
They allow pharmaceutical fi rms to hide the dangers of a new drug 
behind veils of trade secrecy and banks to obscure tax liabilities be-
hind shell corporations. And they are much too valuable to their 
benefi ciaries to be relinquished readily.

Even our po liti cal and legal systems, the spaces of our common 
life that are supposed to be the most open and transparent, are be-
ing colonized by the logic of secrecy. The executive branch has been 
lobbying ever more forcefully for the right to enact and enforce “se-
cret law” in its pursuit of the “war on terror,” and voters contend in 
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an electoral arena fl ooded with “dark money”— dollars whose do-
nors, and whose infl uence, will be disclosed only after the election, 
if at all.6

But while powerful businesses, fi nancial institutions, and govern-
ment agencies hide their actions behind nondisclosure agreements, 
“proprietary methods,” and gag rules, our own lives are increasingly 
open books. Everything we do online is recorded; the only ques-
tions left are to whom the data will be available, and for how long. 
Anonymizing software may shield us for a little while, but who 
knows whether trying to hide isn’t itself the ultimate red fl ag for 
watchful authorities? Surveillance cameras, data brokers, sensor net-
works, and “supercookies” record how fast we drive, what pills 
we take, what books we read, what websites we visit. The law, so 
aggressively protective of secrecy in the world of commerce, is in-
creasingly silent when it comes to the privacy of persons.

That incongruity is the focus of this book. How has secrecy be-
come so important to industries ranging from Wall Street to Silicon 
Valley? What are the social implications of the invisible practices 
that hide the way people and businesses are labeled and treated? 
How can the law be used to enact the best possible balance between 
privacy and openness? To answer these questions is to chart a path 
toward a more intelligible social order.

But fi rst, we must fully understand the problem. The term “black 
box” is a useful meta phor for doing so, given its own dual meaning. 
It can refer to a recording device, like the data- monitoring systems 
in planes, trains, and cars. Or it can mean a system whose workings 
are mysterious; we can observe its inputs and outputs, but we cannot 
tell how one becomes the other. We face these two meanings daily: 
tracked ever more closely by fi rms and government, we have no clear 
idea of just how far much of this information can travel, how it is 
used, or its consequences.7

The Power of Secrecy

Knowledge is power. To scrutinize others while avoiding scrutiny 
oneself is one of the most important forms of power.8 Firms seek 
out intimate details of potential customers’ and employees’ lives, 
but give regulators as little information as they possibly can about 
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their own statistics and procedures.9 Internet companies collect 
more and more data on their users but fi ght regulations that would 
let those same users exercise some control over the resulting digi-
tal dossiers.

As technology advances, market pressures raise the stakes of the 
data game. Surveillance cameras become cheaper every year; sensors 
are embedded in more places.10 Cell phones track our movements; 
programs log our keystrokes. New hardware and new software prom-
ise to make “quantifi ed selves” of all of us, whether we like it or not.11 
The resulting information— a vast amount of data that until recently 
went unrecorded— is fed into databases and assembled into profi les 
of unpre ce dented depth and specifi city.

But to what ends, and to whose? The decline in personal privacy 
might be worthwhile if it  were matched by comparable levels of trans-
parency from corporations and government. But for the most part it 
is not. Credit raters, search engines, major banks, and the TSA take in 
data about us and convert it into scores, rankings, risk calculations, 
and watch lists with vitally important consequences. But the propri-
etary algorithms by which they do so are immune from scrutiny, 
except on the rare occasions when a whistleblower litigates or leaks.

Sometimes secrecy is warranted. We don’t want terrorists to be 
able to evade detection because they know exactly what Homeland 
Security agents are looking out for.12 But when every move we make 
is subject to inspection by entities whose procedures and personnel 
are exempt from even remotely similar treatment, the promise of 
democracy and free markets rings hollow. Secrecy is approaching 
critical mass, and we are in the dark about crucial decisions. Greater 
openness is imperative.

Reputation, Search, Finance

At the core of the information economy are Internet and fi nance 
companies that accumulate vast amounts of digital data, and with 
it intimate details of their customers’— our—lives. They use it to 
make important decisions about us and to infl uence the decisions we 
make for ourselves. But what do we know about them? A bad credit 
score may cost a borrower hundreds of thousands of dollars, but he 
will never understand exactly how it was calculated. A predictive 
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analytics fi rm may score someone as a “high cost” or “unreliable” 
worker, yet never tell her about the decision.

More benignly, perhaps, these companies infl uence the choices 
we make ourselves. Recommendation engines at Amazon and You-
Tube affect an automated familiarity, gently suggesting offerings 
they think we’ll like. But don’t discount the signifi cance of that “per-
haps.” The economic, po liti cal, and cultural agendas behind their 
suggestions are hard to unravel. As middlemen, they specialize in 
shifting alliances, sometimes advancing the interests of customers, 
sometimes suppliers: all to orchestrate an online world that maxi-
mizes their own profi ts.

Financial institutions exert direct power over us, deciding the terms 
of credit and debt. Yet they too shroud key deals in impenetrable 
layers of complexity. In 2008, when secret goings- on in the money 
world provoked a crisis of trust that brought the banking system to 
the brink of collapse, the Federal Reserve intervened to stabilize 
things— and kept key terms of those interventions secret as well. 
Journalists didn’t uncover the massive scope of its interventions until 
late 2011.13 That was well after landmark fi nancial reform legisla-
tion had been debated and passed—without informed input from the 
electorate— and then watered down by the same corporate titans 
whom the Fed had just had to bail out.

Reputation. Search. Finance. These are the areas in which Big 
Data looms largest in our lives. But too often it looms invisibly, under-
mining the openness of our society and the fairness of our markets. 
Consider just a few of the issues raised by the new technologies of 
ranking and evaluation:

• Should a credit card company be entitled to raise a couple’s 
interest rate if they seek marriage counseling? If so, should 
cardholders know this?

• Should Google, Apple, Twitter, or Facebook be able to shut out 
websites or books entirely, even when their content is com-
pletely legal? And if they do, should they tell us?

• Should the Federal Reserve be allowed to print unknown sums 
of money to save banks from their own scandalous behavior? If 
so, how and when should citizens get to learn what’s going on?
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• Should the hundreds of thousands of American citizens placed 
on secret “watch lists” be so informed, and should they be 
given the chance to clear their names?

The leading fi rms of Wall Street and Silicon Valley are not alone 
in the secretiveness of their operations, but I will be focusing pri-
marily on them because of their unique roles in society. While ac-
counting for “less than 10% of the value added” in the U.S. economy 
in the fourth quarter of 2010, the fi nance sector took 29 percent— 
$57.7 billion— of profi ts.14 Silicon Valley fi rms are also remarkably 
profi table, and powerful.15 What fi nance fi rms do with money, lead-
ing Internet companies do with attention. They direct it toward some 
ideas, goods, and ser vices, and away from others. They or ga nize the 
world for us, and we have been quick to welcome this data- driven 
con ve nience. But we need to be honest about its costs.

Secrecy and Complexity

Deconstructing the black boxes of Big Data isn’t easy. Even if they 
 were willing to expose their methods to the public, the modern 
Internet and banking sectors pose tough challenges to our under-
standing of those methods. The conclusions they come to— about 
the productivity of employees, or the relevance of websites, or the 
attractiveness of investments— are determined by complex for-
mulas devised by legions of engineers and guarded by a phalanx of 
lawyers.

In this book, we will be exploring three critical strategies for 
keeping black boxes closed: “real” secrecy, legal secrecy, and obfus-
cation. Real secrecy establishes a barrier between hidden content and 
unauthorized access to it. We use real secrecy daily when we lock 
our doors or protect our e-mail with passwords. Legal secrecy obliges 
those privy to certain information to keep it secret; a bank employee 
is obliged both by statutory authority and by terms of employment 
not to reveal customers’ balances to his buddies.16 Obfuscation in-
volves deliberate attempts at concealment when secrecy has been 
compromised. For example, a fi rm might respond to a request for 
information by delivering 30 million pages of documents, forcing 
its investigator to waste time looking for a needle in a haystack.17 And 
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the end result of both types of secrecy, and obfuscation, is opacity, 
my blanket term for remediable incomprehensibility.18

Detailed investment prospectuses, for instance, can run to doz-
ens or hundreds of pages. They can refer to other documents, and 
those to still others. There may be confl icts among the documents 
that the original source references.19 Anyone really trying to under-
stand the investment is likely to have to pro cess thousands of pages 
of complicated legal verbiage— some of which can be quite obfusca-
tory. The same holds for accounting statements. When law profes-
sor Frank Partnoy and Pulitzer Prize– winning journalist Jesse Eis-
inger teamed up to explore “what’s inside America’s banks” in early 
2013, they  were aghast at the enduring opacity. They reported on 
the banks as “ ‘black boxes’ that may still be concealing enormous 
risks— the sort that could again take down the economy.”20 Several 
quotes in the article portrayed an American banking system still 
out of control fi ve years after the crisis:

• “There is no major fi nancial institution today whose fi nancial 
statements provide a meaningful clue” about its risks, said one 
hedge fund manager.

• “After serving on the [Financial Accounting Standards] board 
[FASB],” said Don Young, “I no longer trust bank accounting.”

• Another former FASB member, asked if he trusted bank 
accounting, answered: “Absolutely not.”21

These quotes came fi ve years after the fi nancial crisis and three 
years after the Dodd- Frank Act, a gargantuan piece of legislation 
that comprehensively altered banking law. Financial crises result 
when a critical mass of investors act on that distrust, and their skep-
ticism cascades throughout the system. And when governments 
step in with their “bailouts” and “liquidity facilities,” they add new 
layers of complexity to an already byzantine situation.

In the case of technology companies, complexity is not as impor-
tant as secrecy. However sprawling the web becomes, Google’s 
search engineers are at least working on a “closed system”; their 
own company’s copies of the Internet. Similarly, those in charge 
of Twitter and Facebook “feeds” have a set body of information to 
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work with. Their methods are hard to understand primarily because 
of a mix of real and legal secrecy, and their scale. Interlocking 
technical and legal prohibitions prevent anyone outside such a com-
pany from understanding fundamental facts about it.

Activists often press for transparency as a solution to the black 
box issues raised in this book. In many cases, sunshine truly is the 
“best disinfectant.” However, transparency may simply provoke 
complexity that is as effective at defeating understanding as real or 
legal secrecy. Government has frequently stepped in to require dis-
closure and “plain language” formats for consumers. But fi nanciers 
have parried transparency rules with more complex transactions. 
When this happens, without substantial gains in effi ciency, regula-
tors should step in and limit complexity. Transparency is not just an 
end in itself, but an interim step on the road to intelligibility.

The Secret Judgments of Software

So why does this all matter? It matters because authority is increas-
ingly expressed algorithmically.22 Decisions that used to be based 
on human refl ection are now made automatically. Software encodes 
thousands of rules and instructions computed in a fraction of a sec-
ond. Such automated pro cesses have long guided our planes, run 
the physical backbone of the Internet, and interpreted our GPSes. 
In short, they improve the quality of our daily lives in ways both 
noticeable and not.

But where do we call a halt? Similar protocols also infl uence— 
invisibly—not only the route we take to a new restaurant, but which 
restaurant Google, Yelp, OpenTable, or Siri recommends to us. 
They might help us fi nd reviews of the car we drive. Yet choosing a 
car, or even a restaurant, is not as straightforward as optimizing an 
engine or routing a drive. Does the recommendation engine take 
into account, say, whether the restaurant or car company gives its 
workers health benefi ts or maternity leave? Could we prompt it to 
do so? In their race for the most profi table methods of mapping so-
cial reality, the data scientists of Silicon Valley and Wall Street tend 
to treat recommendations as purely technical problems. The values 
and prerogatives that the encoded rules enact are hidden within black 
boxes.23
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The most obvious question is: Are these algorithmic applications 
fair? Why, for instance, does YouTube (owned by Google) so con-
sistently beat out other video sites in Google’s video search re-
sults? How does one par tic u lar restaurant or auto stock make it to 
the top of the hit list while another does not? What does it mean 
when Internet retailers quote different prices for the same product 
to different buyers? Why are some borrowers cut slack for a late 
payment, while others are not?

Defenders of the status quo say that results like these refl ect a 
company’s good- faith judgment about the quality of a website, an in-
vestment, or a customer. Detractors contend that they cloak self- 
serving appraisals and confl icts of interest in a veil of technologi-
cal wizardry. Who is right? It’s anyone’s guess, as long as the 
algorithms involved are kept secret. Without knowing what Google 
actually does when it ranks sites, we cannot assess when it is acting in 
good faith to help users, and when it is biasing results to favor its 
own commercial interests. The same goes for status updates on 
Facebook, trending topics on Twitter, and even network management 
practices at telephone and cable companies. All these are protected 
by laws of secrecy and technologies of obfuscation.

The One- Way Mirror

With so much secrecy so publicly in place, it is easy for casual ob-
servers to conclude that there is a rough parity between the infor-
mational protection of individuals and civil associations and those 
of corporations and government. It is comforting to think that our 
personal bank rec ords are as secure as the bank’s own secrets. But 
I will attempt to overthrow this assumption. We do not live in a 
peaceable kingdom of private walled gardens; the contemporary 
world more closely resembles a one- way mirror. Important corpo-
rate actors have unpre ce dented knowledge of the minutiae of our 
daily lives, while we know little to nothing about how they use 
this knowledge to infl uence the important decisions that we— and 
they— make.

Furthermore, even as critical power over money and new media 
rapidly concentrates in a handful of private companies, we remain 
largely ignorant of critical ways in which these companies interact 
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(and confl ict) with public powers. Though this book is primarily 
about the private sector, I have called it The Black Box Society (rather 
than The Black Box Economy) because the distinction between state 
and market is fading. We are increasingly ruled by what former po-
liti cal insider Jeff Connaughton called “The Blob,” a shadowy net-
work of actors who mobilize money and media for private gain, 
whether acting offi cially on behalf of business or of government.24 
In one policy area (or industry) after another, these insiders decide 
the distribution of society’s benefi ts (like low- interest credit or secure 
employment) and burdens (like audits, wiretaps, and precarity).

Admittedly, as Jon Elster has written in his book Local Justice, there 
is no perfectly fair way to allocate opportunities.25 But a market- state 
increasingly dedicated to the advantages of speed and stealth crowds 
out even the most basic efforts to make these choices fairer. Tech-
nocrats and managers cloak contestable value judgments in the garb 
of “science”: thus the insatiable demand for mathematical models 
that reframe subtle and subjective conclusions (such as the worth of a 
worker, ser vice, article, or product) as the inevitable dictate of salient, 
mea sur able data.26 Big data driven decisions may lead to unpre ce-
dented profi ts. But once we use computation not merely to exercise 
power over things, but also over people, we need to develop a much 
more robust ethical framework than “the Blob” is now willing to 
entertain.

The Secrecy of Business and the 
Business of Secrecy

Today’s fi nance and Internet companies feverishly sort, rank, and rate. 
They say they keep techniques strictly secret in order to preserve 
valuable intellectual property— but their darker motives are also ob-
vious. For example, litigation has revealed that some drug companies 
have cherry- picked the most positive studies for publication, hiding 
those with serious health or safety implications.27 Journalists are pry-
ing open Wall Street’s pre- fi nancial crisis black boxes to this day.28 
The Sunlight Foundation, Center for Effective Government, AllTri-
als.net, and Transparency International press for openness.

Politicians are responding, and try to improve disclosure  here and 
there. But they must be cautious. When a gadfl y proves too incon ve-
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nient, companies can band together in a super PAC, funding attacks 
on the would- be reformer without having to reveal what they are 
doing until well after the election.29

Asked about Google’s privacy practices, former CEO Eric Schmidt 
once said that “Google policy is to get right up to the creepy line and 
not cross it.” It is probably more accurate to say that he and other Sili-
con Valley leaders don’t want to be caught crossing the creepy line.30 
As long as secrecy can be used to undermine market competition and 
law enforcement, they will be emboldened to experiment with ever 
creepier, more intrusive, and even exploitative practices.

Looking Back

The quest for a more transparent society— more easily understood, 
and more open about its priorities— has animated leading reformers 
in the United States. Louis Brandeis’s comment that “sunlight is 
said to be the best of disinfectants,” so often cited today, is a century 
old, dating back to business scandals of the Gilded Age eerily simi-
lar to today’s casino capitalism.31 Muckraking journalists and trust-
busters of the Progressive Era shamed robber barons by exposing 
their misdeeds.32 They targeted politicians, too: the Publicity Act of 
1910 mandated disclosure of campaign donations.33

Many states of the time took up similar reforms. Voters wanted 
politics and business subject to public scrutiny. After shady com-
mercial practices surged again in the 1920s, the New Deal echoed 
and amplifi ed Progressivism. Congress, disgusted by the hucksters 
who paved the way for the great crash of 1929, imposed sweeping 
new disclosure obligations in the Securities Act of 1933 and the Se-
curities Exchange Act of 1934. New legislation created the Federal 
Communications Commission and gave it plenary power to investi-
gate abuses in the telegraph and radio industries.34 New Deal agen-
cies revealed the inner workings of critical industries.35

Government balanced these new powers by opening itself up in 
important ways. For example, the Administrative Procedure Act 
(APA) of 1947 forced agencies to give the public notice and a chance 
to comment before they imposed important rules. Reformers built 
on the APA with the 1966 Freedom of Information Act, which 
opened up many government rec ords.36



12 T H E  B L A C K  B O X  S O C I E T Y

In the 1960s, a broad co ali tion of interests fought both govern-
ment and corporate secrecy in the name of citizen empowerment 
and consumer protection.37 Perhaps their most enduring legacy was 
the establishment of procedures of openness. For example, the Na-
tional Environmental Policy Act required major federal projects to 
include Environmental Impact Statements that would reveal likely 
effects on air, water, fl ora, and fauna. Agencies ranging from the 
Food and Drug Administration to the Consumer Product Safety 
Commission now make daily activities less dangerous by revealing 
the risks of things we purchase.38

But there was always pushback. By the late 1960s, businesses  were 
successfully challenging scrutiny from what they branded the 
“nanny state.” When the Environmental Protection Agency wanted 
to release data on the composition of some pesticides, for example, 
Monsanto fought back. It won a Supreme Court ruling that pre-
vented the disclosure on the grounds that the formulations  were a 
“trade secret” (a form of intellectual property we’ll explore in more 
detail later). Such rulings chilled many disclosure initiatives, in-
cluding investigations of Philip Morris’s cigarettes and frackers’ 
chemicals.39

Confi dence in government waned during the stagfl ation of the 
1970s, and business lobbyists seized the opportunity to argue that 
journalists could do a better job at exposing and punishing corpo-
rate wrongdoing than bureaucrats. With zealous investigators fer-
reting out bad behavior, why bother to require reports? Establish-
ment fi gures pooh- poohed complaints that banks  were becoming 
too big, complex, and rapacious. “Sophisticated investors” could un-
derstand the risks, they insisted, and banks themselves would avoid 
duplicity to preserve their reputations.40

Companies tried to maintain an advantage over their competitors 
by classifying innovative work as “proprietary” or “confi dential.” As 
computerized exchanges made it possible to gain or lose fortunes 
within seconds, information advantage became critical throughout 
the economy. Some economists began to question the wisdom of reg-
ulating, or even monitoring, the fast- moving corporate world. Some 
failed to disclose that they  were being paid for “consulting” by the 
same secretive corporations their writings supported. Business 



 I N T R O D U C T I O N — T H E  N E E D  T O  K N O W  13

schools taught MBAs the basics of game theory, which stressed the 
importance of gaining an information advantage over rivals.41

Over the last de cade, fortunes made via stealth techniques made 
secrecy even sexier. Google  rose to the top of the tech pack while 
zealously guarding its “secret sauce”— the complex algorithms it 
used to rank sites. Investment banks and hedge funds made billions 
of dollars by courting sellers who didn’t understand the value of 
what they  were holding and buyers who didn’t understand the prob-
lems with what they  were purchasing.42

While neoliberals  were vitiating the regulatory state’s ability to 
expose (or even understand) rapidly changing business practices, 
neoconservatives began to advance a wall of secrecy for the deep 
state.43 In the Nixon administration, Dick Cheney and Donald Rums-
feld  were already chafi ng at the idea that Congress could force the 
executive branch to explain its foreign engagements and strategies. 
When they renewed their executive ser vice in the George W. Bush 
administration, they expanded the executive branch’s freedom to 
maneuver (and its power to avoid oversight).44 After 9/11, they pressed 
even harder for government secrecy, claiming that the only way to 
win the “war on terror” was for the state to act as clandestinely as its 
shadowy enemies.45

The Obama administration embraced the expansion of executive 
secrecy, with far- reaching (and occasionally surreal) results. By 2010, 
leading intelligence agency experts could not even estimate the over-
all costs of the U.S. antiterrorism effort; nor could they map the 
extent of the surveillance apparatus they had built.46 And their 
fumbling responses to questions  were positively enlightening in 
comparison with the silence of defense offi cials funded by the “black 
bud get,” whose appropriations only a sliver of Congress and respon-
sible offi cials are privy to understand.47 Big government now stands 
together with security contractors to manage strategic surprise.

Thus the openness mantra of Progressive Era reformers has been 
neatly reversed in favor of a Faustian (and credulous) bargain: just 
keep us safe and we won’t ask about the details. “Nanny state” takes 
on a very different connotation in this context.

Things  weren’t supposed to turn out this way. Little more than a 
de cade ago, the Internet was promising a new era of transparency, 
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in which open access to information would result in extraordinary 
liberty. Law professor Glenn Reynolds predicted that “an army 
of Davids” would overthrow smug, self- satisfi ed elites. Space physi-
cist David Brin believed that new technology would fi nally answer 
the old Roman challenge, “Who will guard the guardians?” But the 
powerful actors of business, fi nance, and search did not meekly sub-
mit to the fi shbowl vision of mutual surveillance that Brin prophe-
sied in The Transparent Society. Instead, they deployed strategies of 
obfuscation and secrecy to consolidate power and wealth.48 Their 
opaque technologies are spreading, unmonitored and unregulated.

The Shape of the Book

In this book, I will explore the business practices of leading Internet 
and fi nance companies, focusing on their use of proprietary reputa-
tion, search, and fi nance technologies in our often chaotic informa-
tion environment. In some cases, they enable great gains in effi -
ciency. In others, however, they undermine both economic growth 
and individual rights.

The success of individuals, businesses, and their products de-
pends heavily on the synthesis of data and perceptions into reputa-

tion. In ever more settings, reputation is determined by secret algo-
rithms pro cessing inaccessible data. Few of us appreciate the extent 
of ambient surveillance, and fewer still have access either to its 
results— the all- important profi les that control so many aspects of 
our lives— or to the “facts” on which they are based. Chapter 2 il-
lustrates how broadly the new technologies of reputation have infi l-
trated society.49

The more we rely on search engines and social networks to fi nd 
what we want and need, the more infl uence they wield. The power 
to include, exclude, and rank is the power to ensure that certain pub-
lic impressions become permanent, while others remain fl eeting.50 
How does Amazon decide which books to prioritize in searches? 
How does it ferret out fake or purchased reviews? Why do Face-
book and Twitter highlight some po liti cal stories or sources at the 
expense of others?51 Although internet giants say their algorithms 
are scientifi c and neutral tools, it is very diffi cult to verify those 
claims.52 And while they have become critical economic infrastruc-
ture, trade secrecy law permits managers to hide their methodolo-
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gies, and business practices, defl ecting scrutiny.53 Chapter 3 exam-
ines some personal implications of opaque search technology, along 
with larger issues that it raises in business and law.

Like the reputation and search sectors, the fi nance industry has 
characterized more and more decisions as computable, programmable 
procedures. Big data enables complex pattern recognition techniques 
to analyze massive data sets. Algorithmic methods of reducing judg-
ment to a series of steps  were supposed to rationalize fi nance, replac-
ing self- serving or biased intermediaries with sound decision frame-
works. And they did reduce some ineffi ciencies. But they also ended 
up fi rmly building in some dubious old patterns of credit castes and 
corporate unaccountability.54 The black boxes of fi nance replaced 
familiar old problems with a triple whammy of technical complex-
ity, real secrecy, and trade secret laws. They contributed to the fi nan-
cial crisis of 2008, according to the Financial Times’s John Gapper, 
because “the opacity and complexity . . .  let deception, overpricing 
and ultimately fraud fl ourish.”55 Perhaps worse, by naturalizing these 
(avoidable) features of our social landscape, unregulated fi nancial 
secrecy is starting to give them a patina of inevitability. Chapter 4 
examines the role of opaque models and practices in fi nancial markets, 
along with the challenges they present to citizens, to society, and to 
the law.

In his book Turing’s Cathedral, George Dyson quipped that “Face-
book defi nes who we are, Amazon defi nes what we want, and Google 
defi nes what we think.”56 We can extend that epigram to include fi -
nance, which defi nes what we have (materially, at least), and reputa-

tion, which increasingly defi nes our opportunities. Leaders in each 
sector aspire to make these decisions without regulation, appeal, or 
explanation. If they succeed, our fundamental freedoms and oppor-
tunities will be outsourced to systems with few discernible values 
beyond the enrichment of top managers and shareholders.

This book charts two paths of re sis tance. Chapter 5 recommends 
several legal strategies for checking the worst abuses by black box 
fi rms. Chapter 6 makes the case for a new politics and economics of 
reputation, search, and fi nance, based on the ideal of an intelligible 
society. It would be foolish to hope for immediate traction in today’s 
gridlocked po liti cal environment. But agencies would need to make 
“all the right moves” within existing legal frameworks to cabin black 
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box practices. Moreover, those concerned about the power of Sili-
con Valley and Wall Street need to do more than complain about the 
limited availability of crucial information. We can imagine a future 
in which the power of algorithmic authority is limited to environ-
ments where it can promote fairness, freedom, and rationality.

We do not have to live in a world where hidden scores determine 
people’s fates, or human manipulations of the stock market remain 
as inscrutable as the “invisible hand.” We should not have to worry 
that the fates of individuals, businesses, and even our fi nancial sys-
tems are at the mercy of hidden databases, dubious scores, and shad-
owy bets. The same technological and legal revolutions that have so 
far eviscerated personal privacy can be used to protect it and to ad-
vance, rather than curtail, our freedoms and our understanding of 
the social world. Directed at the right targets, data mining and per-
vasive surveillance might even prevent the kinds of fi nancial crises 
and massive misallocations of resources that have devastated the 
U.S. economy over the past de cade.

We need to promote public values in Internet and fi nance compa-
nies, drawing on best practices in other, more regulated sectors. In 
health care, for example, regulators are deploying technologically 
savvy contractors to detect and deter fraud, abuse, and unnecessary 
treatments.57 Similar techniques can and should be applied to keep 
banks, search engines, and social networks honest.

More transparency would help outside analysts check “irrational 
exuberance” in markets and uncover corporate misconduct that is 
now too easily hidden. It might expose unfair competitive or dis-
criminatory practices. But as I propose regulatory mea sures, I will 
repeatedly make the point that transparency is not enough, particu-
larly in the fi nance sector. When companies parry with complexity 
too great to monitor or understand, disclosure becomes an empty 
gesture. We need to put an end to the recursive games of “disclo-
sure” and “tricks to defeat disclosure” that have plagued regulators. 
Transactions that are too complex to explain to outsiders may well 
be too complex to be allowed to exist.58

The Self- Preventing Prophecy

We need to face the darker possibilities betokened by current trends. 
There is a venerable fi ction genre known as the “self- preventing 
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prophecy.”59 An author imagines a dystopia, plausibly extrapolating 
to the future some of the worst trends of the present. If enough 
readers are shaken from their complacency, they start to make the 
changes that can prevent the prophecy.60 The author then avoids 
the fate of Cassandra, the prophetess of Greek myth whose warn-
ings  were fated to be disregarded. George Orwell’s 1984 and Aldous 
Huxley’s Brave New World could both be understood in this way, 
helping to mobilize re sis tance to the totalitarian futures they 
described.61

Films have also aimed for self- preventing prophecy. In Terry Gil-
liam’s Brazil, things start to go downhill for protagonist Sam Lowry 
after a fl y accidentally jams a printer at an antiterror agency. As he 
tries to fi x the error, a sclerotic bureaucracy closes in around him, 
wrongly associating him with violent extremists. Gilliam depicted a 
state run amok, unaccountable and opaque. Its workings are as mind-
less and catatonic as the citizens whom it tortures into submission.62

We like to believe that we have escaped Gilliam’s 1985 dystopia, 
just as the plausibility of 1984 was eroded by the Eastern Bloc revo-
lutions of 1989. Most major decisions about our lives are made in 
the private sector, not by a state bureaucracy. State- of- the- art com-
puters are a far cry from the dusty fi les of the Stasi or the Rube 
Goldberg contraptions of Gilliam’s imagining.63 The vibrant lead-
ers of Wall Street and Silicon Valley are far more polished than the 
bumbling and brutal beadles of Brazil. Cornucopians urge citizens 
to simply get out of their way, and to rest assured that technology 
will solve problems ranging from traffi c jams to freakish weather.

But complacency is unwarranted. Many of these companies make 
decisions affecting millions of people every day, and small mistakes 
can cascade into life- changing reclassifi cations. We cannot access 
critical features of their decision- making pro cesses. The corporate 
strategists and governmental authorities of the future will deploy 
their massive resources to keep their one- way mirrors in place; the 
advantages conferred upon them by Big Data technologies are too 
great to give up without a fi ght. But black boxes are a signal that 
information imbalances have gone too far. We have come to rely on 
the titans of reputation, search, and fi nance to help us make sense of 
the world; it is time for policymakers to help us make sense of the 
sensemakers.
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In their workplaces and in their homes, Americans are increas-
ingly infl uenced— some might say bullied— by managers who keep 
their methods under wraps. Corporations depend on automated 
judgments that may be wrong, biased, or destructive. The black boxes 
of reputation, search, and fi nance endanger all of us. Faulty data, 
invalid assumptions, and defective models  can’t be corrected when 
they are hidden. This book exposes them, and proposes solutions.



2
DIGITAL REPUTATION IN AN 

ERA OF RUNAWAY DATA

TELL US EV ERY THING, Big Data croons. Don’t be shy. The more 
you tell us, the more we can help you. It’s like the Elf on the Shelf, 
whom Santa deputizes to do his holiday watching. It sits and reports— 
naughty or nice? It can move around, the better to see, but only 
when the kids aren’t looking. If they touch the elf, its magic is lost. 
But for the obedient, Christmas presents await!

While most kids don’t believe in the elf past the age of reason, 
policymakers are still buying into Big Data’s myths. Too many con-
sumers do, too. Eric Schmidt says that he wants Google users to be 
able to ask it, “ ‘What shall I do tomorrow?’ and ‘What job shall I 
take?’,” and users barely raise an eyebrow about the implications of 
giving one company such intimate knowledge about their lives. Given 
optimal personalization and optimal data points, Big Data will plan 
for us an optimal life. And it costs us nothing!

Except that’s the myth. For every discount or shortcut big data 
may offer, it’s probably imposing other, hidden costs or wild goose 
chases. Your data is a source of huge profi t to other people, but often 
at your expense. In the wrong hands, your data will cost you dearly.1

Data- intensive advertising helps generate over $150 billion a year 
in economic activity.2 Boosters claim that it gives us an ever more 
personalized, user- friendly Internet. But advertising companies, 
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and the people who pay them, aren’t in business for their health. 
They’re looking for profi t. When we click on an ad promising a 
discount, there’s probably a program behind the scenes calculating 
how much more it can charge us on the basis of our location,3 or 
whether  we’re using a Mac or PC, or even court rec ords.4 It’s not 
only the National Security Agency (NSA) that covets total infor-
mation awareness; that’s the goal of marketers, too. They want that 
endless array of data points to develop exhaustive profi les. Of us.

Pattern recognition is the name of the game— connecting the 
dots of past behavior to predict the future. Are you a fi erce com-
parison shopper, or the relaxed kind who’s OK spending a few extra 
dollars for a plane ticket or a movie if it saves some trouble? Firms 
want to know, and they can fi nd out quite easily. Every business 
wants a data advantage that will let it target its ideal customers.

Sometimes the results are prosaic and predictable: your favorite 
retailer may pop up as an ad on every other website you visit. But 
that’s the tip of an iceberg of marketing. What lies beneath are myr-
iad unsavory strategies. One data broker sold the names of 500,000 
gamblers over 55 years old for 8.5 cents apiece to criminals, who 
then bilked money from vulnerable seekers of “luck.” Others offered 
lists of patients with cancer or Alzheimer’s disease.5 Firms can “re-
fi ne” such lists, seeking out the gullible and the desperate. They 
aren’t just the bottom feeders on the margins of the economy, either. 
Google is a “go- to” fi rm for digital marketing because it knows us 
so well— naughty or nice, wise or foolish, good credit or bad.6 And 
a surprising proportion of digital marketing is about fi nding marks 
for dubious loans, pharmaceutical products, and fl y- by- night for- 
profi t educators.7

Businesses are looking for the cheapest, most cost- effective work-
ers, too. They scrutinize our work rec ords the way they scour our 
online data trails. This data analysis is usually framed as a way of 
rewarding high performers and shaming shirkers. But it’s not so 
simple. Most of us don’t know that  we’re being profi led, or, if we do, 
how the profi ling works. We  can’t anticipate, for instance, when an 
apparently innocuous action— like joining the wrong group on 
Facebook— will trigger a red fl ag on some background checker that 
renders us effectively unemployable.
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We also don’t know much about how data from one sphere feeds 
into another: as the Federal Trade Commission has concluded, there 
is “a fundamental lack of transparency about data broker industry 
practices.”8 We do know that it does. Law enforcement, for example, 
can enlist the help of our bosses— and of Big Data— to keep an eye on 
us. The Fourth Amendment puts some (minimal) constraints on gov-
ernment searches of our rec ords, but does not apply to employers. One 
woman, using a computer that belonged to her employer, searched for 
“pressure cookers” in the same time frame that her husband searched 
for “backpacks.” Though she’d left the company, her employer was 
still reporting “suspicious activities” on its machines to local police. 
Six agents, two of whom identifi ed themselves as members of the gov-
ernment’s regional Joint Terrorism Task Force, came to visit her.9

As complaints, investigations, and leaks give us occasional peeks 
into the black boxes of reputation analysis, a picture of decontextu-
alized, out- of- control data mining emerges. Data brokers can use 
private and public records— of marriage, divorce, home purchases, 
voting, or thousands of others— to draw inferences about any of 
us. Laws prevent government itself from collecting certain types 
of information, but data brokers are not so constrained. And little 
stops the government from buying that information once it’s been 
collected. Thus commercial and government “dataveillance” re-
sults in synergistic swapping of intimate details about individual 
lives.10

America’s patchwork of weak privacy laws are no match for the 
threats posed by this runaway data, which is used secretly to rank, 
rate, and evaluate persons, often to their detriment and often un-
fairly. Without a society- wide commitment to fair data practices, 
digital discrimination will only intensify.

On (and beyond) Data

Even with that commitment, we  can’t forget that access to data is 
just the fi rst and smallest step toward fairness in a world of perva-
sive digital scoring, where many of our daily activities are pro cessed 
as “signals” for rewards or penalties, benefi ts or burdens. Critical 
decisions are made not on the basis of the data per se, but on the 
basis of data analyzed algorithmically: that is, in calculations coded in 
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computer software. Failing clear understanding of the algorithms 
involved— and the right to challenge unfair ones— disclosure of 
underlying data will do little to secure reputational justice.  Here a 
familiar concept from personal fi nance— the credit score— can help 
illuminate the promise and pitfalls of a “scored” world.

From Credit History to Score: The Original Black Box. Credit bureaus 
pioneered black box techniques, making critical judgments about 
people, but hiding their methods of data collection and analysis. In 
the 1960s, innuendo percolated into reports fi led by untrained “in-
vestigators.” They included attributes like messiness, poorly kept 
yards, and “effeminate gestures.”11 The surveillance could be creepy 
and unfair— virtually everyone has some habit that could be seized 
on as evidence of unreliability or worse. Combine the lax standards 
for reporting with a toxic mix of prejudices common at the time, 
and the fl aws of this system are obvious.

News reports on credit bureaus  were alarming enough that in 
1970, Congress passed the Fair Credit Reporting Act (FCRA), which 
required that the bureaus make their dossiers both accurate and rel-
evant.12 Credit bureaus’ fi les  were opened to scrutiny, and consum-
ers  were given the right to inspect their rec ords and demand cor-
rections.13 This dose of sunlight was a decent disinfectant as far as 
relevance was concerned; questionable characterizations of sexual 
orientation and  house keeping faded out of bureau reports as people 
gained access to their profi les.

However, the right to dispute credit bureau rec ords did not, and 
does not, guarantee accuracy. In a report for 60 Minutes, journalist 
Steve Kroft described a conversation with a “dispute agent” at one of 
the large credit bureaus. His in for mant bluntly admitted the prevail-
ing attitude that “the creditor was always right.”14 Agents said their 
bureau asked them to review ninety cases a day, which averages out to 
less than six minutes per case. And even when they had the opportu-
nity to get to the bottom of things, they had little power to resolve 
the matter in favor of the consumer. Little wonder, then, that Kroft’s 
report exposed an avalanche of complaints against the industry.

Though bureaus complained 60 Minutes was unfair, their track 
record is not exactly sterling. Reports show that credit bureaus have 
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strived mightily to defl ect minimal demands for accountability.15 
For example, after federal law required them to release to consum-
ers an annual free copy of their credit histories via the site Annual-
CreditReport .com, bureaus set up “FreeCreditReport.com” to lull 
the unsuspecting into buying expensive credit monitoring ser vices.16 
Decoy websites proliferated.17 To minimize the visibility of the real 
site,  www .annualcreditreport .com, the bureaus “blocked web links 
from reputable consumer sites such as Privacy Rights Clearing-
house, and Consumers  Union, and from mainstream news web 
sites.”18 Enforcers at the Federal Trade Commission had to inter-
vene in 2005, but the penalties imposed (a tiny fraction of the reve-
nues generated by the deceptive practice) could not possibly have a 
serious deterrent effect.19

The story gets even more depressing when we consider that, by 
the time the United States got relatively serious about making credit 
reporting transparent, credit scores  were more important— and still 
largely black- boxed. Banks and credit card issuers use the scores to 
predict the likelihood of borrowers to default on their debts.20 A 
bad score can mean signifi cantly higher interest rates. But critics 
have called the scores opaque, arbitrary, and discriminatory, and 
there is little evidence scorers are doing much to respond to these 
concerns.21

That’s an uncomfortable reality in a world where credit scores 
have escaped from their native fi nancial context and established 
themselves as arbiters of general reliability in other areas, like car 
insurance.22 An unemployed person with a poor credit history, not 
necessarily through his own fault, is likely to fi nd it harder to fi nd 
the work needed to earn the money to pay off his debts.23 If he fails 
to, his credit history will further deteriorate, his interest rates will 
go up, and a vicious cycle ensues. The credit score is too powerful 
a determiner of success and failure to be allowed to do its work in 
secrecy.24

In 2010, in the aftermath of the subprime mortgage meltdown, 
many homeowners wanted to know who actually owned their mort-
gages,25 and a website called “Where’s the Note” offered informa-
tion on how to force ser vicers to prove that they had legal rights to 
mortgage payments.26 Given the unpre ce dented level of foreclosure 
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fraud, sloppy paperwork, and “robo- signed” affi davits revealed dur-
ing the crisis, one might think that a sensible credit scoring system 
would reward those who took the trouble to verify the status of 
their fi nancing.27 But participants in online forums worry that the 
opposite is the case.28 A homeowner who followed the instructions 
on “Where’s the Note” reported that he took a 40- point hit on his 
credit score after his inquiry.29 In the Heisenberg- meets- Kafka 
world of credit scoring, merely trying to fi gure out possible effects 
on one’s score can reduce it.

Scoring is just comprehensible enough to look like a fair game. 
But it’s opaque enough that only insiders really know the rules. 
FICO and the credit bureaus promote their systems as models of 
fairness, but justify them with generalities.30 They peddle bromides: 
pay your debts on time; don’t push against the upper bounds of your 
credit limit, but don’t eschew credit entirely; build up a record so 
your credit history can be scored.31 There are dozens of self- help 
books and pamphlets on the topic.32 Internet groups like “FICO 
Forums” discuss the practices of the credit card companies and try 
to reverse engineer their scoring decisions.33 But even the most faith-
ful student of these mysteries is never really going to be able to 
predict the exact consequences of his actions.

Three credit bureaus, Experian, TransUnion, and Equifax, rou-
tinely score millions of individuals.34 But not always the same way. 
In one study of 500,000 fi les, “29% of consumers [had] credit scores 
that differ by at least fi fty points between credit bureaus.”35 Fifty 
points can mean tens of thousands of dollars in extra payments over 
the life of a mortgage; unless the aims of the different bureaus di-
verge in undisclosed ways, so much variation suggests that the assess-
ment pro cess is more than a little arbitrary. The experience of the 
“Where’s the Note” man is an egregious example of its unpredict-
ability, but there are easier ways for responsible people to get into 
trouble when the rules aren’t stated. A consumer might reduce his 
limit on a credit card with the intent of limiting his exposure to fraud 
or even his own spending. If he  doesn’t know that the bureaus tend 
to favor those who use a smaller proportion of their existing credit,36 
he may be surprised to see the resulting increase of the card’s “debt- 
to- limit ratio” ding his score instead of rewarding his prudence.37
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So while the public face of credit evaluation is a three- digit num-
ber, a marvel of concrete and compact clarity, beneath that appeal-
ing surface is a pro cess that cannot be fully understood, challenged, 
or audited either by the individuals scored or by the regulators 
charged with protecting them. One expert observes that the inevi-
table subjectivity of these black box assessments is rendered “hidden 
and incontestable by the apparent simplicity of [that] single fi gure.”38 
The number may feel as objective and real as the score on a math 
test. But a critical mass of complaints over the past twenty years has 
eroded credit assessors’ claims to objectivity and reliability.39

The Scored Society. Many grievances arise out of the growing infl u-
ence of secret credit scoring algorithms as an all- purpose reputational 
metric.40 But at least the data and rough outlines of credit scoring 
procedures are regulated and disclosed. Another world of consumer 
profi ling— ranging from ad networks to consumer scores— is barely 
touched by law. They revive some of the worst aspects of unregu-
lated credit reporting, but well out of the public eye.

The credit bureaus aren’t intuiting our sexual orientations any-
more, or rating us by our  house keeping. Still, there’s money to be 
made from knowing if someone is gay, or how well they keep their 
property up, or if they have property at all. Marketers crave that 
information, and the vacuum left by the bureaus has been fi lled by a 
behind- the- scenes cohort of unregulated data gatherers, brokers, 
sensor networks, and analysts who collect and scrutinize every bit 
of spoor, digital and otherwise, that we leave behind.

As far back as 2002, a digital video recorder (DVR) took it upon 
itself to save a number of gay- themed shows for its own er after he 
recorded a fi lm with a bisexual character in it.41 The own er per-
suaded it (that is, he sent the right signals to the algorithm encoded 
in its software) to revise its “opinion” by recording something from 
the Playboy Channel. Big Data partisans would doubtless argue that 
with more data the machine could have made more accurate predic-
tions before. But the telling point for the rest of us is that the ma-
chine had that data at all— and power to make use of it.

That power has spread to many online contexts. One MIT study 
concluded that gay men “can be identifi ed by their Facebook 
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friends,” 42 and bots can plunder social networks for their wealth of 
clues to sexual orientation. One closeted user who left a positive 
comment on a story on gay marriage found himself targeted by a 
rainbow- underwear- emblazoned ad for a “Coming Out Coach.” 43

The United States is at last entering an era where being gay is less 
of a stigma than it has been; some might even laugh off the rainbow 
underwear as a welcome sign of inclusion. But imagine how the 
information might be used in Rus sia. Moreover, plenty of charac-
terizations are indisputably damaging or sensitive in any context. 
Offi ceMax once accidentally sent a mailing addressed to “Mike Seay, 
Daughter Killed in Car Crash.” Seay’s daughter had indeed died in 
a car accident less than a year before.44 How or why this piece of 
creepiness could have been relevant to Offi ceMax’s marketing strat-
egy is anybody’s guess. The company is not telling. It’s not revealing 
where it got its information from, either. Data brokers can oblige 
customers contractually not to reveal them as sources.45 The shad-
owy masters of industrial data mining eviscerate personal privacy 
from behind a veil of corporate secrecy. We’ll see this dynamic re-
peatedly: corporate secrecy expands as the privacy of human beings 
contracts.

Runaway data isn’t only creepy. It can have real costs. Scoring is 
spreading rapidly from fi nance to more intimate fi elds. Health 
scores already exist, and a “body score” may someday be even more 
important than your credit score.46 Mobile medical apps and social 
networks offer powerful opportunities to fi nd support, form com-
munities, and address health issues. But they also offer unpre ce dented 
surveillance of health data, largely ungoverned by traditional health 
privacy laws (which focus on doctors, hospitals, and insurers).47 
Furthermore, they open the door to frightening and manipulative 
uses of that data by ranking intermediaries— data scorers and 
brokers— and the businesses, employers, and government agencies 
they inform.48

Even regulated health data can pop up in unexpected ways. Con-
sider the plight of Walter and Paula Shelton, a Louisiana couple 
who sought health insurance.49 Humana, a large insurer based in 
Kentucky, refused to insure them based on Paula’s prescription 
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history— occasional use of an antidepressant as a sleep aid and a 
blood pressure medication to relieve swelling in her ankles. The Shel-
tons  couldn’t get insurance from other carriers, either. How  were 
they to know that a few prescriptions could render them pariahs? 
And even if they had known, what should they, or their doctor, have 
done? Indeed, the model for blackballing them might well still have 
been a gleam in an entrepreneur’s eye when Mrs. Shelton obtained 
her medications. But since then, prescription reporting has become 
big business: one ser vice claimed reports of “fi nancial returns of 5:1, 
10:1, even 20:1” for its clients.50

Chad Terhune, the journalist who in 2008 fi rst reported on the 
Sheltons, detailed the many ways that prescription data was being 
used in the individual insurance market. Companies  were gathering 
millions of rec ords from pharmacies.51 They then sold them on to 
insurers eager to gain a competitive advantage by avoiding people 
likely to incur high medical fees. Since 1 percent of patients account 
for over one- fi fth of health care costs, and 5 percent account for 
nearly half of costs, insurers who can “cherry- pick” the healthy and 
“lemon- drop” the sick will see far more profi t than those who take 
all comers.52 Prescription data gave insurers the information they 
needed to tailor policies to exclude preexisting conditions and to 
impose higher charges for some members.

Ironically, this kind of data was originally gathered to help pa-
tients in emergency care settings— to assure access to a record of their 
medications. But when that plan failed, the rec ords  were quietly re-
purposed as a means of discriminating against the sick. If there’s 
one thing Wall Street loves, it’s a quick pivot to a winning business 
strategy.

From Medical Record to Medical Reputation. Given the passage of the 
Affordable Care Act (ACA), those with a long history of prescrip-
tions do not have quite as much to worry about in the health insur-
ance market: insurers cannot discriminate on the basis of pre- existing 
conditions now.53 But other opportunities may be foreclosed. More-
over, the ACA also includes provisions promoting insurance dis-
counts in exchange for participation in “wellness programs.” Verify-
ing that participation (in activities ranging from meditation to 
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running) can only expand the market for bodily surveillance and 
quantifi ed selves.

Medical reputations are being created in pro cesses we can barely 
understand, let alone control.54 And in an era of Big Data, compa-
nies don’t even need to consult physicians’ rec ords to impute to us 
medical conditions and act accordingly. Do a few searches about a 
disease online, fi ll out an (apparently unrelated) form, and you may 
well end up associated with that disease in commercial databases.

An insightful reporter documented that pro cess with a (healthy) 
friend who received a mystifying invite to a meeting of multiple 
sclerosis patients. Apparently the (non)patient had fi lled out a regis-
tration form, and the data was harvested and sold to a marketing 
company.55 She still  doesn’t know exactly what they found on it, or 
whether the form warned her about this type of use (imagine trying 
to recall all the terms of ser vice you’ve clicked through without 
reading). But the marketer sold it to MS LifeLines®, a support net-
work owned by two drug companies. The fi rst time she had any 
inkling of any of this was when she received the promotional mate-
rials for the MS event. How many of the rest of us are mysteriously 
“weblined” into categories we know nothing about?56

Even the partial exposure of such data transfers is unusual. In 
most cases, they stay well hidden. But reporters are beginning to 
open up the black box of consumer profi ling, as Charles Duhigg did 
in his 2012 report on Target, the second- largest U.S. discount re-
tailer and a company that prides itself on knowing when its custom-
ers are pregnant.57 For a retailer of that size, the pattern recognition 
was easy. First, Target’s statisticians compiled a database of “the 
known pregnant”— people who had signed up for baby registries. 
Then they compared the purchases of consumers in that data set to 
the purchases made by Target shoppers as a  whole. (Every Target 
shopper has a “Guest ID” number, tied to credit card, e-mail address, 
and other such identifi ers.) By analyzing where the pregnant shop-
pers diverged the most from the general data set, they identifi ed 
“signals” of pregnancy- related purchases.

In the fi rst twenty weeks, “supplements like calcium, magnesium 
and zinc”  were a tip- off. Later in the pregnancy, “scent- free soap 
and extra- big bags of cotton balls”  were common purchases. By the 
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end of the analysis, the statisticians had incorporated a list of 
twenty- fi ve products into a “pregnancy prediction score” and due- 
date estimator; if a twenty- three- year old woman in Atlanta bought 
“cocoa- butter lotion, a purse large enough to double as a diaper bag, 
zinc and magnesium supplements and a bright blue rug” in March, 
Target estimated an 87 percent chance that she was pregnant and 
due to give birth in late August. Not surprisingly, some customers 
found it creepy to start receiving pregnancy- related ads. Target re-
sponded, not by explaining to customers how it came to its conclu-
sions, but by mixing more non- pregnancy- related ads into the cir-
culars targeting expectant mothers.

We don’t know what other health- related categories Target slices 
and dices its customers into. It stopped talking to Duhigg, and it 
probably considers its other methods (and categories) valuable trade 
secrets. But about two years later, Target suffered a data breach— 
one of the largest in retail history. It affected an estimated 110 mil-
lion people. Hackers stole “mailing and email addresses, phone 
numbers or names, [and] the kind of data routinely collected from 
customers during interactions like shopping online.”58 Lots of cus-
tomers found that creepy— and scary, too, given how much data re-
tailers routinely collect. Imagine what sub rosa data brokers could 
do with comprehensive customer profi les.59

The growing danger of breaches challenges any simple attempts 
to justify data collection in the ser vice of “consumer targeting.” 
Even huge and sophisticated companies can be hacked, and cyber-
criminals’ data traffi cking is, unsurprisingly, an obscure topic.60 In 
at least one case, an established U.S. data broker accidentally sold 
“Social Security and driver’s license numbers— as well as bank ac-
count and credit card data on millions of Americans” to ID thieves.61 
Until data companies are willing to document and report the pre-
cise origins and destinations of all the data they hold, we will never 
be able to estimate the magnitude of data misuse.

Big data enables big dangers. Are the present benefi ts worth the 
long- term costs? Perhaps. Some pregnant moms- to- be may be 
thrilled to get coupons tailored precisely to them. But not the teen 
who hadn’t yet told her father that she was pregnant.62 And probably 
not the people who type words like “sick,” “stressed,” or “crying” 
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into a search engine or an online support forum and fi nd them-
selves in the crosshairs of clever marketers looking to capitalize on 
depression and insecurity.63 Marketers plot to tout beauty products 
at moments of the day that women feel least attractive.64 There’s 
little to stop them from compiling digital dossiers of the vulnerabil-
ities of each of us.65 In the hall of mirrors of online marketing, dis-
crimination can easily masquerade as innovation.

These methods may seem crude or reductive, but they are beloved 
by digital marketers. They are fast and cheap and there is little to 
lose. Once the data is in hand, the permutations are endless, and 
somebody is going to want them. If you’re a childless man who shops 
for clothing online, spends a lot on cable TV, and drives a minivan, 
we know that data brokers are going to assume you’re fatter than the 
average person.66 And we now know that recruiters for obesity drug 
trials will happily pay for that analysis, thanks to innovative report-
ing.67 But in most cases, we don’t know what the brokers are saying 
about us. And since a data breach could spill it open to the world at 
large, it would be nice if we did.

Runaway Profi les

Where does all this data come from? Everywhere. Have you ever 
searched for “fl u symptoms” or “condoms”? That clickstream may be 
around somewhere, potentially tied to your name (if you  were signed 
in) or the IP address of your computer or perhaps some unique iden-
tifi er of its hardware.68 It’s a cinch for companies to compile lists 
of chronic dieters, or people with hay fever. “Based on your credit- 
card history, and whether you drive an American automobile and 
several other lifestyle factors, we can get a very, very close bead on 
whether or not you have the disease state  we’re looking at,” said a vice 
president at a company in the health sector.69

Other companies sell the mailing addresses and medication lists 
of depressed people and cancer patients. A fi rm reportedly com-
bines credit scores and a person’s specifi c ailments into one report.70 
The Federal Trade Commission is trying to nail down a solid pic-
ture of these practices, but exchange of health data is an elusive target 
when millions of digital fi les can be encrypted and transmitted at 
the touch of a button.71 We may eventually fi nd rec ords of data sales, 
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but what if it is traded in handshake deals among brokers? A stray 
fl ash drive could hold millions of rec ords. It’s hard enough for the 
agency to monitor America’s brick- and- mortar businesses; the pro-
liferation of data fi rms has completely overtaxed it.72 Consider a 
small sample of the sources that can collect information about a 
person, in the table below.

Table 2.1 separates information- collecting sources into specifi c 
sectors, denoting only their primary activities, not all the inferences 
they make by way of the data they compile. For example, we already 
know that at least one credit card company pays attention to certain 
mental health events, like going to marriage counseling.73 When 
statistics imply that couples in counseling are more likely to divorce 
than couples who aren’t, counseling becomes a “signal” that marital 
discord may be about to spill over into fi nancial distress.74 This is 
effectively a “marriage counseling penalty” and poses a dilemma for 
policy makers. Left unrevealed, it leaves cardholders in the dark 
about an important aspect of creditworthiness. Once disclosed, it 
could discourage a couple from seeking the counseling they need to 
save their relationship.

Table 2.1.    A Glimpse of the Data Tracking Landscape

Health Finance Retail

First Party 
(self- tracking)

Weight loss or 
exercise app on 
phone

Home fi nance software Self- monitoring of 
purchases

Second Party 
(direct interaction)

Amazon logs 
purchase of diet 
books

Purchase of Turbotax® 
online

Target or Amazon 
logs purchases in 
company database

Third Party 
(intermediary 
logging data)

ISP or search 
engine logs 
queries about 
diabetes, cancer, 
other diseases

Credit card company 
analyzes transactions 
between fi rst party 
(you) and sellers 
(second party)

Cookies from ad 
networks or social 
networks may be 
logging rec ords of 
items reviewed

Fourth Party 
(broker buying 
data from any of 
the above)

Data brokers increasingly try to integrate all of the aforementioned sources 
into profi les. They help create a competitive landscape where leading 
second- and third- party fi rms also feel the need to integrate data.
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There  doesn’t have to be any established causal relationship be-
tween counseling and late payments; correlation is enough to drive 
action. That can be creepy in the case of objectively verifi able con-
ditions, like pregnancy. And it can be devastating for those catego-
rized as “lazy,” “unreliable,” “struggling,” or worse. Runaway data 
can lead to cascading disadvantages as digital alchemy creates new 
analog realities. Once one piece of software has inferred that a per-
son is a bad credit risk, a shirking worker, or a marginal consumer, 
that attribute may appear with decision- making clout in other sys-
tems all over the economy. There is little in current law to prevent 
companies from selling their profi les of you.75

Bad inferences are a larger problem than bad data because compa-
nies can represent them as “opinion” rather than fact. A lie can be liti-
gated, but an opinion is much harder to prove false; therefore, under 
the First Amendment to the U.S. Constitution, it is much harder to 
dispute.76 For example, a fi rm may identify a data subject not as an 
“allergy sufferer,” but as a person with an “online search propensity” 
for a certain “ailment or prescription.”77 Similar classifi cations exist 
for “diabetic- concerned  house holds.” It may be easy for me to prove 
that I don’t suffer from diabetes, but how do I prove that I’m not 
“diabetic- concerned”? And if data buyers are going to lump me in 
with diabetics anyway, what good does it do me even to bother chal-
lenging the record?

Profi ling may begin with the original collectors of the informa-
tion, but it can be elaborated by numerous data brokers, including 
credit bureaus, analytics fi rms, cata log co- ops, direct marketers, list 
brokers, affi liates, and others.78 Brokers combine, swap, and recom-
bine the data they acquire into new profi les, which they can then 
sell back to the original collectors or to other fi rms. It’s a compli-
cated picture, and even experts have a tough time keeping on top of 
exactly how data fl ows in the new economy.

A Thousand Eyes. Most of us have enough trouble keeping tabs on 
our credit history at the three major credit bureaus. But the Inter-
net has supercharged the world of data exchange and profi ling, 
and Experian, TransUnion, and Equifax are no longer the sole, or 
even the main, keepers of our online reputations. What will hap-
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pen when  we’ve got dozens, or hundreds, of entities to keep our 
eyes on?

 We’re fi nding out. They’re already  here, maintaining databases 
that, though mostly unknown to us, record nearly every aspect of 
our lives. They score us to decide whether  we’re targets or “waste,” 
as media scholar Joseph Turow puts it.79 They keep track of our oc-
cupations and preoccupations, our salaries, our home value, even 
our past purchases of luxury goods.80 (Who knew that one splurge 
on a pair of really nice headphones could lead to higher prices on 
sneakers in a later online search?) There are now hundreds of credit 
scores for sale, and thousands of “consumer scores,” on subjects rang-
ing from frailty to reliability to likelihood to commit fraud. And 
there are far more sources of data for all these scores than there are 
scores themselves.81

ChexSystems and TeleCheck track bounced checks; Alliant Co-
operative Data Solutions documents missed monthly payments for 
gym memberships; payday lenders report “deadbeats” to Teletrack. 
Datalogix has lists of dieters. The National Consumer Telecom and 
Utilities Exchange uses data from several large companies to set rec-
ommended deposits for cable and utility subscribers but would not 
reveal to a reporter the names of those data- gathering companies. 
Reporting agencies monitor our utility bills, our rent payments, 
and our medical debts. Any one of them could change our lives on 
the basis of a falsehood or a mistake that we don’t even know about.

For example, one data broker (ChoicePoint) incorrectly reported 
a criminal charge of “intent to sell and manufacture methamphet-
amines” in Arkansas resident Catherine Taylor’s fi le. The free- 
fl oating lie ensured rapid rejection of her job applications. She 
 couldn’t obtain credit to buy a dishwasher. Once notifi ed of the er-
ror, ChoicePoint corrected it, but the other companies to whom 
ChoicePoint had sold Taylor’s fi le did not necessarily follow suit. 
Some corrected their reports in a timely manner, but Taylor had to 
repeatedly nag many others, and ended up suing one.82

Taylor found the effort to correct all the meth conviction entries 
overwhelming. “I  can’t be the watchdog all the time,” she told a Wash-

ington Post reporter. It took her four years to fi nd a job even after the 
error was uncovered, and she was still rejected for an apartment. She 
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ended up living in her sister’s  house, and she claims that the stress 
of the situation exacerbated her heart problems.

For every Catherine Taylor, who was actually aware of the data 
defaming her, there are surely thousands of us who don’t know 
that there are scarlet letters emblazoned on our digital dossiers. It 
 doesn’t even occur to us that there might be anything to investi-
gate. But even when the lies lead not to outright denials, but only 
to slightly worse credit rates or job opportunities, we suffer from 
them nonetheless.83

Big Data at Work

Big Data dominates big workplaces, too, from the moment we make 
our fi rst approach to an employer to the day we leave. Companies 
faced with tens of thousands of job applications don’t want to deal 
with each one individually. It’s easier and faster to let software pro-
grams crunch a few hundred variables fi rst. There are online evalu-
ation systems that score interviewees with color- coded ratings; red 
signals a candidate as poor, yellow as middling, and green as likely 
hires.84 Some look at an applicant’s life online,85 ranking candidates 
on the creativity, leadership, and temperament evidenced on social 
networks and search results.86 As with credit scoring, the new world 
of social scoring creates demand for coaching. (Better think twice 
about using three exclamation marks on a Facebook comment. But 
be sure to have some Facebook activity, lest you look like a hermit.)87 
Tools of assessment range from the obvious and transparent to the 
subtle and hidden. One company completed investigations for 4,000- 
plus employers, with almost no oversight from its clients or chal-
lenge from its subjects.88

Once  we’re in, fi rms like Recorded Future, partly funded by arms 
of Google and the CIA, offer more sophisticated techniques of data 
analysis to protect bosses from hirer’s remorse.89 “They’re Watch-
ing You at Work,” intoned The Atlantic in a compilation of examples 
of pervasive monitoring. (One casino tracks how often its card deal-
ers and waitstaff smile.) Analysts mine our e-mails for “insights 
about our productivity, our treatment of co- workers, our willing-
ness to collaborate or lend a hand, our patterns of written language, 
and what those patterns reveal about our intelligence, social skills, 
and behavior.”90
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What ever prerogatives we may have had when we walked in the 
door, we sign many of them away just fi lling out the now- standard 
HR forms.91 Workers routinely surrender the right to object to, or 
even know about, surveillance.92 “Consent is the universal solvent,” 
one employment lawyer told me matter- of- factly. Technology makes 
it easy for fi rms to record workers’ keystrokes and telephone con-
versations, and even to translate speech into text and so, predictive 
analysts claim, distinguish workers from shirkers. Call centers are 
the ultimate embodiment of the panoptic workspace. There, workers 
are monitored all the time. Similar software analyzes callers simulta-
neously, matching them to agents via emotion- parsing algorithms. 
Sound furious as you talk your way through a phone tree, and you 
may be routed to someone with anger management training. Or not; 
some companies work extra hard to soothe, but others just dump 
problem customers. There’s a fi ne line between the wooed and the 
waste.

“Data- driven” management promises a hypereffi cient workplace. 
The most watched jobs are also the easiest to automate: a compre-
hensive documentation of everything a worker has done is the key 
data enabling a robot to take her place.93 But good luck fi nding out 
exactly how management protocols work. If they  were revealed, the 
bosses claim, employees would game the system. If workers knew 
that thirty- three- word e-mails littered with emoticons scored high-
est, they might write that way all the time. Thus a new source of 
tension arises: workers want and need to learn the rules of success at 
a new workplace, but management worries that if the rules are known, 
they’ll lose their predictive value.

The Fair, the Foul, and the Creepy. Automated systems claim to rate 
all individuals the same way, thus averting discrimination. They may 
ensure some bosses no longer base hiring and fi ring decisions on 
hunches, impressions, or prejudices.94 But software engineers con-
struct the datasets mined by scoring systems; they defi ne the pa ram-
e ters of data- mining analyses; they create the clusters, links, and 
decision trees applied; they generate the predictive models applied. 
Human biases and values are embedded into each and every step 
of development. Computerization may simply drive discrimination 
upstream.
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Moreover, even in spheres where algorithms solve some prob-
lems, they are creating others. Wharton Business School professor 
Peter Cappelli believes fi rms are relying “too much on software to 
screen thousands of applications, which dooms promising candidates 
whose resumes lack the precise words that alert such programs.”95 
Bewitched by matching and sorting programs, a company may treat 
ever more hires as “purple squirrels”— an HR term of art denoting 
the exact perfect fi t for a given position. For example, consider a 
health lawyer qualifi ed to work on matters involving Zone Pro-
gram Integrity Contractors, but who does not use the specifi c ac-
ronym “ZPIC” on her resume. If automated software is set to search 
only for resumes that contain “ZPIC,” she’s probably not going to 
get an interview. She may never fi nd out that this small omission 
was the main, or only, reason she never got a callback. Cappelli con-
siders automated resume- sorting software an insurmountable bar-
rier for some qualifi ed persons looking for good jobs.96

Then there’s the growing use of personality tests by retailers. In an 
era of per sis tent ly high unemployment, even low- wage cashier and 
stocking jobs are fi ercely competitive.97 Firms use tests to determine 
who is a good fi t for a given job. Writer Barbara Ehrenreich encoun-
tered one of those tests when she applied for a job at Walmart, and 
she was penalized for agreeing “strongly” rather than “totally” with 
this statement: “All rules must be followed to the letter at all times.”98 
 Here are some other statements from recent pre- employment tests. 
There are four possible multiple- choice answers: strongly disagree, 
disagree, agree, and strongly agree.

• You would like a job that is quiet and predictable.

• Other people’s feelings are their own business.

• Realistically, some of your projects will never be fi nished.

• You feel ner vous when there are demands you  can’t meet.

• It bothers you when something unexpected disrupts your day.

• In school, you  were one of the best students.

• In your free time, you go out more than stay home.99

How would you respond to questions like those? What on earth 
do they imply about a would- be clerk, manager, or barista? It’s not 
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readily apparent. Yet despite their indeterminacy, these tests have 
important consequences for job seekers. Applicants with a “green 
score” have a decent shot at full interviews; those in the “red” or 
“yellow” zone are most likely shut out.

One of these black box personality tests was used in 16 percent of 
major retail hiring in 2009, and at least one manager seemed to 
share Ehrenreich’s view that it selected for soulless sycophants. “A 
lot of people who score green just fi gured out how to cheat the sys-
tem, or are just the ‘yes’ people,” she said. “I don’t believe it makes 
them more capable than anyone  else.”

Profi ling’s proponents counter that there’s no need to explain how 
the answers in a par tic u lar questionnaire correspond to per for-
mance, as long as we know that they do.100 They aren’t really trying 
to assess competence or overall job ability. The test is only one part 
of a multistep hiring pro cess, designed to predict how likely a new 
hire is to succeed.101 For example, a company might fi nd that every 
applicant who answered “strongly agree” to all the questions above 
turned out to be a model employee, and those who answered “strongly 
disagree” ended up quitting or being fi red within a month or two. 
The HR department would be sorely tempted to hire future appli-
cants who “strongly agreed,” even without knowing how such pro-
fessed attitudes related to the job at hand.

However useful they may be to employers, black box personality 
tests are unsettling to applicants. Correctness aside, on what grounds 
do employers get to ask, “How ner vous are you when there are de-
mands you  can’t meet?” Why do nerves matter if an employee can 
fl awlessly complete the given job nevertheless? We want and need 
reasons for the ways we are treated, even when they are curt or 
blunt.102 Is the “reasoning” behind questions like this the kind of 
decision making that should decide people’s fates?

Secret statistical methods for picking and assessing employees 
seem to promise a competitive edge. Whether these methods de-
liver or not is unclear, and they feel “creepy” to many workers, who 
fear having a critical aspect of their lives left to mysterious and 
unaccountable computer programs.103 Employers invested in these 
technologies pooh- pooh the “creepiness” objection as a matter of 
taste or a regrettable lack of the toughness the work world requires. 
But the creepy feeling is world disclosive; it is an emotional reaction 
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that alerts us to the possibility of real harm.104 Employers and data 
analysts have become partners in the assembly of ostensible “reali-
ties” that have serious life consequences for the individuals they 
purport to describe. Yet these individuals have no idea how the “re-
alities” are being constructed, what is in them, or what might be 
done with them. Their alarm is warranted.105

The Specter of Racial Bias

Anyone may be labeled in a database as “unreliable,” “high medi-
cal cost,” “declining income,” or some other derogatory term. Rep-
utation systems are creating new (and largely invisible) minorities, 
disfavored due to error or unfairness. Algorithms are not immune 
from the fundamental problem of discrimination, in which nega-
tive and baseless assumptions congeal into prejudice. They are 
programmed by human beings, whose values are embedded into 
their software.106 And they must often use data laced with all- too- 
human prejudice.

There are some partisans of the “reputation society” who acknowl-
edge that all the data mining can get a little creepy sometimes. But, 
they promise, it’s better than the alternative. They fault hiring and 
promotion decisions made the old- fashioned way— based on in- 
person interviews and human review of a resume— as more biased 
than automated judgments.107 University of Chicago law professor 
Lior Strahilevitz thinks that “reputation tracking tools . . .  provide 
detailed information about individuals, thereby reducing the temp-
tation for decision makers to rely on group- based ste reo types.”108 
He endorses the use of criminal background histories in hiring. But 
he does not adequately acknowledge the degree to which such sources 
can be based on biased data— for example, if police focus their ef-
forts on minority communities, more minorities may end up with 
criminal rec ords, regardless of whether minorities generally commit 
more crimes.109 Researchers are revealing that online sources may 
be just as problematic. As the White  House Report on Big Data has 
found, “big data analytics have the potential to eclipse longstanding 
civil rights protections in how personal information is used in hous-
ing, credit, employment, health, education, and the marketplace.”110 
Already disadvantaged groups may be particularly hard hit.111
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For example, consider one computer scientist’s scrutiny of digital 
name searches. In 2012, Latanya Sweeney, former director of the 
Data Privacy Lab at Harvard and now a se nior technologist at the 
Federal Trade Commission, suspected that African Americans  were 
being unfairly targeted by an online ser vice. When Sweeney searched 
her own name on Google, she saw an ad saying, “Latanya Sweeney: 
Arrested?” In contrast, a search for “Tanya Smith” produced an ad 
saying, “Located: Tanya Smith.”112 The discrepancy provoked Swee-
ney to conduct a study of how names affected the ads served. She 
suspected that “ads suggesting arrest tend to appear with names as-
sociated with blacks, and neutral ads or no [such] ads tend to appear 
with names associated with whites, regardless of whether the com-
pany [purchasing the ad] has an arrest record associated with the 
name.” She concluded that “Google searches for typically African- 
American names lead to negative ads posted by [the background 
check site] InstantCheckmate .com, while typically Caucasian names 
draw neutral ads.”113

After Sweeney released her fi ndings, several explanations for her 
results  were proposed. Perhaps someone had deliberately pro-
grammed “arrest” results to appear with names associated with 
blacks? That would be intentional discrimination, and Instant 
Checkmate and Google both vehemently denied it. On the other 
hand, let us suppose that (for what ever reasons) web searchers 
tended to click on Instant Checkmate ads more often when names 
associated with blacks had “arrest” associations, rather than more 
neutral ones. In that case, the programmer behind the ad- matching 
engine could say that all it is doing is optimizing for clicks— it is 
agnostic about people’s reasons for clicking.114 It presents itself as a 
cultural voting machine, merely registering, rather than creating, 
perceptions.115

Given algorithmic secrecy, it’s impossible to know exactly what’s 
going on  here. Perhaps a company had racially infl ected ad target-
ing; perhaps Sweeney’s results arose from other associations in the 
data. But without access to the underlying coding and data, it is nearly 
impossible to adjudicate the dispute.

It would be easier to give tech companies the benefi t of the doubt 
if Silicon Valley’s own diversity record  weren’t so dismal. Google 
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and other tech companies refused to reveal the demographic makeup 
for their own workforces for years, calling it a trade secret. When 
Google fi nally did reveal the numbers, critics  were concerned: only 
2 percent of its 46,000 or so U.S. employees  were African American 
(compared with 12 percent of the U.S. workforce).116 Might the lack 
of repre sen ta tion of minorities inside the company help explain its 
dismissive responses?

A similar controversy, involving Google’s Gmail, is not encour-
aging. That ser vice also aggregates information to target ads to us-
ers. Researcher Nathan Newman created a number of test Gmail 
accounts. He then compared the ad results delivered to different- 
sounding names when he sent e-mails about car shopping to and 
from the test accounts. He found that “all three white names yielded 
car buying sites of various kinds, whether from GMC or Toyota or 
a comparison shopping site. . . .  Conversely, all three of the African- 
American names yielded at least one ad related to bad credit card 
loans and included other ads related to non- new car purchases.”117

A Google spokesperson blamed “fl awed methodology” for New-
man’s “wildly inaccurate conclusion,” and claimed that Google would 
never “select ads based on sensitive information, including ethnic 
inferences from names.”118 The black box nature of reputation algo-
rithms once again defeats any defi nitive resolution of the issue. 
Even if we could audit a company to assure ourselves that intentional 
discrimination is not affecting its methods, algorithmic negligence 
would remain a real concern.119 It does not take an “ethnic infer-
ence” for an algorithm to start tracking “Latanyas” into one set of 
online opportunities and “Tanyas” into another. It could simply 
happen as a mechanical extrapolation of past evaluations of people 
with either of these names or similar ones. Without access to the 
underlying data and code, we will never know what type of tracking 
is occurring, and how the discrimination problems long docu-
mented in “real life” may even now be insinuating themselves into 
cyberspace.120 As FTC chair Edith Ramirez has argued, we must 
“ensure that by using big data algorithms [fi rms] are not accidentally 
classifying people based on categories that society has decided— by 
law or ethics— not to use, such as race, ethnic background, gender, 
and sexual orientation.”121
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Collateral Consequences: The problem of collateral consequences is 
well known in the criminal justice system. Once someone has been 
convicted of a crime (or pleaded guilty), that stigma will often pre-
clude him from many opportunities— a job, housing, public assis-
tance, and so on— long after he has “paid his debt to society.”122 A 
similar dynamic is becoming apparent in fi nance. As they dole out 
opportunities for “prime” and “subprime” credit, automated sys-
tems may be silently resegregating racial groups in ways that would 
be clearly illegal if pursued consciously by an individual.123

“Data- driven” lending practices have hit minority communities 
hard. One attorney at the Neighborhood Economic Development 
Advocacy Project (now the New Economy Project) called subprime 
lending a systematic “equity stripping” targeted at minorities— even 
if they  were longtime homeowners.124 Subtle but per sis tent racism, 
arising out of implicit bias or other factors, may have infl uenced past 
terms of credit, and it’s much harder to keep up on a loan at 15 per-
cent interest than one at 5 percent.125 Late payments will be more 
likely, and then will be fed into present credit scoring models as neu-

tral, objective, nonracial indicia of reliability and creditworthiness.126 
Far from liberating individuals to be judged on their character 
rather than their color, credit scores in scenarios like these launder 
past practices of discrimination into a black- boxed score, immune 
from scrutiny.127

Continuing unease about black box scoring refl ects long- standing 
anxiety about misapplications of natural science methods to the so-
cial realm.128 A civil engineer might use data from a thousand bridges 
to estimate which one might next collapse; now fi nancial engineers 
scrutinize millions of transactions to predict consumer defaults. But 
unlike the engineer, whose studies do nothing to the bridges she ex-
amines, a credit scoring system increases the chance of a consumer 
defaulting once it labels him a risk and prices a loan accordingly. 
Moreover, the “science” of secret scoring does not adopt a key safe-
guard of the scientifi c method: publicly testable generalizations 
and observations.129 As long as the analytics are secret, they will re-
main an opaque and troubling form of social sorting.

Bias can embed itself in other self- reinforcing cycles based on os-
tensibly “objective” data. Police in the past may have watched certain 
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neighborhoods more closely than others. Thus it’s not surprising if 
such neighborhoods account for a disproportionate share of the 
overall number of crimes recorded, even if crime rates are identical 

across neighborhoods, because they happen to be where the police 
 were looking. Once that set of “objective” data justifi es even more 
intense scrutiny of the “high crime” neighborhoods, that will prob-
ably lead to more arrests— perhaps because of a real crime problem, 
but perhaps instead due to arrest quotas or escalating adversarialism 
between law enforcement and community members.130 The reasons 
for data like arrest numbers matter.

In contexts like policing, there is often no such thing as “brute 
data,” objective mea sures of behavior divorced from social context 
or the biases of observers.131 When there is documented disparate 
impact in policing practices, the data gathered by law enforcers 
are scarcely a font of objective assessments of criminality.132 Drug 
or gun possession is as likely among whites as it is among racial mi-
norities, but in New York City, racial minorities comprise the vast 
majority of persons who are “stopped and frisked.”133 Dispropor-
tionately more nonwhites than whites, therefore, will end up with 
criminal rec ords for gun or drug possession. That is one reason that 
ten states and fi fty- one cities prohibit many employers from inquir-
ing into job applicants’ criminal histories.134 But how many other 
suspect “data points” are silently working their way into automated 
decision making?

The Birth of a Surveillance Nation

When the government gets into the reputation game, the stakes get 
very high very fast. It’s not just that private corporations are using 
government rec ords, like arrests, to make decisions. Police and in-
telligence agencies are using their databases, and private rec ords, to 
revolutionize their own role in society.135 The dark axiom of the 
NSA era says that you don’t have to worry if you have nothing to 
hide. But if your po liti cal activities or interests deviate even slightly 
out of the mainstream, you do.136

In 2007, offi cers arrested law student and journalist Ken Krayeske 
while he took pictures of the Connecticut gubernatorial parade. He 
was identifi ed as a potential threat on the basis of blog posts in 
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which he encouraged protests of the governor’s inaugural ball, his 
ser vice as a Green Party candidate’s campaign manager, and one 
arrest for a misdemeanor at an antiwar rally. He spent thirteen 
hours in jail before prosecutors dropped the charges.137

In Mary land, fi fty- three antiwar activists, including two nuns 
and a Demo cratic candidate for local offi ce,  were placed on terrorist 
watch lists.138 The false classifi cation was shared with federal drug 
enforcement and terrorist databases, as well as with the NSA.139 Like 
those wrongly tagged with wrongdoing by commercial data bro-
kers, these victims will have to work hard to clear their names. And 
the hurdles will likely be more daunting. The post- 9/11 “information- 
sharing environment (ISE),” as the government calls it, means that 
there are too many databases of suspicion even to know where to 
start.

In 2010, the ACLU published a report called “Policing Free 
Speech.” It lists incidents in which police spied on Americans, or 
infi ltrated their organizations, “for deciding to or ga nize, march, 
protest, espouse unusual viewpoints, and engage in normal, innoc-
uous behaviors such as writing notes or taking photographs in pub-
lic.” The Americans spied on included Quakers, vegans, animal 
activists, Muslims, and an individual who was handing out pamphlets 
critical of the FBI.140

We all know by now that the government has been taking a very 
keen interest in cultivating “intelligence” about its citizens.141 There 
has been a world of outrage both over the NSA’s overreach and the 
fact that it’s gotten away with it. But I won’t add to that  here. My 
point is narrower: that the government’s interest in intelligence 
gathering has led it into a pragmatic, powerful, and largely secret 
partnership with interests whose concern is not the public good, but 
private profi t or personal advance.

The most visible and controversial example so far has been the 
cooperation in Manhattan between the Department of Homeland 
Security, the New York Police Department, and several major 
banks.142 By 2009, the Lower Manhattan Security Coordination 
Center (LMSCC) was pro cessing feeds from thousands of cameras 
run by Wall Street fi rms and the NYPD. One source identifi ed 
Goldman Sachs, Citigroup, the Federal Reserve, and the New York 
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Stock Exchange as participants at the center. The exact composi-
tion of the staff is a closely guarded secret, but there are likely many 
other Wall Street fi rms with “on- site representatives.”143

In the abstract, a post- 9/11 partnership of this sort might seem 
like an effi cient use of resources. But critics worried it would focus 
on protests like Occupy Wall Street, which was the target of other 
unusual federal involvements.144 Homeland Security offi cials may 
have advised local police about others of the hundreds of Occupy 
encampments that arose in the fall of 2011.145 According to docu-
ments obtained by the Partnership for Civil Justice, the Domestic 
Security Alliance Council described a “strategic partnership be-
tween the FBI, the Department of Homeland Security and the pri-
vate sector” to closely monitor Occupy protests. Educational insti-
tutions  were deputized by the Feds to spy on sympathetic members 
of their own communities; the FBI in Albany and the Syracuse Joint 
Terrorism Task Force sent information to campus police offi cials at 
SUNY– Oswego and followed the activity of students and profes-
sors there.146

What was actually happening in the Occupy villages to merit all 
this spying? Well, a golden calf was carried around. (It was later 
taken to Washington by a group called Catholics United, who peti-
tioned  House Speaker John Boehner to support a tax on fi nancial 
transactions.) A debt jubilee was proposed to redress de cades of ris-
ing in e qual ity. Activists decried bank crimes and outsized bonuses. 
Yes, there  were some confrontations (many of them initiated by 
police). But Occupy was an essentially peaceful protest, exemplify-
ing freedoms specifi cally singled out by the First Amendment for 
protection.147

That being so, we can certainly ask whether the federal govern-
ment should have been gathering intelligence on it at all. There’s a 
more pointed question, though: Once it did get involved, should it 
have been partnering with banks whose managers made millions of 
dollars during the fi nancial crisis of 2008 on the basis of ethically 
and legally dubious practices?148 Even while Occupy was denounc-
ing the failure of the Department of Justice and the FBI to prose-
cute the banks’ lawbreaking, the Bank Fraud Working Group of the 
FBI’s Denver fi eld offi ce “met and  were briefed on Occupy Wall 
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Street in November 2011.”149 In its funding of the LMSCC, the gov-
ernment made Occupy’s case for it by enacting the very corporate- 
state collusion that Occupy was protesting. How  else, one indignant 
observer wanted to know, can we explain “$150 million of taxpayer 
money going to equip a government facility in lower Manhattan 
where Wall Street fi rms, serially charged with corruption, get to sit 
alongside the New York Police Department and spy on law abiding 
citizens”?150

An “Information- Sharing Environment.” But for all its drama, Oc-
cupy was just one small corner of a very large picture. After 9/11, the 
government moved quickly to improve its surveillance capacities by 
establishing what it called an “information- sharing environment,” 
or ISE. Out of this effort came two collaborative programs that 
I’ll discuss  here. One was called Virtual USA, “a pi lot information- 
sharing initiative under the Department of Homeland Security . . .  
intended to facilitate disaster response by sharing technology, in-
formation, and data across federal, state, and local jurisdictions.”151 
The other was the establishment of the fusion centers, which the De-
partment of Homeland Security describes as “collaborative effort[s] 
of two or more agencies . . .  with the goal of maximizing their abil-
ity to detect, prevent, investigate, and respond to criminal and terror-
ist activity.” They are regional focal points for gathering and sharing 
government and private information related to “threats.”152 There are 
over seventy of them now, and with their generous federal funding, 
slick conferences, and fi rm corporate backing, they are beginning to 
unite the public and private monitoring of individual lives into uni-
fi ed digital dossiers.153 They also keep track of their critics: as the New 

York Times has reported, “people connected to the [fusion] centers 
shared information about individual activists or supporters [during 
Occupy protests], and kept track of those who speculated in social 
media postings that the centers had been involved when police de-
partments used force to clear Occupy camps.”154

The guiding principle of the fusion centers is “the more informa-
tion, the better.”155 Where do they get their information? They ac-
cess public- and private- sector databases of traffi c tickets, property 
rec ords, identity- theft reports, drivers’ licenses, immigration rec ords, 
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tax information, public health data, criminal justice sources, car rent-
als, credit reports, postal and shipping ser vices, utility bills, gaming, 
insurance claims, and data- broker dossiers.156 They monitor nonprofi t 
contributions, po liti cal blogs, and home videos.157 They mine footage 
from law enforcement, transportation, and corporate security cam-
eras.158 In Southern Nevada, they check out photos and videos from 
the local hotels and casinos.159

In short, fusion centers allow the government, in the name of 
“information sharing,” to supplement its constitutionally constrained 
data- gathering activities with the unregulated collections of private 
industry. In return, the government amplifi es the limited reach of 
local law enforcement, and sometimes even of private industry, with 
its greater power and larger scope.

Data Mining and Law Enforcement. Even many civil libertarians 
would not object to fusion centers if they restricted themselves to 
the responsible deployment of antiterrorist intelligence. But they 
do not. The Center for Investigative Reporting notes that “since so 
many states are unlikely to be struck by terrorists, fusion centers have 
had to expand their intelligence mission to cover all crimes and po-
tential hazards, partly to convince local legislators they’re worth fi -
nancing with taxpayer money into the future.”160 Pork- barrel poli-
tics trumps sensible security policy.

When the Alabama Department of Homeland Security started 
working on a Virtual Alabama database collaboration with Google 
Earth, for example, local police departments  weren’t very support-
ive.161 Surveillance researcher Torin Monahan says that the problem 
was solved when “DHS promised to include a GIS [geospatial infor-
mation system] overlay for all registered sex offenders in the state, 
showing exactly where each of them are supposed to be residing.”162 
What began as a national homeland security project expanded into 
state law enforcement. Expansion of the antiterror mission helped 
generate “buy in” from local and state agencies that did not them-
selves feel threatened by terrorism.163 This is a common outcome in 
many fusion centers.164

Thus the combined resources of essentially unregulated industry 
data collecting, the close surveillance capacities of local law en-



 D I G I TA L  R E P U TAT I O N  I N  A N  E R A  O F  R U N AW AY  D ATA  47

forcement, and the massive power of the federal government are at 
each other’s disposal, and largely free from their own proper con-
straints. Fusion centers are the door into a world where all data 
sources are open to law enforcement inspection and may be used 
secretly to generate probable cause for criminal investigation.165

The line between military and police action is also breaking 
down. Consider the following Orwellian collaboration, which Re-
uters reported in 2013. It began when the NSA gave “tips” (which it 
could have gotten, as we’ll see presently, from absolutely anywhere, 
including Facebook or Google) to the Special Operations Division 
(SOD) of the Drug Enforcement Administration (DEA), which in 
turn gave them to the Internal Revenue Ser vice. The legal status of 
such information sharing is murky at best; national security data is 
not supposed to be used for law enforcement purposes. But the SOD 
apparently sidestepped these niceties by creating criminal investiga-
tions in which they retrospectively fabricated alternative grounds for 
suspecting and investigating the targets.166

This is a black box arrangement of surpassing and appalling ele-
gance. Separate and parallel “realities” are constructed and docu-
mented. One is the secret record of how the targets  were actually 
selected; the other is specially invented for consumption by the 
courts. Two se nior DEA offi cials defended this program and called it 
legal, but they disclosed neither their names nor any reasoning to 
support their contention. Michael Hayden, former head of the NSA 
and the CIA, has also generally defended these practices without of-
fering any explicit legal arguments to support his position.167 In the 
summer of 2013, fi ve senators asked the Department of Justice to 
assess the legality of “parallel construction”; it has yet to respond.168

Traditionally, a critical distinction has been made between intel-

ligence and investigation. Once reserved primarily for overseas spy 
operations, “intelligence” work is anticipatory; it is the job of agen-
cies like the CIA, which gather potentially useful information on 
external enemies that pose threats to national security. “Investiga-
tion” is what police do once they have evidence of a crime. But the bound-
aries between the two are blurring.

This is another black box. State and federal law enforcement 
rarely shared information or intelligence before 9/11,169 but since 
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then, Congress has allocated over $500 million in grants to fusion 
centers to encourage such collaboration.170 What police force 
 wouldn’t want such expanded powers? The possibility of preemp-
tive “intelligence- led policing” (as opposed to the reactive after- 
the- fact sort) is tempting indeed.171

However, the sweeping techniques of post- 9/11 surveillance and 
data gathering are of a scale appropriate to  wholesale calamities like 
terror attacks and natural disasters, not to ordinary crime or pro-
test. Thousands of people are being caught in data- driven dragnets 
for being activists, or just belonging to a suspect “identity” group.172 
Careful protection of the boundary between crime and dissent is 
not a high priority of the intelligence apparatus. One state offi cial 
commented, “You can make an easy kind of a link that, if you have 
a protest group protesting a war where the cause that’s being fought 
against is international terrorism, you might have terrorism at that 
protest. You can almost argue that a protest against [the war] is a ter-

rorist act.”173 It would be nice to be able to dismiss this statement as 
an outlier, but FBI director Robert Mueller legitimized it all the 
way back in 2002, warning that “there is a continuum between those 
who would express dissent and those who would do a terrorist act.”174 
That is a frightening expansion of the “threat matrix.”

If mistakes  were rare, we’d have less cause for worry. But a critical 
mass of civil liberties concerns is accumulating. The Virginia Fu-
sion Center’s 2009 Virginia Terrorism Threat Assessment Report urged 
that student groups be monitored on the grounds that they “are 
recognized as a radicalization node for almost every type of extrem-
ist group.”175 The Missouri Information Analysis Center’s 2009 re-
port to highway offi cers suggested that “violent extremists” typically 
associate with third- party candidates such as Ron Paul and Bob Barr, 
and that “potential threats” include anti- immigration and antitax 
advocates.176 According to that report, violent extremists could also 
be identifi ed by bumper stickers on their cars indicating support for 
libertarian groups.177

The Fading Divide between “State” and “Market”

The mountains of data collected by private corporations make them 
valuable partners in “information sharing.” There’s plenty of room 
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for dealing on both sides. Government agencies want data that they 
 can’t legally or constitutionally collect for themselves; data brokers 
have it and want to sell it.178 Other kinds of companies can make 
other kinds of trades.179

For example, Daniel Solove documents a post- 9/11 information 
exchange that confounds conventional distinctions between “mar-
ket” and “state”: “In violation of its [own] privacy policy, JetBlue 
Airlines shared the personal data of 1 million customers with Torch 
Concepts, an Alabama company contracting with the Defense De-
partment to profi le passengers for security risks. Torch combined 
the JetBlue data with SSNs, employment information, and other de-
tails obtained from Acxiom, Inc., a database marketing company.”180 
While all these entities deserve the tools they need to defl ect real 
terror threats, have they done enough to secure the data from hacks 
and other security threats? We may never know, given the veil of 
secrecy draped around “homeland security” matters.

Businesses may support the intelligence apparatus simply to gain 
a competitive edge. For example, in Washington, Boeing has en-
joyed “real- time access to information from the fusion centers” 
thanks to its participation in the Washington Joint Analytical Cen-
ter (WJAC).181 According to a Boeing executive, the company hopes 
“to set an example of how private own ers of critical infrastructure 
can get involved in such centers to generate and receive criminal 
and anti- terrorism intelligence.” Starbucks, Amazon, and Alaska 
Airlines have expressed interest in placing analysts at the WJAC.182

After FedEx’s CEO announced that his company would cooper-
ate with the government, FedEx received a range of government 
perks including special access to government security databases, a 
seat on the FBI’s regional terrorism task force— where it was the 
only private company so represented— and an exceptional license 
from the state of Tennessee to develop an internal police force.183 
Like the banks integrated into the Lower Manhattan setup, FedEx 
is sharing the privileges and immunities of the state, but not the 
accountability.

Google is also reported to have entered into deals with the NSA, 
but an effort by the Electronic Privacy Information Center (EPIC) 
to fi nd out whether that was indeed the case was quashed by a federal 
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judge.184 The NSA neither confi rms nor denies working with Google 
to develop its intelligence operations, even after the spectacular 
revelations of Edward Snowden in 2013.

Armies and spies have always relied on stealth; after all, loose lips 
sink ships. But secrecy also breeds confl icts of interest. Why should 
Google worry about potential antitrust violations if it’s monitoring 
Internet access side by side with the DHS and the NSA?185 Like the 
“too big to fail” banks, it may be “too important to surveillance” for 
the government to alienate the fi rm. In 2013, in fact, leaked docu-
ments showed that the NSA (or a British partner) targeted the offi -
cial who was in charge of investigating Google’s alleged violations 
of EU competition law.186 As a growing literature suggests, privatiza-
tion can be more than a transaction between government and busi-
ness. It can be a marriage— a secret marriage— with a hidden econ-
omy of favors exchanged.187

Revolving- door issues loom especially large; government offi cials 
looking out for their futures may channel work to a company or 
industry they have their eyes on.188 Many security offi cials go on to 
lucrative private- sector employment soon after leaving public ser-
vice.189 The manipulation of threat perception by the “homeland 
security- industrial complex” feeds corporate profi ts as well as gov-
ernment bud gets.

All Threats, All Hazards, All Information?

Though critics like James Bamford and Tim Shorrock have thought-
fully covered the intelligence beat for years, the full extent of the 
government’s in de pen dent data- gathering practices exploded into 
public awareness in 2013, when NSA contractor Edward Snowden 
leaked material documenting extensive domestic surveillance. 
Snowden’s fi les suggest that the NSA is working directly with (or 
hacking) our largest telecom and Internet companies to store and 
monitor communications; that the agency can seize and bug com-
puters that have never been attached to the Internet; and that it can 
crack many types of encryption that had previously been thought 
secure.190

Very little of this relentless collecting is inspired by suspicion 
about any par tic u lar person or plot. It is done routinely, creating an 
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ever- expanding haystack of stored information that may someday 
reveal a needle.191 Not only telecom fi rms but also the largest Inter-
net companies are either targeted by the NSA, working with it, or 
engaged in some combination of complicity and re sis tance. Google, 
Facebook, and Microsoft show up frequently in the Snowden slides; 
their data stores  were apparently a rich resource for the surveillance 
state. Laws prevent the government from collecting certain kinds of 
information on citizens, but data brokers are not so constrained. And 

once someone  else has collected that information, little stops the government 

from buying it, demanding it, or even hacking into it.

Our off- and online actions are logged in hundreds of private- 
sector databases. Aptly called “big brother’s little helpers” by pri-
vacy expert Chris Hoofnagle, private- sector data brokers gather 
fi les that police would never be able to gather on their own, and 
then sell them to the police. This is not a “bug” in our surveillance 
system, but a “feature.”192 Note that the very defi nition of fusion 
centers includes their willingness to receive information from pri-
vate parties. The Snowden leaks make the shared infrastructure of 
state and private data collection incontrovertible. Never again can 
data deregulationists claim that corporate data collection is entirely 
distinct and far less threatening than government surveillance. 
They are irreversibly intertwined.

Enduring Opacity

Despite the leaks of Snowden (and Chelsea Manning and Julian As-
sange), the national surveillance apparatus is still opaque on many 
levels.193 It enjoys both real and legal secrecy, hidden as it is in se-
cure networks and protected by the heavy hand of the law. There’s 
plenty of complexity, too, should secrecy fail. Intelligence agen-
cies commission private defense contractors like SAIC, Northrop 
Grumman, Booz Allen, and Palantir to devise specialized software 
to monitor their data sources— which include social networks.194 
Their algorithms are complex enough by themselves, but the con-
tractors are also bound to protect company trade secrets. Even 
oversight bodies that might— in principle— investigate purely gov-
ernmental actions are hampered by a layer of commercial secrecy 
designed to maintain the value of private- sector spy methodology. 
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How could a fi rm exploit the full economic value of its intellectual 
property if some pesky oversight board (or, God forbid, journalist) 
could inspect it?

An unaccountable surveillance state may pose a greater threat to 
liberty than any par tic u lar terror threat.195 It is not a spectacular 
danger, but rather an erosion of a range of freedoms.196 Most insidi-
ously, the “watchers” have the power to classify those who dare to 
point this out as “enemies of the state,” themselves in need of scru-
tiny. That, to me, is the core harm of surveillance: that it freezes into 
place an ineffi cient (or worse) politico- economic regime by cowing 
its critics into silence. Mass surveillance may be doing less to deter 
destructive acts than it is slowly narrowing of the range of tolerable 
thought and behavior.

No Exit

National security surveillance and corporate spying don’t much 
resemble each other on the surface; the ostensible purposes, the 
techniques, and the scope are all very different. The stakes are dif-
ferent, too, at least theoretically. Private companies may object that 
regulation would reduce their profi ts, but the state can assert that 
without “total information awareness” we are all at risk for disas-
trous attack. In “national security matters,” it’s very hard to stop the 
government from doing exactly what it wants, even if what it wants 
isn’t legal. For all these reasons, it can be harder to regulate a sur-
veillance state than a surveillance corporation.

Still, in their black box structure, and in their developing collab-
oration, the two are more alike than otherwise. There are powerful 
bosses at the top, managers, analysts, and programmers in the mid-
dle, and a vast cast of outsiders watched at will. The same person 
may spend a few years at a tech fi rm, then serve in government, and 
then go back into business. Their activities ultimately raise similar 
questions. One is about the fl ow of information: Can we stop perva-
sive data collection? I think that the answer to that is probably no. 
The second question, therefore, is, What do we do?

Self- Helpless. Suggestions abound for digital self- protection; they 
range from the pedestrian to the fantastic, and from the obvious to 
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the uber- arcane. There are personal security techniques, like strong 
passwords, restrictive privacy settings, “burner” phones, and vet-
ting our online presence. Schools have begun to teach the basics of 
“cyberhygiene,” a kind of preventive care for the digital self.197 Not 
enough? The Electronic Frontier Foundation pushes for strong en-
cryption. The Electronic Privacy Information Center wants web 
browsers to default to “do not track.” Professor Helen Nissenbaum 
at NYU looks to creative obfuscation: her browser extension Track-

MeNot fl oods your search engine with so many random queries that 
companies like Google  can’t compile an accurate psychological or 
marketing profi le.198 Presumably the same technology could be ap-
plied to Gmail by sending dozens of fake e-mails to dummy accounts. 
Other apps offer to watch our backs and tell us exactly who is sharing 
our data with others, and how.199 There are “personal data vaults” in 
which we can store our information securely and then bargain, one- 
on- one, with anyone who wants access to it.200

But self- help can take us only so far. For nearly every “Privacy 
Enhancing Technology” (PET) developed, a “Privacy Eviscerating 
Technology” may arise. Week by week the PET recommendations 
of digital gurus are rendered obsolete by countermea sures. The 
best personal security in the world is nothing to a hacker with direct 
access to an account.201 Huge databases of usernames, credit card 
numbers, and social security numbers already exist online, out of 
which a query as simple as “fi letype:xls site:ru login” on a search en-
gine will realize millions of passwords.202 (But before you try this, note 

that the search may be logged to your IP address and might tag you as a 

possible crook.)  We’ve talked about the gigabytes of sensitive con-
sumer data that Target lost to hackers. The health care sector hosts 
a “Wall of Shame” that lists hundreds of data breaches.203

On social networks especially, cyberhygiene may be an exercise 
in futility. These sites have been known to change their default pri-
vacy settings without warning, opening “private” communications 
to general inspection. What if, as many states allow, a prospective 
employer asks for the password to your Facebook account? Give it, 
and you’re exposed. Refuse, and you may have lost your chance at 
the job.204 And let’s say you actually do manage to track down an 
online calumny. In the United States, Google won’t remove it from 
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the sites it serves up when someone searches for your name; it just 
refers you to the sites themselves.205 Unless you can prove falsehood 
in a court of law (or hire a “reputation manager” to drive the offend-
ing sites down in Google rankings), you’re probably out of luck.

Furthermore, attempts to foil known privacy vulnerabilities and 
reputational threats can open up new ones. It would be nice to think 
that the “private browsing” setting will keep our Internet habits se-
cret. But our ISPs, the websites we visit, and the ad networks pres-
ent there all may be keeping track of our computers’ unique IP ad-
dresses. The anonymization tool Tor, recommended by tech- savvy 
journalists to hide digital identities, may have been compromised. 
Even if it hasn’t been, the very fact of using it may invite suspicion 
and closer surveillance. As soon as an encryption program gets too 
pop u lar, it provokes rumors that it is a kind of honeypot, a promise 
of privacy that lures people into spilling their secrets in (what turns 
out to be) an intensively monitored environment.206

It’s an endless cycle. When “device fi ngerprinters” begin to iden-
tify our computers and cell phones, journalists offer advice about 
masking their data trail. But even the scholars of surveillance have a 
tough time keeping up with all the new threats; the Wall Street 

Journal’s “What They Know” series has tracked dozens of privacy- 
diminishing technologies developed since 2010.207 One thing is cer-
tain: “self- help” as a solution  here fails on practical grounds for all 
but the most skilled (or wealthy) Internet users, and thus fails on 
moral grounds as well. A technological arms race will quickly leave 
most users behind.

Even nascent legal solutions may only delay, rather than defl ect, 
invasive surveillance. For example, at least fourteen states have 
banned employers from requesting social network account pass-
words from current workers or applicants.208 But what if competi-
tive applicants start volunteering them? They may leave the privacy- 
concerned behind, regardless of their formal legal rights. Economists 
of information label this pro cess “unraveling,” and even well- 
intentioned protections are undermined by it.209 Offering a pass-
word on an application may now seem like a desperate effort to 
stand out from the crowd. But the many people who make their 
posts “public” (rather than “friends only”) are offering much of the 
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information the password would grant. Where is the tipping point 
between “competitive advantage” and “what everybody does”? Un-
til the use of sensitive information is prohibited (and audited), a full- 
disclosure future is foreordained.210

A One- Percent Solution. Contracting out reputation management to 
a private company is a growing “market solution” to the emerging 
traffi c in data. Our brave new digital world is a much safer place for 
those with the time and money to hire lawyers to review terms of 
ser vice, programmers to install layers of encryption on their com-
puting systems, and reputation managers to tend to their online 
profi les. And it’s a very lucrative place for those who can supply those 
ser vices. Firms are already trading on the mysteries of Google rank-
ings to nurture their clients’ images online. It’s only a matter of time 
before they extend their ser vices to those looking to optimize the 
impressions they make on other data gatherers.

But is this how we want to handle the problem of invasive data 
collection? It hasn’t worked well in the world of fi nancial privacy.211 
Yes, with enough legal and accounting help, very wealthy people 
can hide their money from the taxman. But only the richest have 
the resources and time to develop foolproof versions of their own, 
personal black boxes. And the costs are very high to the global 
economy. Using multiple estimation methods, James Henry, a se-
nior adviser to the Tax Justice Network, calculated the total amount 
of money hidden away from tax authorities as between $21 and $32 
trillion.212

A report titled “Secrecy for Sale: Inside the Offshore Money 
Maze” reveals many of the grim details.213 The techniques described 
work well for the possessors of investment income, who may well 
wish to extend them to their reputational affairs, adding a division of 
“reputation defense” to the wealth defense industry. But this Swiss 
Bank model would only entrench the divide between haves and have- 
nots. It will do more to stratify privacy protections than to guarantee 
them. It does not address the real problems of invasive data collec-
tion or unfair data use.
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Full- Disclosure Future

Even if absolute secrecy could somehow be demo cratized with a 
universally available cheap encryption tool, would we really want it? 
I don’t think I want the NSA blinded to real terrorist plots. If some-
one developed a fl eet of poison- dart drones, I’d want the authorities 
to know. I  wouldn’t want so- called “cryptocurrencies” hiding ever 
more money from the tax authorities and further undermining 
public fi nances.214 Biosurveillance helps public health authorities 
spot emerging epidemics. Monitoring helps us understand the fl ow 
of traffi c, energy, food, and medicines.215

So while hiding— the temptingly symmetrical solution to 
surveillance— may be alluring on the surface, it’s not a good bet. The 
ability to hide— and to detect the hiders— is so comprehensively 
commodifi ed that only the rich and connected can win that game. 
The help and the harm of information collection lies not in the in-
formation itself but in how it is used. The decisions we make about 
that have plenty to tell us about our priorities.

The digital economy of the moment prioritizes marketing over 
productivity. It’s less likely to reward the builder of a better mouse-
trap than to fund start- ups that identify people likely to buy one. 
The critical point is no longer the trap or even the rodents, but 
the data: the constant streams of numbers that feed algorithmic 
systems of prediction and control. Profi ling is big business in an 
economy like that. Cyberlibertarians used to brag that the Inter-
net “reads censorship as damage and routes around it”; replace 
“censorship” with “privacy” and the statement would be just about 
as true.216

Much of the writing about the scored world focuses on how to 
outwit the evaluators— how to get an 800 credit score, how to “ace” 
job personality tests. But this vast and growing literature ignores 
the possibility of criticism, much less re sis tance. Economic models 
of the data can be even worse, complacently characterizing person-
alization as a mere matching problem (of, say, the riskiest borrowers 
to the highest interest rate loans). From a legal perspective, things 
can look very different: myriad penalties are imposed without even 
a semblance of due pro cess.
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If  we’re not going to be able to stop the fl ow of data, therefore, 
we need to become more knowledgeable about the entities behind 
it and learn to control their use of it. We need to hold business and 
government to the same standard of openness that they impose 
upon us— and complement their scrutiny with new forms of ac-
countability. We need to enforce the laws that defi ne fair and un-
fair uses of information. We need to equalize the surveillance that 
is now being aimed disproportionately at the vulnerable and ensure 
as best we can that critical decisions are made in fair and nondis-
criminatory ways. We need to interrupt the relentless cascades of 
judgment that can turn one or two mistakes into a self- fulfi lling 
prophecy of recurrent failure. And we need to plan for the inevita-
bility that as soon as we open one black box, new modes of opacity 
will arise.

Thomas Jefferson once said that “he who receives an idea from 
me, receives instruction himself without lessening mine; as he 
who lights his taper at mine, receives light without darkening 
me.”217 To many of us this is an inspiring vision. But the total in-
formation dominance to which America’s defense, police, and cor-
porate institutions now aspire refl ects a diametrically opposed 
mind- set. The black box society is animated by the belief that 
information is useful only to the extent that it is exclusive— that is, 
secret. Terrorists have to be kept in the dark because they’re dan-
gerous. Sick people have to be kept in the dark because they’re 
expensive. To faceless algorithms, we might be terrorists, or sick. 
So we are kept in the dark, too.

It is time to reclaim our right to the presumption of innocence, 
and to the security of the light. It may be that we cannot stop the 
collection of information, but we can regulate how it is used. This is 
easier said than done; data collection has run so wild that it will take 
time and effort to purify reputation systems of inaccurate or unfair 
data points. But the alternative is worse. One of the best- known pri-
vacy blogs is entitled “Pogo Was Right,” in honor of the old comic 
book tag “We have met the enemy, and he is us.” The rebuke is ob-
vious: we’d better stop being so careless about how technology cre-
ates reputations, and start to rein in arbitrary, discriminatory, and 
unfair algorithms. Chapter 5 suggests some initiatives for achieving 
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that end. But to fully understand how they might work, and how 
needed they are, we need to turn from technologies of reputation 
(which increasingly mediate how we are perceived), to technologies 
of search (which mediate how we perceive). Search is the topic of the 
next chapter.
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